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Abstract

Cellular operators are developing low-cost relays to improve the coverage and capacity of

next generation cellular networks. Deploying low cost relays reduces the infrastructure

cost of setting up new base stations in order to support the rapidly growing number of sub-

scribers. In this thesis, we present methods to design the system architecture and efficient

protocols to achieve maximum benefit from the introduction of cellular relays. We focus

on three of these issues- relay placement for coverage extension, capacity improvement

with relays and relay automatic repeat request (ARQ) protocols.

The first problem considered is relay placement for maximum extension of the cell

radius. Increase in cell radius helps reduce infrastructure cost of deploying more base

stations to support the rapidly growing number of subscribers. We define the notion

effective radius of the cell in terms of the probability of correct decoding at a point, and

determine the optimal relay position which maximizes the effective cell radius. We also

analyze the multicell scenario, by taking into account inter-cell interference and present

an iterative algorithm to determine the relay positions.

Apart from coverage extension, cellular relays also improve the cell capacity. This is

because mobile stations get the advantage of diversity due to two possible signal paths -

one directly from the base station, and another via a relay. Thus, incoming calls experience

lower blocking probability. We present a novel approach to determine the downlink Erlang

capacity of the cell. Then, we extend this idea to evaluate the Erlang capacity for relay-

assisted cellular networks, and demonstrate how a capacity improvement takes place.

Lastly, we analysis ARQ protocols for relay-assisted cellular networks. We demon-

strate that major packet loss takes place during handover in the hop-by-hop ARQ protocol.

We present a novel channel and handover model and use it to quantify this packet loss.

Then, we propose modifications to hop-by-hop ARQ which reduce the packet loss during

handover, at the cost of an increase in queueing delay. Time delay analysis is performed

to show that the increase in queueing delay is negligible.
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Chapter 1

Introduction

With a rapid growth of the number of cellular subscribers, and the scarcity of frequency

spectrum, cellular systems are facing difficulty in providing satisfactory signal to noise

ratio (SNR) to users, especially to those at the cell edge. One solution to support the

increasing number of subscribers per cell is to decrease the cell radius. This results in a

greater number of base stations required per area thus escalating the infrastructure costs.

Also, smaller cell radius causes higher inter-cell interference, thereby calling for better

frequency planning techniques such as sectorization to minimize interference.

An alternate solution being employed in next generation cellular systems [1, 2] is to

deploy low-cost cellular relay stations (RSs) in each cell to improve the system capacity

and coverage area. A relay station (RS) is a node which assists in the transmission of

data between other nodes in the network. It may be a dedicated RS, whose purpose is

solely to forward data for other nodes, or a cooperative relay which assists other nodes

when it does not have packets for transmission in its own queue. In this chapter, we give

a brief overview of relays and their applications to wireless cellular networks.

1.1 Types of Relays

RSs can be broadly classified into the two types- amplify-and-forward RSs and decode-

and-forward RSs. An amplify-and-forward RS receives the signal and simply amplifies

it before transmitting the copy. Since the signal is not decoded, the signal quality is

degraded. Amplify-and-forward RSs are low complexity and easy to implement. A decode-

and-forward RS decodes the received signal and re-encodes it before forwarding a copy.

1



2 CHAPTER 1. INTRODUCTION

Due to decoding, the noise in the received signal is cleaned out. Because of the presence

of decoder and encoder, decode-and-forward relays are of high complexity.

For application of relays to cellular systems, the IEEE 802.16m WiMAX standard

[1, 2] has given preference to decode-and-forward RSs over amplify-and-forward RSs. We

concentrate on decode-and-forward relays in the rest of this thesis. In the cellular scenario,

decode-and-forward relays have been further classified into the following two categories:

• Transparent relays: Transparent RSs do not communicate any control signals

to the mobile station (MS). The MS is essentially unaware of the presence of these

RSs. In the uplink, they merely overhear the MS’s transmission to the base station

(BS) and forward a decoded and re-encoded copy to the BS when requested to

do so. Since the MS does not exchange control signals with the RS, it performs

power control according to the uplink channel to the BS, and not to the RS. Thus,

introduction of transparent RSs does not help in saving the MS’s uplink transmit

power. However, if the BS-MS channel is in a deep fade, the RSs provide spatial

diversity and improve network coverage to these MSs.

• Non-transparent relays: Non-transparent RSs can transmit control signals to the

MS. They can perform most of the functions of a full-fledged base station. When

an MS moves away from the BS and close to an RS, it is handed over to the RS

by a procedure similar to an inter-BS handover. The major difference between an

RS and a full-fledged BS is that the RS is not directly connected to the backhaul

network. Since a non-transparent RS transmits pilot signals to the MS, for uplink

transmissions, the MS will just transmit enough power to reach the RS. This will

result in significant power saving at the MS in addition to better network coverage.

The IEEE 802.16m WiMAX standard [1, 2] currently supports non-transparent RSs

over transparent RSs. In the rest of the thesis, we consider decode and forward,

non-transparent cellular RSs.

1.2 Improvement in cellular networks due to relays

Relays are introduced in cellular networks to achieve improvement in the following aspects:

• Coverage: RSs improve the network coverage to MSs, especially at the cell edge.
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A cell edge MS may experience poor received SNR from the BS, but being closer to

the RS, the MS receives a strong signal from the RS with high probability. Thus,

introduction of RSs increases the total coverage area of the cell, [3, 4]. By increasing

the cell radius the number of base stations would decrease. If the total cost of RSs

is less than that of this decrease in the base stations, the infrastructure cost would

reduce to a great extent.

• Capacity: Alternative to increasing the coverage area, RSs can be used to increase

the capacity of the cell. Because of the improvement in signal quality experienced

by users at the cell edge, these users require lesser resources from the BS. For

example, in cellular OFDMA systems, the number of subcarriers required by the

user is smaller when the MS is served via an RS. Thus, the same resources can be

shared among a larger number of users resulting in overall capacity improvement.

1.3 Motivation for the thesis

Relays have been studied extensively for mesh and ad-hoc wireless networks [5]. However,

it is only recently that RSs are finding application for improving the capacity and coverage

in cellular networks [6]. The main difference between RSs for ad-hoc networks and cellular

RSs is that unlike ad-hoc RSs, the currently proposed cellular RSs do not communicate

with each other directly. They exchange information only via the BS. Due to limited

frequency spectrum in cellular systems, this communication between RS and BS has to

be minimized while ensuring high system performance.

Another feature of relay-assisted cellular networks which differs from ad-hoc networks

is that an MS is handed over to a cellular RS using a procedure similar to inter-BS

handover. In the currently proposed architecture, there is no cooperative combining of

packets being received at the MS via different paths (directly from BS, or via one or more

RS). Finally, unlike ad-hoc networks where there may be a large number of RSs between

the source and destination, in practical cellular networks there are very few RSs (1 2) in

a path from the BS to MS.

Due to these fundamental differences between ad-hoc and cellular networks, the

traditional multihop protocols such as automatic-repeat-request (ARQ) which have been

well studied for ad-hoc multihop networks, need to be modified in order to adapt to the
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cellular scenario. The aim of this thesis is to address such issues and design an efficient

architecture for relay-assisted cellular networks. In particular, we address issues such

as optimal RS placement for cellular coverage extension, system capacity improvement

with RSs, and modifications to traditional multihop ARQ protocols to reduce packet loss

during handover.

1.4 Organization

In this chapter, we have discussed the basic concepts of RS and the advantages of intro-

ducing RSs in cellular networks. The rest of the thesis is organized as follows. Chapter

2 identifies the open research issues in relay-assisted cellular networks and summarizes

our contributions towards solving some of these research problems. Chapter 3 presents

an analysis of optimal relay placement in cellular networks. Chapter 4 presents a novel

method for evaluation of the Erlang capacity of cellular OFDMA with and without RSs.

Chapter 5 analyzes packet loss during handover in various ARQ protocols and proposes

new protocols to reduce the packet loss. Finally, Chapter 6 concludes the thesis and

provides directions for future work.



Chapter 2

Some Research Issues

In this chapter we formulate some open research issues for relay-assisted for cellular net-

works. We also discuss our contributions to the problems which have been addressed in

the subsequent chapters.

2.1 Optimal Relay placement for Coverage Extension

The deployment of RS in cellular networks helps improve the system capacity and coverage

area. In a relay-assisted cellular system, mobile stations (MSs) have the diversity benefit

of two possible links, the direct link to the BS, and a link via RS. Thus, incoming calls

experience lower blocking probability and the call can support a higher traffic load of

users. The introduction of RSs also helps increase coverage radius of the cell by providing

high SNR to the cell edge MSs. Thus, the infrastructure cost of deploying more base

stations is reduced. In this work, we concentrate on the role of RSs in cellular coverage

extension.

The increase in coverage radius of the cell depends upon the placement of RSs in the

cell. This is because the location of RSs affects the quality of the BS-RS and RS-MS links

as well as the inter-cell interference from neighboring cells. If an RS is placed too close to

the cell edge, packets will experience a low SNR on the BS-RS link. Also, an RS close to

the cell edge will cause higher interference to the neighboring cells. On the other hand,

if the RS is placed close to the base station, the RS-MS link quality will suffer and cell

edge users shall not benefit from the introduction of RSs. Thus for a given set of system

parameters, there is a need for optimal RS placement to achieve maximum extension of

5
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the coverage radius of the cell.

Only a few researchers so far have addressed the issue of optimal placement of cellular

RSs. The authors in [7] and [8] analyze RS placement for wireless sensor networks,

where the objective is to achieve maximum connectivity between pairs of ad-hoc relay

nodes. In [9] and [10], the RS placement problem is analyzed from the perspective of

increasing system capacity rather than coverage radius extension. [11] considers a dual-

relay architecture with cooperative RS pairs and proposes an algorithm to select the two

best RS locations from a predefined set of candidate positions. In [12], an iterative RS

placement algorithm is proposed which divides all points in the cell into good and bad

coverage points and places RSs at the good points whose neighbors have bad coverage.

However, factors like shadowing and inter-cell interference have not been considered in

the aforementioned papers. We perform a probabilistic analysis to compute optimal

RS positions by taking account the random variables such as shadowing and inter-cell

interference.

In Chapter 3, we analyze RS placement in cellular networks for extension of the

cellular coverage area. Unlike existing literature, our treatment of optimal RS placement

takes into account shadow fading and inter-cell interference. We present a novel proba-

bilistic definition of coverage and evaluate the effective cell radius of the cell in terms of

the required probability of coverage at the cell edge. We determine the optimal position

of the RSs for which effective cell radius is maximized, and also obtain an estimate of the

number of RSs required in each cell. Considering inter-cell interference from neighbor-

ing cells in the multicell scenario, leads to an interesting iterative optimization algorithm

which is used to determine the optimal RS positions.

2.2 Capacity Improvement with Relays

Recent years have witnessed the emergence of Orthogonal Frequency Division Multiple

Access (OFDMA) as one of the dominant Medium Access Control (MAC) techniques for

next-generation wireless networks [2]. OFDMA employs multicarrier modulation to com-

bat frequency selective fading. Each base station (BS) has a set of orthogonal subcarriers,

subsets of which are allocated to users in the cell. Due to limited availability of spectrum,

a 1:1 frequency reuse factor is most common in multi-cell OFDMA architecture. In 1:1
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reuse, by allocating a random permutation of subcarriers to users in each cell, the inter-

cell interference may be averaged out and hence may not affect the system performance

severely.

Erlang capacity corresponds to the traffic load that a cell can support while providing

acceptable service to the users. It is an important parameter from the capacity planning

perspective and is used as a performance metric for admission control algorithms. In this

chapter, we determine the downlink Erlang capacity of cellular OFDMA. The main idea

is to take into account the fact that each incoming user requires a random number of

subcarriers depending upon its position in the cell, fading and inter-cell interference.

Erlang capacity is a well studied topic for the traditional Global System for Mobile

communications (GSM) cellular systems [13]. The capacity of these systems for a given

blocking probability is determined by the Erlang-B formula. Erlang capacity has also

been studied extensively in the context of Code Division Multiple Access (CDMA) systems

[14, 15, 16]. Unlike GSM in which a user is blocked if all the time or frequency channels at

the BS are occupied, in CDMA, an incoming user is blocked if it increases the interference

and causes outage conditions for the existing users.

Though OFDMA is also a form of Frequency Division Multiple Access (FDMA), the

fundamental difference between Erlang capacity of FDMA systems and cellular OFDMA is

that in the latter, each call requires a random number of subcarriers. The idea of incoming

users requiring random number of resources has been addressed in operations research

literature [17]. A queueing system with Poisson arrivals of customers and exponentially

distributed service times has been analyzed and the probability distribution of the waiting

times of customers has been determined in [17].

Only a few studies focus on determining the Erlang capacity of cellular OFDMA

[18, 19]. In [18], Erlang capacity is used as a performance metric for comparison of various

adaptive resource allocation algorithms. In [19], the uplink capacity of relay-assisted

cellular networks is analyzed. The authors present a joint algorithm to determine the

bandwidth distribution between BS and RSs and the Erlang capacity for given values of

blocking and outage probabilities. However, in both these papers, the random subcarrier

requirement of a user is not considered in the derivation of blocking probability.

In Chapter 4, we present a novel approach to evaluate the downlink Erlang capacity

of a cellular Orthogonal Frequency Division Multiple Access (OFDMA) system with 1:1
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frequency reuse. Erlang capacity analysis of traditional cellular systems like Global Sys-

tem for Mobile communications (GSM) cannot be applied to cellular OFDMA because

in the latter, each incoming call requires a random number of subcarriers. To address

this problem, we determine the probability distribution of the number of subcarriers re-

quired, and divide incoming calls into classes according to their subcarrier requirement.

We model the system as a multi-dimensional Markov chain and evaluate the blocking

probability and Erlang capacity of the system. We draw an interesting analogy between

the problem considered and the concept of a stochastic knapsack, a generalization of the

classical knapsack problem. Techniques used to solve the stochastic knapsack problem

simplify the analysis of the multi-dimensional Markov chain. We extend this analysis to

relay-assisted cellular networks and determine the capacity increase of the system with

introduction of RSs. We also compute the optimal BS-RS subcarrier distribution and the

positions of RSs to maximize the system capacity.

2.3 Relay Automatic Repeat Request (ARQ)

For reliable transmission in multi-hop cellular networks, Automatic Repeat reQuest (ARQ)

protocol is usually employed for the retransmission of erroneously received packets. End-

to-end and hop-by-hop ARQ are the traditionally implemented multi-hop ARQ protocols.

In the end-to-end ARQ protocol, the RS merely forwards the data and ACK/NACK

packets between the BS and the MS. The packet retransmissions are performed by the

BS. This protocol ensures end-to-end reliability of the packet transmission, but the re-

transmission of packets by the BS leads to very low throughput performance as compared

to protocols in which RS performs the retransmissions. Also, due to the high transmis-

sion error rate on the RS-MS link, the ACK/NACK from the MS to the BS may be

delayed. Another disadvantage is that the power of a strong BS-RS link is not utilized by

the end-to-end ARQ protocol. The BS schedules packets for transmission based on the

ACK/NACK feedback from the MS, Thus, it will avoid transmission when the RS-MS

link is bad, even though the BS-RS link might be good.

The IEEE 802.16m standard [1], [2] currently supports the hop-by-hop ARQ protocol

for multihop cellular networks. In the hop-by-hop ARQ protocol, ARQ is performed

separately on every multi-hop link. Thus, packets destined for the MS are first transmitted
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Figure 2.1: Illustration of packet loss during handover in hop-by-hop ARQ

by the BS to the RS. In case of packet loss or decoding error, RS sends a NACK to the

BS asking for retransmission of the packet. In case of packet error on the RS-MS link, the

RS performs the retransmissions to the MS. This protocol eliminates the low throughput

performance and BS-RS link underutilization problems of the end-to-end ARQ scheme.

However, the BS is unaware of whether the packet has successfully reached the MS.

It is only concerned with ensuring successful transmission of the packet on the BS-RS

link. Due to this, hop-by-hop ARQ presents a major problem of packet loss in case of RS

to BS or inter-RS handover. The problem has been illustrated in Fig. 2.1. When the BS

receives ACK from the RS, it will clear the packets from its transmit buffer. The RS will

maintain a queue of packets pending for transmission to the MS. Now if the MS hands over

to the BS or another RS, the handoff target will not have a copy of these pending packets

because the BS has already cleared them from its buffer. Transferring these packets from

the RS to the BS and then to another RS will cause a huge signalling overhead and thus

delay in handover. Thus, using the hop-by-hop ARQ protocol will result in gross packet

loss in the event of RS to BS and inter-RS handover. In a relay-assisted cellular network,

this packet loss will be high because of frequent handover of the MS between RSs.

As pointed out in a recent paper [20], very few studies have addressed handover

issues in relay based cellular networks. In [21] the challenges in extending one-hop ARQ

protocols to multi-hop are pointed out. A modified end-to-end ARQ protocol has been
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proposed, but without supporting analytical or simulation results. In [22], hop-by-hop

ARQ is modified such that the RS forwards NACKs from the MS to the BS. Theoretical

and simulation analyzes of packet delay and ARQ transmission efficiency are presented.

Later, [23] uses a Discrete-time Markov Chain (DTMC) model to analyze the packet loss

due to buffer overflow at the BS and RS. However, issue of packet loss during inter-RS

or RS-BS handover has not been considered in both [22] and [23]. To avoid packet loss

during handover, [24] suggests a scheme in which the BS multicasts the data to all its

subordinate RSs, so that when an MS hands over, the target RS has the data pending

in queue at the serving RS. However, multicasting the data is a large signaling overhead

and requires unnecessary buffer space at all the RSs.

In Chapter 5, we analyze the effect of handover on packet loss in hop-by-hop ARQ.

Towards this, we propose a simple yet tractable channel model that captures the es-

sentials of handover phenomenon. Using this model, we quantify the packet loss during

handover in hop-by-hop ARQ. Finally, we propose modifications to hop-by-hop ARQ, and

demonstrate how they help reduce packet loss during handover.

2.4 Handover Mechanism with Cellular Relays

In the next generation multi-hop cellular networks, non-transparent RSs support handover

of MS to or from the BS or other RSs. But handover with an RS differs from inter-BS

handover because of the absence of a backhaul directly connected to RSs. Consider the

case of an RS-to-BS or an inter-RS handover. As discussed in the previous section, for

hop-by-hop ARQ, the BS clears packets from its buffer after it receives an ACK from the

RS, although the packets are still queued at the RS. These pending packets have to be

communicated to the BS in case of RS-to-BS handover and to the target RS (via the BS)

for an inter-RS handover. This causes a huge data transmission overhead, results in a

large delay in handover. Only a few papers have addressed the design of the handover

protocol for such a relay-assisted cellular system. [25] proposes a scheme in which the BS

should multicast the packet to all the RSs. Thus, during handover, the target RS shall

already have the packets present in the serving RS’s queue. However, this scheme is not

practically feasible because it involves too many unnecessary packet transmissions due the

multicasting of data. The problem of designing handover protocols which prevent packet

loss during handover with a low signalling overhead is open for future investigation.
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Figure 2.2: The delay-constrained scheduling problem in a relay-assisted cellular system

2.5 Scheduling with Delay Constraints

Developing an optimal scheduling policy for cooperative networks has been an interesting

area of research for a few decades now. Various papers [26, 27, 28, 29, 30] have attempted

to address this problem for ad-hoc networks. As described in Chapter 1, in next generation

cellular networks with non-transparent RSs, there is no cooperative combining of packets

from the direct and relay paths. Once an MS is handed over to an RS, all the further

packets are sent via this RS, until another handover takes place. Thus, unlike ad-hoc

networks, for relay-assisted cellular networks, the scheduling algorithm need not decide

the route of every packet (i.e directly to MS or via RS), or the methods of combining

multiple received copies of it. For cellular networks with RSs, we can develop simple

heuristic scheduling policies to achieve the best network performance. [31, 32] present

scheduling policies for such relay-assisted cellular scenarios.

In particular, scheduling with delay constraints is an interesting research problem. It

has important application to scheduling of voice and video streaming traffic. [33] proposes

an indexing scheduling algorithm for a simple one-hop multiuser scenario. It computes

an index of each user, such that the index for the ith user is λi = hi(qi − δi) where hi

is the channel quality from the BS to the user, qi is the queue length at the BS for the

ith user, and δi is the desired queue length for that user, which corresponds for the delay

constraint for that user.

In a relay assisted cellular system as shown in Fig. 2.2, two separate scheduling

algorithms need to run at the BS and the RS, with periodic exchange of state information

between them. For the MSs served via the RS, the scheduler at RS computed the index

λi = h
′

i(q
′

i − δ
′

i) as described above. Similarly, for the MSs served directly by the BS
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scheduler, the index λi = hi(qi − δi) as described above. However for MSs scheduled via

RS, the BS scheduler needs to compute the index by taking into consideration the channel

states and queue lengths for both the BS-RS and RS-MS links. Thus, in Fig. 2.2, the

index λi for MS3, MS4 and MS5 is a function of hbr, h
′

i, qi and q
′

i. However, the challenge

in designing this function is that the BS is not aware of the RS-MS channel states h
′

i, and

queue lengths at RS, q
′

i. Communication of the absolute values of these parameters by

RS to the BS will cause a significant signaling overhead.

Thus, our objective is to design an index scheduling algorithm which computes the

index for MSs served via RS with minimum status information exchanged between the

RS and the BS. One idea is that each RS communicates the average queue length, i.e

q
′

avg = Ei(q
′

i) and the ranks ri based on the indices computed by the RS scheduler for

serving its subordinate MSs. Using this information, the BS evaluates estimates q
′

i and

uses them to schedule the MSs served via the RS. Development and comparison of other

such efficient protocols is open for future research.

2.6 Self Organizing Relays

Cellular operators are considering deployment of a new type of intelligent RSs in cellular

networks - self-organizing RSs. Deployment of self-organizing RSs presents new challenges

in analysis and design of next generation cellular networks. The main concept of self-

organizing RSs is that they perform functions such as subcarrier allocation, power control

and interference management autonomously, thus reducing the BS-RS communication

overhead. Deployment of such RSs reduces the traffic load served by the BS and helps

improve the system capacity. A futuristic property of self-organized RSs could also be

the nomadic ability to move Self organizing RSs can be classified into two types - user-

deployed and operator-deployed RSs. User-deployed RSs are placed by users in homes

or offices to improve the network coverage in these spaces. Operator-deployed RSs are

placed to improve signal quality in the coverage holes in the cell where high shadowing

or penetration losses occur.

The key objective of research is to design self-organizing RSs which have autonomous

functionalities to make them more independent of BS control. The following research

problems can be formulated in terms of designing algorithms to make RSs more intelligent.
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2.6.1 Subcarrier Assignment by Neighborhood Sensing

In case of fixed BSs, the subcarriers available in the cell are divided into disjoint sets

which are allocated to the BS and each of the RSs, to use for their downlink transmissions.

Instead of assigning disjoint sets, for every call arrival, the serving RSs can request the

required subcarriers from the BS. The BS has the complete set of subcarriers from which

it checks the availability of subcarriers requested and allocates them to the RS. However,

this leads to signalling overhead between BS and RS. To avoid this, we can design a

neighborhood sensing algorithm in which each RS measures the received interference

power on each subcarrier and chooses the subcarriers with the minimum interference

power for this transmissions. Further research can be done on analyzing the effect of

the neighborhood sensing subcarrier allocation algorithm on the Erlang capacity of the

system.

2.6.2 Autonomous Power Control for Interference Management

The transmit power of operator-deployed self-organized RSs is calibrated by the cellular

operator, and the RSs are optimally placed such that coverage holes are served, while

ensuring minimum interference to neighboring RSs. However, user-deployed self-organized

RSs are placed at random locations in the cell. Thus, their coverage areas can overlap and

cause interference to other RSs in the reference and neighboring cells. A possible research

direction is to develop autonomous power control algorithms to minimize interference to

neighboring RSs. Each RS can measure interference power from neighboring stations and

scale it by the pathloss to the farthest MS served by it, to estimate the received SINR at

that MS. It can then calibrate its power in order to satisfy a minimum threshold SINR

at the farthest MS.

2.6.3 Relay Placement for Removal of Coverage Holes

Suppose the cellular operator wishes to deploy a new RS to improve coverage in areas

which are not covered by the existing user-deployed and operator-deployed RSs. In this

scenario, RS placement and power calibration is an improtant research issue. We can

develop an algorithm which takes as input the existing RS positions and transmit powers

and determines the optimal location of a new RS such it removes the maximum number
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of coverage holes. Instead of applying brute force computation to the optimal location,

we can apply learning algorithms to reduce the search space and arrive at a sub-optimal,

but efficient solution.

Another problem is to determine locations of operator-deployed RSs, given a propa-

gation loss profile at every point in the cell. We can develop an iterative algorithm where

one RS is placed at the worst coverage hole in the cell. New RSs are added in an iterative

fashion and are placed such that they remove the coverage holes not served by the existing

RSs.



Chapter 3

Optimal Relay Placement for

Coverage Extension

3.1 Introduction

As discussed in Chapter 2, optimal relay placement is an important research issue in

next generation cellular networks. In this chapter is to present a novel formulation of the

optimal cellular RS placement problem by defining the notion of the ‘effective cell radius’

of the cell in terms of the probability of correct decoding at a point. We determine

the optimal RS position to achieve maximum effective cell radius, both for single cell

and multi-cell scenarios. The multi-cell scenario takes into account inter-cell interference,

which is a dominant factor in the next generation cellular Orthogonal Frequency Division

Multiple Access (OFDMA) systems with 1:1 frequency reuse. The results presented in

this chapter are useful to system planners for determining optimal values of parameters

such as number, locations and transmit powers of cellular RSs.

The rest of the chapter is organized as follows. In Section 3.2, we describe the system

model. In Section 3.3, we compute the optimal RS position to maximize the effective cell

radius and estimate the number of RSs required in a relay-assisted cell. In Section 3.4,

we extend this analysis to a multi-cell scenario with inter-cell interference and present

an iterative algorithm to solve the problem. The results are presented in Section 3.5. In

Section 3.6 we present an alternate formulation of the RS placement problem in which we

determine the RS positions and transmit powers in a system where Reff is already known.

Finally, Section 3.7 concludes the chapter and provides directions for further investigation.

15
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3.2 System Model

BS

RS

R
1

Figure 3.1: System topology in which each cell has a symmetrical ring of NR = 6 RSs
around the BS

We consider downlink data transmission in a relay-assisted cellular system. Cellular

RSs can be classified into two broad types - transparent and non-transparent RSs. Trans-

parent RSs do not transmit any pilot signals to the MS and hence the MS is unaware

of their existence. A transparent RS functions like a repeater which merely forwards the

signal from the BS to the MS. On the other hand, a non-transparent RS transmits pilot

signals to the MS and performs most of the functions of a full-fledged BS such as inter-RS

and RS-BS handover. The IEEE 802.16m standard [1] currently supports non-transparent

RSs with no direct communication from BS to MS after the MS has been handed over to

the RS.

We assume that NR non-transparent RSs are placed symmetrically in a circular

ring of radius R1 around the BS in every cell as shown in Fig. 3.1. Although we focus

our attention on the two-hop case with data transmission from the BS to MS via only

one RS, our analysis can be extended to multi-hop relay architectures. The downlink

transmit power of the BS is PB dB and that of the RSs is PR dB (PR < PB). The

pathloss exponent in the system is denoted by η. The thermal noise level is N dBm. We

consider log-normal shadowing on each link and denote it by ξ. ξ is a Gaussian random

variable with mean 0 and standard deviation σ, σ1 and σ2 for the BS-MS, BS-RS and

RS-MS links respectively. Since our aim is to evaluate the optimal RS positions from a

long term coverage perspective, we ignore the effect of fast fading in the wireless channels.

Initially in Section 3.3, we consider a single cell scenario, and assume that there is no

inter-cell interference from neighboring cells. The assumption of zero inter-cell interference
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R1 R2

θ

Rcov = R1 + R2

Figure 3.2: Illustration of the definition of effective cell radius Reff for the relay-assisted
cellular system. Also shown is the method to evaluate the angle θ subtended by each RS
at the BS. θ = sin−1(R2/R1).

is relaxed in Section 3.4 where we analyze RS placement for a multi-cell scenario by taking

into account the interference from the first tier of neighboring cells only.

3.3 Single Cell Scenario

Our objective is to determine the optimal radius of RS placement R1 for which maximum

cellular coverage is achieved. In this section, we solve this problem for a single cell sce-

nario, without inter-cell interference from neighboring cells. This analysis is applicable

to Global System for Mobile communications (GSM) cellular systems which employ fre-

quency planning such that inter-cell interference is negligible. We determine the optimal

R1 and the approximate number of RSs required.

3.3.1 Effective Cell Radius

We first define cellular coverage by considering the example of a direct transmission from

the BS to an MS at a radial distance d from it. As described in Section 3.2, we consider

log-normal shadowing on each wireless link denoted by ξ (in dB). ξ is a Gaussian random

variable with standard deviation σ on the BS-MS link. The received SNR at the MS is,

SNRBS−MS = PB − 10η log d−N + ξ. For correct decoding at the MS, the received SNR

SNRBS−MS, has to be greater than a decoding threshold T dB. Now we define pc as the

probability of correct decoding at a point. It is the probability that the received SNR is

greater than threshold T . Thus, the probability of correct decoding of a signal at the MS
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described in the example is,

pc = Pr(SNRBS−MS > T )

= Pr(PB + ξ − 10η log d−N > T )

= Pr(ξ > T + N − PB + 10η log d)

= Q

(

T + N − PB + 10η log d

σ

)

. (3.1)

where Q(x) = 1√
2π

∫∞
x

e−
x2

2 dx. We define that a point is said to be covered if the prob-

ability of correct decoding pc at that point, is greater than 0.5. Thus, the coverage area

of the BS is a circular disc of radius Reff such that pc ≥ 0.5 at all points inside it, and

pc = 0.5 at the circumference.

We define ’effective cell radius’ Reff as the maximum distance from the BS at which

the MS experiences a probability of correct decoding pc = 0.5, such that all locations of the

MS at a radial distance greater then Reff from the BS experience pc < 0.5. In the example

considered, when pc = 0.5 = Q(0), from (3.1), we have T + N − PB + 10η log Reff = 0.

Therefore, Reff = 10
PB−T−N

10η .

3.3.2 Relay Placement

We apply the definition of the effective cell radius Reff to the relay-assisted cellular system

described in Section 3.2. When an MS moves outside the coverage area of the BS, it is

handed over to one of RSs in the cell, and starts receiving data from the BS via the RS.

As per our definition, effective cell radius Reff is the maximum distance from the BS for

which transmission via an RS results in pc = 0.5. Reff will be maximum when the BS, RS

and MS are collinear as shown in Fig. 3.2. Reff = R1 + R2 where R1 is the RS placement

radius, and R2 is the radius of the coverage disc of each RS in which MSs served by that

RS experience probability of correct decoding greater than 0.5.

For transmission via RS, to be correctly decoded, RS has to correctly decode the

signal received from the BS, and thereafter MS has to correctly decode the signal received

from the RS. Thus, pc at an MS located at R1 + R2 distance from BS as shown in Fig.

3.2 is a product of the corresponding probabilities, pc1 on the BS-RS link and pc2 on the
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RS-MS link.

pc = pc1.pc2

= Pr(SNRBS−RS > T )× Pr(SNRRS−MS > T )

= Q

(

T + N − PB + 10η log R1

σ1

)

Q

(

T + N − PR + 10η log R2

σ2

)

(3.2)

At the distance Reff = R1+R2 from the BS, pc = pc1pc2 = 0.5. Given a RS placement

radius R1, R2 is obtained as a function f(R1), by setting pc = 0.5 in (3.2) as follows,

pc1 = Q

(

T + N − PB + 10η log R1

σ1

)

, (3.3)

R2 = 10

“

PR−N−T

10η
+

σ2
10η

.Q−1
“

0.5
pc1

””

, (3.4)

= f(R1). (3.5)

pc1 is inversely proportional to the RS placement radius R1. Therefore, if R1 is large,

pc1 will take a small value and thus in order to maintain pc1pc2 = 0.5, pc2 will be large.

Hence the distance from the RS to the cell edge, R2 will be small. Thus there is a tradeoff

between the values of R1 and R2. The effective cell radius Reff = R1 + R2. Any MS at a

radial distance greater than Reff from the BS experiences a probability of success greater

than or equal to 0.5. We determine the optimal RS placement radius R∗
1 which maximizes

the effective cell radius R1 + R2.

R∗
1 = arg max

R1∈(0,Rmax
1 ]

R1 + R2 s.t. pc1.pc2 = 0.5,

R∗
2 = f(R∗

1),

R∗
eff = R∗

1 + R∗
2.

where, Rmax
1 is the distance of the RS from the BS where the probability of correct

decoding, pc1 is equal to 0.5. If RS is placed at a greater distance, it will not be possible

to satisfy the condition pc1.pc2 = 0.5. Thus,

Rmax
1 = 10

“

PB−N−T

10η
+

σ1
10η

.Q−1(0.5)
”

= 10

“

PB−N−T

10η

”

(3.6)

3.3.3 Number of Relays

Now let us determine the approximate number of RSs required in the cell. We assume

that the number of RSs is chosen such that the coverage discs of the RSs just touch each
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Figure 3.3: Illustration of the computation of ICI. Solid lines denote distances xi from
which the RS in the reference cell receives ICI from neighboring BSs. Dashed lines denote
distances d1,j from which the MS receives ICI from the RSs in neighboring cell 1

other without overlapping, as shown in Fig. 3.2. Placing RSs such that their coverage

discs are non-overlapping gives the minimum number of RSs required. There may be

some coverage holes between adjacent RS coverage discs where the probability of correct

decoding falls below 0.5. By increasing the number of RSs, the coverage holes can be

reduced. The number of RSs required is inversely proportional to the coverage radius R2

of each RS. Let the angle subtended by each RS’s coverage disc at the BS be θ as shown

in Fig 3.2. The approximate number of RSs required is,

NR = ⌈
2π

θ
⌉

= ⌈
π

sin−1(
R∗

2

R∗

1
)
⌉. (3.7)

3.4 Multi-cell Scenario

Cellular OFDMA systems usually employ 1:1 frequency reuse. Inter-cell interference

thus becomes significant and affects the optimal placement of RSs in the cell. In this

section, we determine the optimal RS positions by taking into account the inter-cell

interference. We assume inter-cell interference from the first-tier of neighboring cells only.

In cellular OFDMA, a set of subcarriers, called a subchannel is allocated for each data

transmission. Thus, in the OFDMA context, PB and PR shall denote power transmitted

per subchannel by the BS and RS respectively. We assume that the BS-RS and RS-
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MS links always transmit in orthogonal time or frequency slots. Thus, the MS receives

inter-cell interference only from the RSs in the neighboring cells, and the RS receives

interference only from the BSs of the neighboring cells. The inter-BS distance is equal

to 2Reff . We assume a random subcarrier allocation algorithm employed in every cell for

assigning subcarriers for data transmission on each of the links. Let pact be the probability

that a subcarrier is being used for data transmission in the cell. It depends upon the traffic

load in each cell. We assume uniform traffic load across all the cells in the system. Hence

pact is constant across all cells in a multi-cell system with 1:1 frequency reuse.

3.4.1 Inter-cell Interference

Let us first evaluate the total interference power at an RS, Ir and at an MS at the cell edge

Im. For simplicity of the analysis of probability of correct decoding, we ignore shadowing

on the interfering links and consider only the average interference power. We evaluate the

total average interference power Ir received at the RS shown in Fig. 3.3. It is the sum of

the average interference received from each neighboring BS Ir
i . To determine the average

interference, we multiply the received power from an interfering BS by the probability of

subcarrier activity pact. Thus, the total interference at the RS is,

Ir =

6
∑

i=1

Ir
i ,

=

6
∑

i=1

pactPBx−η
i . (3.8)

where xi =
√

(2Reff)2 + R2
1 − 4.R1.Reff cos(iπ

3
), the distance from the reference RS to the

ith neighboring BS. Similarly, the interference power Im received at an MS at the cell

edge as shown in Fig. 3.3, is the sum of the sum of the interference received from each

neighboring BS Im
i , which in turn is the sum of the interference Im

i,r from each RS in the

neighboring cells.

Im =
6
∑

i=1

Im
i

=

6
∑

i=1

pact

NR

NR
∑

r=1

PRd−η
i,r (3.9)

≈
6
∑

i=1

(

NR
∑

r=1

PRd−η
1,r

)

d−η
i

d−η
1

(3.10)
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where di,r is the distance from the reference MS to the rth RS in the ith neighboring cell.

For example, d1,r =
√

R2
eff + R2

1 − 2R1.Reff cos(2πr
NR

). Since we assume a random subcarrier

allocation algorithm, for the subchannel for the RS-MS transmission considered, each

subcarrier has probability 1/NR of being alloted to the rth RS in the ith neighboring cell.

Hence we have the factor 1/NR in (3.9). In (3.10), we determine the average interference

power from the first neighboring cell, i = 1 and we scale it by the path loss d−η
i from the

other neighboring BSs to the MS, to determine the approximate average interference from

the other cells. Here, di =
√

4R2
eff + R2

eff − 4R2
eff cos(πi

3
) is the distance from the reference

MS to BS-i.

Algorithm 1 Iterative evaluation of R1, NR, Reff

R
(1)
eff ← R

(init)
eff

R
(0)
eff ← 0

N
(1)
R ← N init

R

i← 1

while R
(i)
eff − R

(i−1)
eff > ǫ do

for each R1 ∈ (0, Reff) do

Reff ← {Ø}

Compute Ir and Im

pc1 = Q

(

T+10 log(10
N
10 +Ir)+10η log R1−PB

σ1

)

if pc1 < 0.5 then

break from for loop

end if

pc2 = Q

(

T+10 log(10
N
10 +Im)+10η log R2−PR

σ2

)

Solve pc1.pc2 = 0.5 for R2

Append (R1 + R2) to Reff

end for

i← i + 1

R
(i)
eff = maxReff

R
∗(i)
1 = arg maxReff

N
(i)
R = ⌈ π

sin−1(
R

(i)
eff

−R
∗(i)
1

R
∗(i)
1

)

⌉

end while
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3.4.2 Relay Placement

In the single cell scenario, the SNRBS−RS and SNRRS−MS depend only the distances

R1 and R2 and the respective transmit powers respectively as given in (3.2). However

in the multi-cell scenario, since we consider inter-cell interference, the received signal to

interference plus noise ratio (SINR) at the RS and MS is also a function of the inter-BS

distance 2Reff , and the number of RSs N in every cell. Thus, we need to use an iterative

Algorithm 1 to determine the RS placement radius R1 that maximizes the cell coverage

radius Reff .

3.5 Results

In this section, we present the numerical results of the optimization problem formulated

in Section 3.3 and Section 3.4. The system parameters are chosen according to Table I.

In Fig. 3.4 we plot the effective cell radius Reff = R1 +R2 versus the RS placement radius

SYSTEM PARAMETERS

BS transmit power PB = 36 dBm

RS transmit power PR = 28 dBm

Path loss exponent η = 3.5

Shadowing standard deviation BS-RS σ1 = 3 dB

Shadowing standard deviation RS-MS σ2 = 6 dB

Noise level N = −100 dBm

Decoding Threshold SINR T = 10 dB

Probability of subcarrier being active pact = 0.2

R1. Given a value of R1, R2 is evaluated as shown in (3.11). We also plot the approximate

number of RSs NR = π
sin−1(R2/R1)

. The maximum Reff is attained approximately at R1 =

3550 m. At this radial location of the RSs, Reff = 5475 m. Thus the RSs are placed at

R∗
1/Reff = 0.65 fraction of the effective cell radius. Also, we evaluate from (3.7) that at

the optimal value, 6 RSs are required to cover the cell area with minimum coverage gaps

and without the coverage discs of RSs overlapping each other.

For the multi-cell scenario, we use the iterative Algorithm 1 to evaluate the optimal
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RS placement radius R1 and the corresponding Reff . We set the initial values of R
(init)
1 and

R
(init)
eff to the R∗

1 and Reff determined in the single cell case. For the system parameters in

Table I, and ǫ = 0.01, the algorithm converges to the values Reff = 3900 m and R∗
1 = 2338

m. Fig. 3.6 shows the convergence of Reff for different values of PR = 26, 27 and 28 dBm.

The Reff reduces as compared to the single cell case due to inter-cell interference from the

neighboring cells.

In Fig. 3.5 we plot the ratio R∗
1/R

∗
eff versus the RS transmit power PR, for the single

cell and multi-cell scenarios. The BS transmit power is constant at PB = 36 dBm. As the

PR increases the RS can serve MS further away from it, and hence the ratio decreases.

We also observe that the ratio is greater for the single cell case. In the multi-cell scenario,

the optimal RS radius moves away from the cell edge in order to reduce the interference

to neighboring cells.
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Figure 3.4: Plots of effective cell radius Reff and number of RSs NR versus the RS place-
ment radius R1.

3.6 An Alternate Problem Formulation

So far, we have considered the problem where, given the transmit powers of the BS

and RS, we have determined the RS placement radius R1 which maximizes the effective

coverage radius Reff . However, in practice the cellular operator would like to place RSs in

an already deployed system, where is the inter-BS distance and hence, the cell radius Reff
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Figure 3.5: Plots of the ratio R1/Reff versus RS transmit power for the single cell and
multi-cell scenarios.
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Figure 3.6: Plots demonstrating the convergence of Reff in the iterative algorithm proposed
to determine the optimal R1 in the multi-cell scenario.

is already known. In such a case, we can reformulate the problem as that of determining

the optimal RS position R1 to cover the given cell area of radius Reff with the minimum

RS transmit power PR. This idea can be applied both to the single cell and the multi-cell

scenarios.

For the single cell scenario, given an RS placement radius R1, PR is obtained as a
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function g(R1), by setting pc = 0.5 in (3.2) as follows,

pc1 = Q

(

T + N − PB + 10η log R1

σ1

)

,

pc2 =
0.5

pc1

= Q

(

T + N − PR + 10η log(Reff − R1)

σ2

)

,

PR = σ2.Q
−1

(

0.5

pc1

)

−N − T − 10η log(Reff −R1),

= g(R1). (3.11)

Then, we solve the following optimization problem and determine the optimal R∗
1 for

which the PR required in minimum.

R∗
1 = arg min

R1∈(0,Rmax
1 ]

PR s.t. pc1 .pc2 = 0.5.

For this alternate problem formulation we plot the RS transmit power PR versus

the RS placement radius R1 in Fig. 3.7. The effective cell radius Reff = 5000 m. The

minimum PR is 23.5 dB and is attained at R1 = 3680 m.
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Figure 3.7: Plots of RS transmit power PR and number of RSs NR, versus R1

3.7 Conclusions

In this chapter we have analyzed of RS placement in cellular networks for maximum

coverage improvement. The optimization problem is solved both for the single cell and
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multi-cell scenarios. We present a novel approach to determine the optimal RS positions

by defining the effective cell radius in terms of the probability of correct decoding at a

point. For the multi-cell scenario we take into account inter-cell interference and propose

an iterative algorithm to determine the optimal RS positions. The results presented in

this paper can be used by cellular operators, we determine the RS positions for maximum

extension of cell radius.

We have considered a downlink cellular transmission and determined the optimal

RS position for it. Solving the analogous uplink problem may yield a different optimal

RS position. But, the uplink and downlink transmit powers of each RS can be adjusted

in order to cause these two optima to coincide. This could be a direction for future

investigations. Another possible research direction is to extend the two-hop analysis in

this work to the multi-hop relay case.
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Chapter 4

Capacity Improvement of Cellular

OFDMA

4.1 Introduction

As discussed in Chapter 2, introduction of RSs can help improve the Erlang capacity of

cellular OFDMA. In this chapter, we present a novel approach to evaluate the downlink

Erlang capacity of cellular OFDMA. Incoming users are divided into various classes based

on their subcarrier requirement. To determine the arrival rate for each class, we compute

the probability distribution of the number of subcarriers required by an incoming user.

We then model the system as a multi-dimensional Markov chain and compute blocking

probability and Erlang capacity of the system. We extend the analysis to Erlang capacity

evaluation for a relay-assisted cellular system and demonstrate how introduction of cellular

relays improves the capacity of the system. We then study the effect of BS-RS bandwidth

distribution, and the location of relays on the blocking probability and Erlang capacity.

These results can be used by cellular operators for the design of relay-assisted cellular

networks.

The rest of the chapter is organized as follows. In Section 4.2, we formulate and solve

the Erlang capacity determination problem for a cellular OFDMA system without relays.

This section is collaborative work with Harshad Maral and has also been included in the

thesis [34]. In Section 4.3, we extend this analysis to a relay-assisted cellular OFDMA

system. We present simulation setup and experimental results in Section 4.4. Finally, we

conclude the chapter in Section 4.5 and provide directions for further investigations.

29
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4.2 Erlang Capacity of cellular OFDMA

In this chapter, we evaluate the Erlang capacity of cellular OFDMA using the unique

approach of dividing incoming calls into classes. The system model is presented in Section

4.2.1. We then formulate the problem and present the solution in Sections 2 and 4.2.3

respectively.

4.2.1 System Model

We consider a cellular OFDMA system with circular cells of radius R as shown in Fig.

4.1. Cell 0 is the reference cell and cells 1 to 6 are its neighbors. Users are assumed to

be uniformly distributed in the circular area of each cell. Call arrivals in each cell are

Poisson distributed with rate λ, and the call holding times are exponentially distributed

with mean 1
µ
. We assume that all incoming calls have a rate requirement (normalized by

the subcarrier bandwidth) of Rreq bits/sec/Hz. Though we do not consider multi-service

traffic where each class of users has a different rate requirement, our analysis can be

extended to such a scenario.

The BS in each cell has N subcarriers available for allocation to the mobile stations

(MSs) in the cell for downlink data transmission. The BS transmits at constant power

Ptx on each subcarrier. The downlink signal to noise plus interference ratio (SINR) on

each subcarrier depends upon the location of the MS in the reference cell, channel fad-

ing and interference from neighboring cells. We consider log-normal shadowing on each

subcarrier, with mean 0 and standard deviation σ. Fast fading is ignored since our aim

is to evaluate the Erlang capacity from a long term capacity planning perspective. For

R

65

0

3 2

14

Figure 4.1: Illustration of the inter-cell interference on one subcarrier allocated to the MS
in cell 0, coming from the BSs where that subcarrier is in use
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modeling inter-cell interference, we consider a 1:1 frequency reuse pattern, and assume

that the interference occurs from only the first-tier of neighboring cells, i.e cells 1 to 6 in

Fig. 4.1.

4.2.2 Problem Formulation

Our aim is to determine the Erlang capacity of cellular OFDMA. Erlang capacity is

defined as the traffic load in Erlangs supported by the cell while ensuring that blocking

probability is below a certain value. By determining the blocking probability as a function

of the offered load in Erlangs, we can evaluate the Erlang capacity of the cell.

In a GSM or any standard circuit switched system which can support N calls simul-

taneously, every incoming call occupies only one circuit and releases it on departure. The

system is said to be in state i when it has i active calls. This system state can be modeled

as a one-dimensional continuous time Markov chain. The blocking probability PB is the

steady state probability of the system being in state N and is given by the standard

Erlang-B formula PB =
ρN

N!
PN

i=0
ρi

i!

where ρ = λ
µ

is the offered Erlang load. However, this

analysis cannot be applied to cellular OFDMA where the number of subcarriers required,

nreq is a function of the downlink SINR on each subcarrier. Let SINRi be the downlink

SINR on ith subcarrier in the reference cell. Then,

SINRi =
PtxD

−η10
ξ
10

Ii + N0
, 1 ≤ i ≤ N, (4.1)

where Ptx is the power transmitted by the BS on ith subcarrier, D is the radial distance

of the MS from the BS and η is the path loss exponent. ξ models the shadowing on the

BS-MS link and is a Gaussian random variable with mean 0 and standard deviation σ.

N0 is the thermal noise density and Ii is the total interference received on ith subcarrier.

Let Ii,j be the interference from jth neighboring cell where 1 ≤ j ≤ 6. Then,

Ii =

6
∑

j=1

Ii,j1A(i, j) (4.2)

=
6
∑

j=1

PtxD
−η
j 10

ξj
10 1A(i, j) (4.3)

where 1A(i, j) is an indicator random variable which takes the value 1 if ith subcarrier

has been allocated to an MS in jth neighboring cell, and 0 otherwise. Dj is the distance
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between the BS of jth neighboring cell and the MS in the reference cell and ξj is the

shadowing factor on this link.

When there is a call arrival in the reference cell, the BS allocates a set of subcarriers

to the MS in order to just satisfy the user’s rate requirement Rreq. Thus the number of

subcarriers required, nreq is random and is such that,

nreq
∑

i=1

log2(1 + SINRi) ≥ Rreq. (4.4)

An incoming call is blocked if the number of subcarriers available at BS is less than

nreq. Further, we assume that once a set of subcarriers is allocated to the MS, it uses

them for the entire call duration, and the subcarriers are released when the call departs.

Our objective is to determine the call blocking probability by taking into account the

randomness in nreq.

4.2.3 Solution Strategy

In this section, we describe our approach to determine the blocking probability for the

cellular OFDMA system. The key idea is to divide incoming calls into classes according

to their subcarrier requirement nreq. The arrival rate for a class of calls requiring n

subcarriers is the product of the arrival rate λ for the cell and the probability that the

call requires n subcarriers. This probability is obtained from the probability distribution

function of nreq, the number of subcarriers required by an incoming call.

Distribution of number of subcarriers required

We assume the random subcarrier allocation scheme given in Algorithm 2 where the BS

arbitrarily chooses nreq subcarriers from the available set and allots them to an incoming

user1. The BS chooses one subcarrier randomly from the available set and checks whether

the user’s rate requirement is satisfied by it, that is whether log2(1 + SINR) for that

subcarrier is greater than or equal to Rreq. If not, it continues to add randomly chosen

subcarriers until the total rate over the set of subcarriers becomes greater than or equal

to Rreq. This set of nreq subcarriers is then allocated to the user. If the available set of

subcarriers cannot meet the rate requirement, the call is blocked. We assume that the

1We assume that subcarrier allocation is not in chunks, and the BS can allocate any integer number

of subcarriers to the users. However the analysis can be extended to chunk allocation.
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Algorithm 2 Subcarrier allocation scheme

for each call arrival do

Rtemp ← 0

nallot ← 0, number of subcarriers to be allocated

Savail : set of available subcarriers in the cell

Sallot ← {}, set of subcarriers to be allocated

Stemp ← Savail

while Stemp 6= {} do

Choose randomly subcarrier s ∈ Stemp

Stemp ← Stemp − s

nallot ← nallot + 1

Sallot ← Sallot + s

Rtemp ← Rtemp + log2 (1 + SINRs)

if Rtemp ≥ Rreq then

Allocate Sallot to arriving call

Savail ← Savail − Sallot

nreq ← nallot

break

else if Stemp = {} then

Block the arriving call

end if

end while

end for
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MS uses the set of allocated subcarriers for the entire duration of the call. When the call

ends, the subcarriers are released into the available set.

We determine fn[nreq], the discrete probability distribution function of the number

of subcarriers required by an incoming call for 1 ≤ nreq ≤ N . For an nreq, fn[nreq] is the

probability that an incoming call in the system requires nreq subcarriers to satisfy its rate

requirement.

Computation of blocking probability

In this section we use the probability distribution function determined previously, to

evaluate the Erlang capacity of the cell. Let fn[nreq] be non-zero for K values of nreq,

{n1, n2, .. nK}. Hence we divide incoming calls into K classes such that a call belongs

to class-i if it requires nreq = ni subcarriers to satisfy its rate requirement. The rate of

Poisson call arrivals in the cell is λ. Thus, by the probability distribution fn[nreq], we

can infer that the arrival rate of calls of class-i is λi = λfn[ni]. The holding time for all

classes of calls is exponentially distributed with mean 1
µ
. Thus, the offered load for class-i

is ρi = ρfn[ni].

We model the system by a K-dimensional Markov chain where the system state is

defined as X = (X1, X2, ..XK) where Xi is the number of active calls belonging to class

i (i.e. using ni subcarriers each). N is the total number of subcarriers available in the

cell. As an illustrative example, consider the Markov chain shown in Fig. 4.2 with N = 4

subcarriers and K = 2 classes of calls. Calls require n1 = 1 subcarrier with probability

fn[1] = 0.6 and n2 = 2 subcarriers with probability fn[2] = 0.4. Thus, the arrival rate of

class-1 calls is 0.6λ and that of class-2 is 0.4λ.

The steady state probability of state x = (x1, x2, ...xK) is defined as π(x) = P (X =

x). When X = x, the number of subcarriers in use by the active calls in the system is,

Nused =

K
∑

i=1

nixi, (4.5)

= n.x, (4.6)

where n = (n1, n2, ...nK). Thus, the set of possible states of the system is,

S := {X = x : n.x ≤ N} (4.7)
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Figure 4.2: Markov chain model for a system with K = 2 and N = 4. Incoming calls are
divided into 2 classes since nreq takes 2 possible values.

Let Si be the subset of states in which an incoming call of class i will be blocked.

Thus,

Si := {x ∈ S : n.x > N − ni} (4.8)

For example, in Fig. 4.2 the subset of states in which an incoming call of class-1

will be blocked is (4, 0), (2, 1) and (0, 2). The sum of the steady state probabilities of this

subset is equal to the blocking probability for class-1. For the cellular OFDMA system

with K classes, the blocking probability for class-i arrivals can be expressed as,

PBi
=
∑

x∈Si

π(x). (4.9)

Following [35], this can be shown to be equal to,

PBi
=

∑

x∈Si

∏K
j=1

ρ
xj
j

xj !

∑

x∈S
∏K

j=1

ρ
xj
j

xj !

. (4.10)

Due to large size of the state spaces, the evaluation of the blocking probability

by brute force computation of all the steady state probabilities in (4.10) is practically

infeasible. We solve this problem by drawing an analogy between the cellular OFDMA

system and the stochastic knapsack in [35]. The stochastic knapsack is a generalization

of the classical knapsack problem. It consists of a fixed number of resource units N to

which objects of K classes with heterogeneous resource requirements arrive. Objects of

class i require ni resource units, their arrival rate is λi and mean holding time is 1
µi

. We
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model the cellular OFDMA system as a stochastic knapsack by choosing λi = λfn[ni] and

µi = µ. A recursive algorithm to efficiently evaluate the blocking probability of class i

objects is presented in [35]. We use this algorithm to determine the blocking probability

PBi
of class i calls. Intuitively we can see that PBi

would be higher for a class of calls

requiring larger number of subcarriers ni, because the subset of states Si for which an

incoming call is blocked is larger. Since fn[ni] is the probability that an incoming call

belongs to class i, the average blocking probability for the system is,

PB =
N
∑

i=1

PBi
fn[ni], 1 ≤ i ≤ K. (4.11)

Thus, we have obtained the blocking probability for a given value of offered load ρ.

It is used to evaluate the Erlang capacity of the cellular OFDMA system.

4.3 Erlang Capacity of cellular OFDMA with Relays

Now we extend the analysis of Erlang capacity of cellular OFDMA to a relay-assisted

cellular system. The main difference between these two cases is that with relays, one

needs to check subcarriers availability both on the BS-RS and the RS-MS links.

4.3.1 System Model

Consider a downlink transmission in the relay-assisted cellular system as shown in Fig.

4.3. M relays are placed in a symmetrical ring around the BS at a distance 3/4rds of the

cell radius R. The transmit powers for BS and RS are PB dBm and PR dBm respectively.

We assume that if a user is at a distance db from the BS and dr from the nearest RS such

that (PB−10η log db) > (PR−10η log dr)+∆P , then the user is served by the BS directly.

Otherwise, it is served by the BS via the RS. We define ∆P as the MS association power.

A call is served directly by the BS if the received signal strength from the BS is ∆P dB

higher than that received from the nearest RS.

Let the total subcarriers available in the cell be Ncell. We assume a subcarrier

distribution policy in which the subcarriers are divided into M+1 disjoint sets for downlink

transmission of the BS and RSs in each cell. The subcarrier frequencies in each set are

uniformly chosen from the Ncell available subcarriers in every cell. NRS subcarriers are

reserved for each RS, and are alloted for RS-MS packet transmissions. Similarly, the BS
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has NBS = Ncell−M.NRS subcarriers available for allotment to BS-RS and BS-MS packet

transmissions.

All other system parameters such as call arrival and departure rates, rate requirement

and inter-cell interference model are same as described in Section 4.2.1.

BS

RS

R

3
4
R

Figure 4.3: System Topology

4.3.2 Distribution of Subcarriers

To determine the Erlang capacity of the cellular OFDMA system with relays, we extend

the idea of dividing calls into classes depending upon their subcarrier requirement similar

to the analysis in Section 4.2. In the previous case, subcarriers were allotted for the

BS-MS transmission of each call. However, for a relay-assisted cellular system, we have

BS-MS, BS-RS and RS-MS packet transmissions.

In order to take into account all these links, we divide incoming calls into two type,

Type I and Type II. Calls of Type I are served by the BS directly, and Type II calls are

served via one of the RSs in the cell. For a call of Type II to be admitted to the system,

sufficient subcarriers to satisfy the rate requirement Rreq should be available both on the

BS-RS and RS-MS links. We consider the BS-RS and RS-MS data transmissions as two

separate calls and denote them as calls of Type IIA and IIB respectively. Thus, a call

arrival of Type II implies the arrival of one call each of Type IIA and Type IIB.

In Section 4.2.3 we determine the probability distribution of the number of subcar-

riers required by a call, to satisfy the user’s rate requirement Rreq. For a call via the RS

to be admitted to the system, sufficient subcarriers to satisfy the rate requirement Rreq

should be available both on the BS-RS and RS-MS links. NBS subcarriers are shared by
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Type I and Type IIA calls. At the serving RS, NRS subcarriers are used for allocation

to incoming Type IIB calls. By using analysis similar to Section 4.2.3, we determine

the probability distributions of nreq, f1[n], f2a[n], and f2b[n] for the BS-MS, BS-RS and

RS-MS links respectively.

4.3.3 Computation of Blocking Probability

From the condition (PB − 10η log db) > (PR − 10η log dr) + ∆P , let a fraction x of the

total calls arrivals be served directly by the BS. Thus, if the call arrival rate in the cell is

λ, then the rate of arrivals of calls for Type I is λ1 = xλ and for Type II is λ2 = (1−x)λ.

From the assumption of uniform distribution of users, the Type II are equally distributed

across the M RSs in the cell. Thus, the arrival rate of Type II calls in the coverage area

of each RS is, λ2

M
.

Let the blocking probabilities for calls of Type I and II be pI
B and pII

B respectively.

The overall call blocking probability is, pB = x.pI
B + (1 − x).pII

B . A call of Type II is

blocked if the subcarrier requirement is not satisfied on either of the BS-RS, and RS-MS

links. Hence, the blocking probability for Type II is,

pII
B = 1− (1− pIIA

B )(1− pIIB
B ) (4.12)

= pIIA
B + pIIB

B − pIIA
B .pIIB

B (4.13)

Now let us determine the blocking probabilities, pI
B, pIIA

B and pIIB
B in order to de-

termine the overall call blocking probability for the cell. First consider Type IIB, cor-

responding to allotment of NRS subcarriers to incoming calls. We have the distribution

f2b[nreq] of the number of subcarriers required, nreq. Let f2b[nreq] be non-zero for K2b val-

ues of nreq, {n1, n2, .. nK2b
}. Hence we divide incoming calls of Type IIb into K2b classes

such that a call belongs to class i if it requires nreq = ni subcarriers to satisfy its rate

requirement. The arrival rate of calls of class i is λ2

M
f2b[ni]. The holding time for all classes

of calls is exponentially distributed with mean 1
µ
. Thus, the offered load for class i will

be ρi. We model the system by a K2b-dimensional Markov chain and perform the same

analysis using the idea of a stochastic knapsack as given in Section 4.2.3 to determine the

blocking probabilities pBi
. Thus, pIIB

B =
∑K2b

i=1 pIIb
Bi

.f2b[ni].

Type I and Type IIA calls share the NBS subcarriers available for allocation at

the BS. Let the distributions f1[nreq] and f2a[nreq] be non-zero for K1 and K2a values of
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nreq respectively. Denote these values by {n1, n2, .. nK1} and {nK1+1, nK1+2, .. nK1+K2a
}

respectively. We divide calls into K1 + K2a classes such that a call of class i requires ni

subcarriers where i ∈ [1, K1 + K2a]. Following the same approach as in Section 4.2.3, we

determine the blocking probabilities pBi
for each class. Thus, the blocking probabilities

for Type I and Type IIa are,

pI
B =

K1
∑

i=1

pBi
.f1[ni], (4.14)

pIIA
B =

K1+K2a
∑

i=K1+1

pBi
.f2a[ni]. (4.15)

4.4 Experimental Evaluation

In this section, we describe the system-level simulations performed to determine fn[nreq].

This distribution is used to compute the arrival rate for each class of calls as defined in

Section 4.2.3. Then using the recursive algorithm in [35], we numerically compute the

blocking probability PB. The simulation results of fn[nreq] and the numerically computed

blocking probability and Erlang capacity are presented. Specifically, we demonstrate the

effect of rate requirement and power transmitted by BSs on the Erlang capacity of the

system.

4.4.1 Simulation Setup

We consider downlink transmissions in a cellular OFDMA network of circular cells of

radius R each. We assume inter-cell interference from BSs of the first-tier of neighboring

cells only. The values of system parameters chosen for simulations are given in Table I.

We generate the arrival and departure events of a large number of calls in the reference

cell and each of the 6 neighboring cells. The call arrivals are Poisson with rate λ and

holding times are exponentially distributed with mean 1
µ

in all cells. To achieve uniform

spatial distribution of users in a circular cell, we generate the radial position (D, θ) of the

MS for each call arrival by drawing θ from a uniform distribution in [−π, π] and D from

fD(d) where

fD(d) =
2d

R2
, 0 ≤ d ≤ R. (4.16)
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Table 4.1:

SYSTEM PARAMETERS

Cell Radius R = 1000 m

Subcarriers available in each cell N = 512

Power transmitted by BS per subcarrier Ptx = 10 dBm

Path loss exponent η = 3.5

Shadowing standard deviation σ = 8 dB

Thermal noise density N0 = −100 dBm

For every call arrival, we use the subcarrier allocation scheme in Algorithm 2 to

allocate nreq subcarriers to the incoming call. For this, we need to determine the SINR

on each of the available subcarriers as given in (4.1). To evaluate the interference power Ii

on a subcarrier i, we check whether it has been allocated to an MS in any of the neighboring

cells. If subcarrier i has been allocated in cell j, the interference power received at the MS

from jth BS is added to the total inter-cell interference on that subcarrier. For each call

which is admitted to the system we note the interference increase for the neighboring cells

on the alloted set of subcarriers. For every call departure, we release the set of subcarriers

occupied by the call into the set of available subcarriers in that cell. Also, the inter-cell

interference caused to the neighboring cells on the released set of subcarriers is set to zero.

As a result of this simulation, we obtain a large number of values of nreq for the given

system parameters. We use these values to determine fn[nreq]. For a given nreq, fn[nreq]

is the fraction of call arrivals for which the number of subcarriers required is nreq. We

obtain the call arrival rates of each class of users from this distribution as explained in

Section 4.2.3. The arrival rate for class i is λfn[ni].

4.4.2 Erlang Capacity without relays

The probability distribution fn[nreq] is plotted in Fig. 4.4 for different values of rate

requirement Rreq. We observe that for higher values of Rreq, the average number of

subcarriers required by users is higher. For each curve, the calls requiring larger number

of subcarriers correspond to the users either located at the cell edge, or experiencing a

deep fade. Using fn[nreq] we determine the blocking probability as a function of the offered
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Figure 4.4: Probability distribution fn[nreq] of the number of subcarriers required by an
incoming call for the rate requirement Rreq = 2, 4 and 6 bits/sec/Hz
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Figure 4.5: Blocking probability versus offered load for rate requirement Rreq = 4, 6 and
8 bits/sec/Hz

load ρ as shown in Fig. 4.5. We observe that blocking probability increases with Rreq.

This is because, for a higher value of Rreq, users need more subcarriers on an average and

hence experience a higher blocking probability. In Fig. 4.6, we plot the Erlang capacity

as a function of Rreq for 2% and 5% blocking probabilities. This capacity is evaluated by

determining the offered load corresponding to PB = 2% and 5% in Fig. 4.5. In Fig. 4.7

and Fig. 4.8, we present similar results for fixed Rreq = 4 bits/sec/Hz and different values

of transmit power Ptx. In Fig. 4.7, we observe a decreasing trend in blocking probability

for increasing values of Ptx. This is because, for a higher value of Ptx, users need a smaller
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Figure 4.6: Erlang capacity versus rate requirement Rreq for blocking probability PB = 2%
and 5%
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Figure 4.7: Blocking probability versus offered load for BS transmit power per subcarrier
Ptx = 8, 9 and 10 dBm

number of subcarriers on an average and hence experience a lower blocking probability.

In Fig. 4.8, we plot the Erlang capacity as a function of Ptx for 2% and 5% blocking

probabilities.

4.4.3 Erlang Capacity with relays

In this section we present the numerical results for the Erlang capacity of a relay-assisted

cellular system, as described in Section 4.3. In addition to the parameters in Table 4.1

we define system parameters for cellular relays in Table 4.2. For a given offered load, we
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Figure 4.8: Erlang capacity versus BS transmit power per subcarrier Ptx for blocking
probability PB = 2% and 5%
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Figure 4.9: Blocking probability versus offered traffic load in Erlangs for different required
data rates Rreq = 6, 7, 8 bits/sec/Hz

obtain the probability distributions on the number of subcarriers required on the BS-RS,

RS-MS and BS-MS links. Then using the approach described in Section 4.3, we determine

the blocking probability of the system.

Fig. 4.9 is a plot of the blocking probability versus offered traffic load in Erlangs, for

different values of required data rate Rreq. We observe that blocking probability decreases

with increasing Rreq. We also observe that blocking probability is much lower than the

case without relays, thus demonstrating that introduction of RSs indeed improves the cell

capacity.
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Figure 4.10: Blocking probability versus RS placement radius for offered load ρ = 100
Erlangs in the cell

5 10 15 20 25 30 35
10

−3

10
−2

10
−1

10
0

Number of subcarriers reserved for each RS

B
lo

ck
in

g 
P

ro
ba

bi
lit

y

Figure 4.11: Blocking probability versus NRS , the number of subcarriers reserved for each
RS for offered load ρ = 100 Erlangs in the cell

In Fig. 4.10, we plot the blocking probability versus the fractional RS placement

radius for an offered load of 100 Erlangs. The total blocking probability varies because

the fraction of calls served directly by the BS and via RS, and the individual blocking

probability for these two classes varies with the RS placement radius. The blocking

probability is minimum for a RS placement radius of 0.65R. Thus, this is the optimal

radial location for placing the RSs.
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We have divided the total number of subcarriers available in the cell, Ncell into

disjoint sets of NRS for each RS. In Fig. 4.11 we plot the blocking probability versus

NRS, the number of subcarriers reserved for each RS. Initially, for a low value of NRS,

the blocking probability is high since the subcarriers reserved are insufficient to serve

the Type II calls, which are served via RS. On increasing NRS, the blocking probability

of Type II calls decreases, hence reducing the overall call blocking probability. As the

number of subcarriers reserved for each RS increases further, the number of subcarriers

available for the BS decreases. Due to this, there is an increase in the blocking probability

of Type I calls, the overall blocking probability increases again. The blocking probability

is minimum when NRS = 20 subcarriers are reserved for each RS, and the remaining

NBS = 512− 6× 20 = 392 subcarriers are reserved for the BS’s downlink transmissions.

Table 4.2:

SYSTEM PARAMETERS

Number of Subcarriers available in each cell Ncell = 512

Number of subcarriers reserved for each RS NRS = 40

Number of RSs in each cell M = 6

RS placement radius 3
4
R

Rate requirement of each call Rreq = 6 bits/sec/Hz

Offered traffic load in Erlangs ρ = 100

Power transmitted by RS per subcarrier Ptx = 6 dBm

MS association power ∆P = −10dB

BS-RS Shadowing standard deviation σbr = 3 dB

RS-MS Shadowing standard deviation σrm = 5 dB

BS-MS Shadowing standard deviation σbm = 8 dB

4.5 Conclusions

In this chapter, we have determined the downlink Erlang capacity of a cellular OFDMA

system with 1:1 frequency reuse. The key idea of the approach is to divide incoming calls

into classes according to their subcarrier requirement. Arrival rates of these classes have
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been obtained from the probability distribution of the number of subcarriers required

by users. The system is then modeled as a multi-dimensional Markov chain and tech-

niques used to solve the analogous stochastic knapsack problem are applied to simplify

the computation of the blocking probability. We then extend this analysis to a relay-

assisted cellular system, obtain numerical results for the optimal RS location and BS-RS

subcarrier distribution to achieve maximum Erlang capacity.

We have evaluated the worst case Erlang capacity under the assumption that the

alloted subcarriers are used by the MS for the entire call duration. However if voice activity

factor is taken into account, the inter-cell interference will be reduced, thus causing an

increase in the Erlang capacity of the system. This could be a possible avenue for future

investigations. Another research direction could be to determine the capacity for different

subcarrier allocation algorithm other than the random allocation scheme considered in this

work.



Chapter 5

Packet Loss Analysis of Relay ARQ

5.1 Introduction

In Chapter 2, we have discussed that traditional multi-hop ARQ protocols - hop-by-hop

and end-to-end ARQ. We have demonstrated a problem of gross packet loss that will occur

when hop-by-hop ARQ is employed in relay-assisted cellular networks. In this section, we

propose a simple channel and handover model, which is used to quantify this packet loss

during handover. Then we propose modifications to hop-by-hop, and develop two ARQ

protocols - Staggered ARQ and Advanced ARQ. The proposed protocols reduce packet

loss during handover at the cost of additional queueing delay and signalling overhead

respectively. In particular, we show that the staggered ARQ protocol reduces the packet

loss during handover and also reduces the total packet delay. The numerical results

presented in this chapter are useful in designing the size of the buffer size at a cellular

RS. The analysis of packet loss in hop-by-hop ARQ and the proposal of advanced ARQ

protocol are collaborative work and are also included in [36].

The rest of the chapter is organized as follows. In Section 5.2, we present a novel

channel and handover model which is used to theoretically determine the packet loss

during handover. Analysis of packet loss in hop-by-hop ARQ is presented in Section 5.3.

Modifications to hop-by-hop ARQ are proposed in Section 5.4 and compared with the

performance of hop-by-hop ARQ. In section 5.5, a comparative packet delay analysis of

hop-by-hop, end-to-end and the proposed protocols is performed. Section 5.7 summarizes

the results and gives directions for extension of this work.

47
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5.2 Channel and Handover Model

We consider a single cell scenario with downlink packet transmission from the BS to an MS

via RS. For our analysis, we assume a time-slotted system. In each time slot, the wireless

channel can be either in the good or bad state. In good state, any transmitted packet is

received successfully and in bad state the packet is received in error and discarded. The

BS-RS link will be referred to as the relay link, and the access link as the access link.

We assume a stop-and-wait packet transmission protocol where in every time slot, one

packet each is transmitted on the relay and the access links. The relay link channel state

is modeled as a Bernoulli independent and identically distributed (i.i.d) random variable

across slots, with probability pg of being in good state and probability pb = 1 − pg

of being in bad state. Since the BS and RS are stationary, an i.i.d relay channel is a

reasonable assumption. We further assume that the relay link and access link channels

are independent.

Our objective in this chapter is to determine the packet loss during handover. For

this, we need to evaluate the queue length at the RS at the time of handover. However,

this is difficult to determine since handover occurs when the signal to noise ratio (SNR) of

an MS falls below a threshold for sufficient time. This in turn depends upon the channel

condition and the speed of the mobile.

We make a simplifying assumption that if an MS experiences a bad access channel

for N consecutive time slots then an inter-RS handover is executed. Further, we assume

that a target RS with good access channel is always available for handover. Let p1 and

p2 be the good-to-bad and bad-to-good transition probabilities of the channel, and 1− p1

and 1−p2 be the transition probabilities of remaining in good and bad states respectively.

The access link state is modeled by a discrete time Markov chain as shown in Fig. 5.1,

where state 0 corresponds to good channel state and state j (for j ∈ [1, N ]) indicates that

0

p1

p2
2

1− p2 1− p2 1− p2

p2

11− p1 N

1

Figure 5.1: Channel and handover model for the RS-MS link
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the access channel has been in bad state for j consecutive slots. If the access link is in

state j (for j ∈ [1, N)), it can return to state 0 with probability p2 or it can move to state

j + 1 with probability 1− p2. When the channel reaches state N , a handover is executed,

and due to our assumption of target RS being always available, the system returns to

state 0 with probability 1.

As already explained, we consider a single cell scenario with downlink packet trans-

mission from the BS to an MS via RS. We assume that the BS always has a packet to

transmit. We assume that acknowledgements (ACKs) and negative acknowledgements

(NACKs) to the transmitted packets are always received without error. We consider that

the buffer at the RS can hold a maximum of M packets. When the buffer is full, the ARQ

can signal this to the BS by delaying the ACKs, thus avoiding further queue build-up.

Each time slot is divided into four mini slots, first for an RS to MS packet transmission,

followed by an ACK/NACK slot in which the MS sends an ACK to RS if the packet was

successfully received, and a NACK otherwise. In the third mini slot, the RS sends an

ACK or NACK for the packet received from BS in the previous time slot. If the buffer

at the RS already full with M packets, the RS does not send an ACK to BS even if the

packet has been successfully received. In this case, the BS does not transmit any packet

in the fourth mini slot and waits for an ACK or NACK. If an ACK or NACK is received

in the third mini slot, the BS sends a new packet or retransmits the previous packet to

the RS in the fourth mini slot1. In hop-by-hop ARQ, the packets queued at the RS are

lost during inter-RS handover. By employing this mechanism of RS delaying ACKs to

BS, there is no packet loss due to buffer overflow at RS and the only cause of packet loss

is handover.

5.3 Packet Loss Analysis of Hop-by-Hop ARQ

We determine the probability distribution of queue length at the RS at the time of han-

dover (i.e when the access channel is in state N), and consequently compute the packet

loss during handover. We define the state of the system to be (i, j), where i is the queue

1Though we focus on a specific RS-MS link and do not consider multiple MSs, the analysis remains

unchanged if these MSs are scheduled by BS and RS using a round robin scheduler. In this case,

consecutive time slots in our analysis correspond to the scheduled slots for an MS.
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Figure 5.2: Markov chain for analysis of packet loss. For state (i, j), i is the queue length
at RS and j is the number of consecutive bad states of RS-MS link

length at the serving RS and j corresponds to state j of the access channel model de-

scribed in Section 5.2 (i.e the number of consecutive bad states of the access link). This

system state evolution can be depicted by the discrete time Markov chain as shown in

Fig. 5.2.

The state transition probabilities are given in (5.1-5.12) where Pk,l|i,j denotes the

transition probability from state (i, j) to state (k, l). After one time slot, the queue

length i at RS increases by 1 if the transmission from BS to RS succeeds and that from

RS to MS fails. This occurs when the relay link is in good state (with probability pg) and

access link moves from bad state j to state j +1 in Fig. 5.1 (with probability p1 for j = 0

and probability 1− p2 for j ∈ [1, N)). This explains the transition probabilities (5.1-5.2).

In (5.3-5.4), the queue length i at the RS decreases by one because the relay link is in

bad state and access link in good state. Similarly, if both the links are in good or bad

states, we obtain the transition probabilities (5.5-5.11). When handover is executed in

state (i, N) for i ∈ [1, M ], the i packets queued at the serving RS are lost and the target

RS starts with zero queue length. Since the target RS is assumed to have a good channel

to the MS after handover, the access channel state moves to state 0 with probability 1.
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This explains the transition probability in (5.12).

Pi+1,j+1|i,j = (1− p2)pg , xg2, i ∈ [1, M), j ∈ [1, N) (5.1)

Pi+1,1|i,0 = p1pg, i ∈ [0, M), (5.2)

Pi−1,0|i,j = p2pb, i ∈ [1, M ], j ∈ [1, N), (5.3)

Pi−1,0|i,0 = (1− p1)pb, , xb1 i ∈ [1, M ], (5.4)

Pi,j+1|i,j = (1− p2)pb , xb2, i ∈ [1, M), j ∈ [1, N) (5.5)

Pi,0|i,j = p2pg, i ∈ [1, M ], j ∈ [1, N), (5.6)

Pi,0|i,0 = (1− p1)pg , xg1, i ∈ [1, M), (5.7)

Pi,1|i,0 = p1pb, i ∈ [0, M ], (5.8)

P0,0|0,0 = 1− p1pg, (5.9)

PM,1|M,0 = p1, (5.10)

PM,j+1|M,j = (1− p2) j ∈ [1, N), (5.11)

P0,0|i,N = 1, i ∈ [1, M ]. (5.12)

Let the steady state probability of state (i, j) be denoted as πi,j . The corresponding

balance equations are as follows,

p1pgπ0,0 = xb1π1,0 + p2pb

N−1
∑

j=1

π1,j + +

M
∑

i=1

πi.N , (5.13)

πi,1 = p1pgπi−1,0 + p1pbπi,0 i ∈ [1, M), (5.14)

πi,j = xg2πi−1,j−1 + xb2πi,j−1, i ∈ [2, M), j ∈ [1, N ], (5.15)

π1,j = xb2π1,j−1, j ∈ [2, N ], (5.16)

(1− xg1)πi,0 = xb1πi+1,0 + p2pg

N−1
∑

j=1

πi,j + p2pb

N−1
∑

j=1

πi+1,j , i ∈ [1, M), (5.17)

(1− xg1)πM,0 = p2pg

N−1
∑

j=1

πM,j, (5.18)

πM,1 = p1pgπM−1,0 + p1πM,0, (5.19)

πM,j = xg2πM−1,j−1 + (1− p2)πM,j−1, j ∈ [2, N ]. (5.20)

1 =

M
∑

i=0

N
∑

j=0

πi,j + π0,0 (5.21)
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We express the steady state probability of each state as a linear combination of the

probabilities πi,0 for i ∈ [0, M ]. This set of simultaneous equations in πi,0 can then be

solved to obtain all πi,j. The steps followed in the derivation are that, we first express

each πi,j as a linear combination of πk,1 with k going from 0 to i, and then, using (5.14)

we express each πk,1’s in terms of the πk,0 probabilities. For i = 1 and i = 2, we have,

π1,j = xb2π1,j−1 2 ≤ j ≤ N

= xj−1
b2 π1,1 (5.22)

= xj−1
b2 (p1pgπ0,0 + p1pbπ1,0) j ∈ [1, N ] (5.23)

π2,j = xg2π1,j−1 + xb2π2,j−1 j ∈ [1, N ]

= xg2x
j−2
b2 (p1pgπ0,0 + p1pbπ1,0) + xb2π2,j−1 j ∈ [2, N ] (5.24)

By induction on j we have,

π2,j = (j − 1)xg2x
j−2
b2 p1pgπ0,0 + [(j − 1)xg2x

j−1
b2 p1pb + xj−1

b2 p1pg]π1,0 + xj−1
b2 p1pbπ2,0 (5.25)

Further, by applying induction on i we get,

πi,j =j−1 Ci−hx
i−1
g2 xj−i

b2 p1pgπ0,0 +

i
∑

h=1

(j−1

Ci−hx
i−h
g2 xj−i+h−1

b2 p1pb +j−1 Ci−h−1x
i−h−1
g2 xj−i+h

b2 p1pg

)

πh,0

i ∈ [1, M), j ∈ [1, N ] (5.26)

where,

nCk =







n!k!
(n−k)!

if n, k, n− k ≥ 0

0 otherwise

Using (5.26) and solving for πi,0, we evaluate the steady state probabilities of all

states. Since the handover occurs when the channel is in state (i, N) for all i ∈ [0, M ], the

probability of handover can be expressed as pHO =
∑M

i=0 πi,N . Accordingly, the average

queue length at the time of handover is given by qHO = 1
pHO

∑M
i=0 iπi,N . Note that the

average queue length at the time of handover corresponds to the number of packets lost

every time a handover occurs. The product of the average queue length and the probability

of handover, qHO.pHO, corresponds to the average packet loss per slot.
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5.4 Proposed modifications to Hop-by-hop ARQ

In this section, we propose modifications to hop-by-hop ARQ in order to reduce the

packet loss during handover. We propose two new protocols, ‘Staggered ARQ’ and ‘Ad-

vanced ARQ’. Comparison of the performance of these protocols with hop-by-hop ARQ

is presented in Section 5.6.

5.4.1 Staggered ARQ Protocol

We have noted that the MS hands over to another RS after N consecutive bad slots of the

access link. All the packets queued at the RS are lost at the time of handover. We propose

that the RS shall delay the sending of ACKs to the BS after the access link experiences

N1 consecutive bad slots, where N1 < N . Thus, further packet transmissions from BS to

RS will be suspended or staggered, thus preventing excessive queue buildup at RS. If a

good channel state is now encountered on the access link, the RS transmits the delayed

ACK to the BS, and the packet transmission from BS to RS is resumed. On the other

hand, if N2 = N −N1 more bad states are encountered on the access link, the MS hands

over to another RS.

Due of the staggering mechanism, fewer packets are queued at the RS at the time of

handover and hence the packet loss is reduced. We prove this by analytically determining

the average queue length at the RS and the probability of handover as done for the case

of hop-by-hop ARQ in Section 5.3. Fig. 5.3 shows the Markov chain for the analysis of

staggered ARQ protocol. The BS stops transmitting packets to the RS after N1 bad states

of the access link. Thus, unlike the hop-by-hop ARQ protocol in Fig. 5.2, we do not have

state transitions i, j to i + 1, j + 1 for j ≥ N1. If the access link experiences N2 = N −N1

more bad states, the MS is handed over to another RS. Thus, the states (i, N1 + N2) for

all i ∈ [1, M ] transition to state (0, 0) with probability 1.

5.4.2 Advanced ARQ protocol

In this scheme, the RS forwards ACK/NACK from the MS to the BS in addition to its

own ARQ feedback. To avoid the packet loss during handover, the BS maintains two

pointers for the ARQ states of the relay link and the access link as shown in Fig. 5.4.

The BS clears a packet from its transmit buffer after it is successfully received at the MS.
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Figure 5.3: Markov chain for analysis of packet loss of staggered ARQ. For state (i, j),
i is the queue length at RS and j is the number of consecutive bad states of the access
link. BS stops transmitting packets to the RS after N1 bad states of the access link

Figure 5.4: Illustration of how packet loss during handover is averted by the use of the
Advanced ARQ protocol

Thus, at the time of handover, the packet queued at the relay is also present in the BS’s

buffer. The BS just needs to set its new relay link pointer equal to the access link ARQ

pointer. Thus, advanced ARQ ensures seamless handover without any packet loss.
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5.5 Packet Delay Analysis

In Section 5.4 we proposed the staggered and advanced ARQ protocols, which reduce the

packet loss in hop-by-hop ARQ, at the cost of additional queueing delay and signalling

overhead respectively. In this section we compare the total packet delays of these protocols

and compare them with hop-by-hop ARQ.

Note that we compute the packet delay from the time the packet is at the head-

of-the-queue at the BS, till it is successfully received by the MS, via the RS. For all the

three protocols, the packet delay comprises of the transmission time of packets and ACKs,

queueing delay at BS due to a full buffer at RS, and queueing delay at RS. In Section 5.2,

we assume that the RS stops sending ACKs to the BS when the RS buffer is full. Thus,

packets experience a queueing delay at the BS. For the staggered ARQ protocol, packets

experience an additional queueing delay at BS since the BS stops packet transmission to

the RS after N1 bad states occur on the access link.

5.5.1 Queueing Delay at BS due to full RS Buffer

As described in Section 5.2, we assume each time slot consists of four mini-slots, the

first for RS-MS data transmission, second for ACK/NACK from MS to RS, third for

ACK/NACK from RS to BS and the fourth mini slot for BS-RS transmission. If the

buffer at the RS is full, the RS stops sending ACKs to the BS, thus preventing further

packet transmissions from BS to RS. The next packet is queued at the BS until space is

created in the RS buffer by a successful RS-MS transmission. After a successful RS-MS

transmission, the RS sends the delayed ACK to the BS, and the packet queued at the

BS is transmitted to RS. We compute the average queueing delay at BS in terms of the

number of slots a packet is queued at BS while the RS buffer is full.

We first compute the queueing delay in case of the hop-by-hop ARQ protocol. By

using the transition probabilities in Fig. 5.2, we evaluate the probability qi of a queueing

delay of i slots occurring before the packet is transmitted, and take an expectation over

i to determine the average queueing delay
∑N

i=1 i.qi. A queueing delay of i slots occurs

when the following series of events occur,

1. The system transitions to the buffer full state because of a good BS-RS link and

bad access link.
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2. If the bad access link state persists for the next i time slots. Thus, since the buffer

remains full, the RS does not send an ACK for the packet received through the good

relay link in order to avoid buffer overflow. Thus, the packet is delayed in the queue

at BS for i slots.

3. The RS-MS link returns to good state in the next time slot, creating space in the

buffer. Now the RS sends the delayed ACK to the BS, and waiting period of the

packet queued at the BS ends.

For example, a queueing delay of 1 slot occurs when the system is initially in state

(M − 1, j) for j ∈ [0, N − 2] and it moves to the buffer full state (M, j) for j ∈ [1, N − 1].

The probability of this transition is xg2. The bad access link persists in the next time slot

with probability (1−p2) and the system moves from (M, j) to (M, j+1) for j ∈ [1, N−1].

The waiting period of the packet in the queue at BS ends when access link returns to good

state. This is a transition from (M, j) to (M, 0) with probability p2pg or to (M − 1, 0)

with probability p2pb, for j ∈ [1, N − 1]. If the system is in state (M, N), the waiting

period of the packet ends when the MS hands over to another RS with probability 1.

A queueing delay of 1 slot can also occur if the system is initially in state (M, 0).

With probability p1, the access link moves to bad state (M, 1) in the next time slot, the

RS delays its ACK to the BS and the packet queued at BS experiences experiences a

delay of one slot. Thus, the probability q1 of a queueing delay of 1 slot is the sum of

probabilities of entering state (M, j) for j ∈ [0, N − 1], and the subsequent events occur

as described above.

q1 = πM,0p1p2 + p1pgπM−1,0(1− p2)p2 + xg2

N−3
∑

j=1

πM−1,j(1− p2)p2 + xg2πM−1,N−2(1− p2).1

= p1p2πM,0 + p1pg(1− p2)p2πM−1,0 + xg2(1− p2)

(

N−3
∑

j=1

πM−1,jp2 + πM−1,N−2

)

(5.27)

Similarly we compute the probability of a queueing delay of i slots for i ∈ [1, N ]. Gener-

alizing (5.27), a queueing delay of i slots for i ∈ [1, N ] occurs when the system enters one

of the buffer full state (M, j) for j ∈ [1, N − i], followed by i bad RS-MS link slots, and

then a good RS-MS link state, thus ending the waiting period. Note that the maximum

queueing delay is N slots. This corresponds to being in state (M, 0) initially, and the

RS-MS link experiencing bad channel state for N consecutive time slots after which a
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handover takes place and ends the waiting period of the packet.

qi =











































p1(1− p2)
i−1p2πM,0 + p1pg(1− p2)

ip2πM−1,0 + xg2(1− p2)
ip2

∑N−i−2
j=1 πM−1,j

+xg2(1− p2)
iπM−1,N−i−1, i ∈ [1, N − 3]

p1(1− p2)
N−3p2πM,0 + p1pg(1− p2)

N−2p2πM−1,0 + xg2(1− p2)
N−2πM−1,1 i = N − 2

p1(1− p2)
N−2p2πM,0 + p1pg(1− p2)

N−1πM−1,0 i = N − 1

p1(1− p2)
N−1πM,0 i = N

The expected queueing delay due to RS buffer being full, for every packet transmission

is, Dhbh
b =

∑N
i=1 i.qi. The queueing delay in the advanced ARQ protocol proposed in

Section 5.4 is equal to the delay Dhbh
b in the case of hop-by-hop ARQ. However, the delay

analysis of hop-by-hop ARQ is not applicable to the staggered ARQ protocol, because

unlike hop-by-hop ARQ, there are no (M − 1, j − 1) to (M, j) transitions for j > N1 in

the staggered ARQ protocol. Using the transition probabilities in Fig. 5.3, we compute

the probability of a queueing delay of i slots as,

qi =











































p1(1− p2)
i−1p2πM,0 + p1pg(1− p2)

ip2πM−1,0 + xg2(1− p2)
ip2

∑N1−2
j=1 πM−1,j, i ∈ [1, N2]

p1(1− p2)
i−1p2πM,0 + p1pg(1− p2)

ip2πM−1,0 + xg2(1− p2)
ip2

∑N−i−2
j=1 πM−1,j

+xg2(1− p2)
iπM−1,N−i−1, i ∈ [N2 + 1, N − 1)

p1(1− p2)
N−2p2πM,0 + p1pg(1− p2)

N−1πM−1,0, i = N − 1

p1(1− p2)
N−1πM,0, i = N

The expected queueing delay due to a full RS buffer, in case of staggered ARQ is Dstg
b =

∑N
i=1 i.qi. The delay Dstg

b is expected to be smaller than Dhbh
b in staggered ARQ, since the

queue length at RS is controlled by staggering BS-RS data transmission, the probability

of the RS buffer being full is low.

5.5.2 Additional Queueing Delay at BS in Staggered ARQ

In the staggered ARQ, we reduce packet loss during handover by halting the BS to RS

packet transmissions when the access link is bad for N1 < N consecutive slots. Due to

this, packets experience an additional queueing delay at the BS. We determine this delay

by evaluating the probabilities of the delay being i slots for i ∈ [1, N2] as follows,

qi = (1− p2)
ip2

M−1
∑

j=1

πj,N1, i ∈ [1, N2) (5.28)

qN2 = (1− p2)
iπj,N1 (5.29)
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Each qi is a sum over k ∈ [1, M − 1] of the probability of entering state (k, N1) and then

encountering i consecutive bad access link states. We do not consider the probability of

entering state (M, N1) because the delay after entering this state has already been taken

into account in Dstg
s , the queueing delay due to a full RS buffer. Thus, the additional

queueing delay due to halt of BS to RS transmission in the staggered ARQ protocol is

Dstg
s =

∑N2

i=1 i.qi.

5.5.3 Total Packet Delay

Now we analytically determine the total delay in successful transmission of a packet from

the BS to the MS, and compare the results for the proposed protocols with the hop-by-

hop ARQ. Let T be the time of transmission of the packet and kT , the transmission time

required for ACK or NACK packet. In other words, k is the ratio of ACK size to the

packet size. Assume that ACK/NACK packet are never lost. We assume that packet

retransmission takes place only on receipt of NACK and not by due to timeout. The

total packet delay is defined as the time from when a packet is at the head of the queue

at the BS, till it is successfully received at the MS. It includes the queueing delay at BS

due to full RS buffer, queueing delay at RS and the transmission time over the relay and

access links. The delay before the packet reaches the head of the BS queue depends on

the packet arrival process and the scheduling policy at the BS. We do not consider it for

comparison of the packet delay performance of the three protocols considered.

Hop-by-hop ARQ

We determine the analytical expression for the packet delay Td as the sum of the delay Tr

on the relay link, Ta on the access link. Tr includes the queueing delay at the BS Dhbh
b for

every packet evaluated previously, and Ta includes the queueing delay at the RS. For each

link, we evaluate Pr(i), the probability that i packet retransmissions take place and the

(i + 1)th retransmission is successfully received. The delay on each link is the expectation

over i where i is the number of retransmissions. First we evaluate the delay Tr for the

relay link. For every retransmission of the packet, an average queueing delay of Dhbh
b .T
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sec occurs. Thus, the delay Tr is,

Tr =
∞
∑

i=0

[(i + 1)(T + Dhbh
b .T ) + ikT ]Pr(i)

=

∞
∑

i=0

T [(i + 1)(1 + Dhbh
b ) + ik].pi

bpg

= T (1 + Dhbh
b )

(

1 +
pb

pg

)

+
kTpb

pg

When a packet is successfully received at the RS, it enters the queue at the RS and

is transmitted to the MS after the packets in front of it in the queue are transmitted

successufully. Thus, the access link packet delay is the product of the average queue

length at the RS and the average transmission time for one packet. The average queue

length at the RS is,

qavg =

M
∑

i=1

i.

(

N
∑

j=0

πi,j

)

(5.30)

Note that this average queue length is different from the qHO computed in Section

5.3 which was the average queue length at the time of handover. qHO depends only on

the steady state probabilities πi,N for i ∈ [1, M ] while qavg depends on all the steady state

probabilities πi,j for i ∈ [1, M ] and j ∈ [0, N ].

The average packet transmission time on the access link depends on the number of

retransmissions of the packet. We have modelled the access channel state as a Markov

chain with good-to-bad transition probability p1 and bad-to-good transition probability

p2. We have Pr(i) = Pr(i|G)pg + Pr(i|B)pb where Pr(i|G) is the conditional probability

of i retransmissions when the channel is initially in good state and Pr(i|B), the conditional

probability with the channel initially in bad state.

Pr(i) = Pr(i|G)pg + Pr(i|B)pb

= p1(1− p2)
i−1p2

p2

p1 + p2

+ (1− p2)
ip2

p1

p1 + p2

=
p1p2(1− p2)

i−1

p1 + p2

There can maximum N−1 retransmissions of a packet of the access link, after which

the MS will handover to another RS. Thus, the total delay on the access link Ta which is
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a product of qavg and the average packet transmission time is,

Ta = qavg

N−1
∑

i=0

((i + 1)T + ikT ).P r(i)

= qavg .

(

T + T (1 + k)
p1p2

p1 + p2

N−1
∑

i=0

i.(1− p2)
i−1

)

= qavg .

(

T +
p1

p1 + p2
T (1 + k)

(

1− (1− p2)
N

p2
−N(1− p2)

N−1

))

Thus, the total packet delay in the hop-by-hop ARQ protocol is Thbh = Ta + Tr. It is the

sum of the queueing delay and packet transmission time on the relay and access links.

Staggered ARQ

For the staggered ARQ protocol, the packet delay on the relay link will include the term

Ds for the additional queueing delay due to half of BS-RS data transmission when the

access link experiences N1 consecutive bad states. The packet delay on the access link Ta

is smaller because the average queue length at the RS, qavg is smaller for staggered ARQ.

Thus the total delay Tstg is the sum of the packet delays on the relay and access link as

follows,

Tr = T (1 + Dstg
b + Dstg

s )

(

1 +
pb

pg

)

+
kTpb

pg
(5.31)

Ta = qavg.

(

T +
p1

p1 + p2

T (1 + k)

(

1− (1− p2)
N

p2

−N(1− p2)
N−1

))

(5.32)

Tstg = Tr + Ta (5.33)

Advanced ARQ

In the proposed Advanced ARQ protocol, the RS forwards the ACK/NACKs received

from the MS to the BS. This causes signalling overhead and an increase in the total

packet transmission time. The increase on the total transmission time corresponds to the

ACK/NACK forwarded by RS to BS for every packet transmission on the access link. We

account for this delay by considering that ACKs for double the duration on one ACK,

i.e. of duration 2kT sec are transmitted by the MS to RS on the access link. This adds

to the access link delay Ta. The average queue length at the RS in Ta is same as that in

the hop-by-hop ARQ protocol. The packet delay Tr on the relay link is same as in case
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of hop-by-hop ARQ. Thus,

Tr = T (1 + Dhbh
b )

(

1 +
pb

pg

)

+
kTpb

pg
(5.34)

Ta = qavg.

(

T +
p1

p1 + p2
T (1 + 2k)

(

1− (1− p2)
N

p2
−N(1− p2)

N−1

))

(5.35)

Tadv = Tr + Ta (5.36)

5.6 Comparative Numerical Results

SYSTEM PARAMETERS

Prob. of relay channel being good pg = 0.8

Prob. of relay channel being bad pb = 0.2

Good to bad transition prob. of access channel p1 = 0.3

Bad to good transition prob. of access channel p2 = 0.3

Buffer size at relay M = 25 packets

No. of consecutive bad states of access link to trigger handover N = 7

No. of consecutive bad states of access link to stagger BS-RS transmission N1 = 5

Time slot duration T = 1 msec

Ratio of ACK size to packet size k = 1/10
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Figure 5.5: Average queue length at RS versus p1, the good-to-bad transition probability
of the access channel
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Figure 5.6: Fraction of packets lost due to handover versus p1, the good-to-bad transition
probability of the access channel
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Figure 5.7: Average queue length at RS versus N , the number of consecutive bad slots of
the access link after which a handover to another RS occurs

In this section we present numerical results of the packet loss for the proposed stag-

gered ARQ and advanced ARQ protocols and compare them with hop-by-hop ARQ. The

advanced ARQ protocol has zero packet loss due to handover but involves additional sig-

nalling overhead which adds to the total packet transmission delay. On the other hand,

staggered ARQ has non-zero packet loss without signalling overhead, but at the cost of

additional queueing delay. The results presented in this section are also useful in designing

the buffer size at the RS.

The system parameters chosen for the numerical analysis are as shown in Table I.

In Fig. 5.5 we plot the average queue length at the RS versus the good-to-bad transition



5.6. COMPARATIVE NUMERICAL RESULTS 63

5 10 15 20 25
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

Number of consecutive bad states of access link for handover

F
ra

ct
io

n 
of

 p
ac

ke
ts

 lo
st

 d
ur

in
g 

ha
nd

ov
er

 

 

Hop−by−hop ARQ
Staggered ARQ

Figure 5.8: Fraction of packets lost due to handover versus N , the number of consecutive
bad slots of the access link after which a handover to another RS occurs.
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Figure 5.9: Average queue length at RS versus N1, the number of consecutive bad slots of
the access link after which BS-RS transmissions are halted in the staggered ARQ protocol

probability of the access channel, p1 for hop-by-hop and staggered ARQ. As expected, the

queue length increases with p1. However, the queue length is smaller in case of staggered

ARQ. The average queue length qHO multiplied by the probability of handover pHO is

equal to the fraction of packets lost due to handover. The variation of this fractional

packet loss with p1 is shown in Fig. 5.6. It is clearly observed that the packet loss is

decreased by the use of staggered ARQ, as compared to hop-by-hop ARQ.

Plots of average queue length and packet loss versus N , the number of consecutive
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Figure 5.10: Average queue length at RS versus M , the size of the buffer at the RS
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Figure 5.11: Plot of Dstg
b , the average queueing delay due to full RS buffer and Dstg

s ,
the average queueing delay due to halt of BS-RS transmissions after N1 consecutive bad
states, versus M , the size of the buffer at the RS

bad states before handover are presented in Fig. 5.7 and Fig. 5.8 respectively. The av-

erage queue length qHO decreases The packet loss decreases with increase in N since the

handover probability decreases. Fig. 5.9 is a plot of the average queue length versus the

factor N1 in the staggered ARQ protocol, for different values of p1. N1 is the number

of bad access link states after which the BS stops transmitting packets to the RS. As

N1 increases, the BS stops transmitting packets to the RS after a greater number of bad
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Figure 5.12: Average queueing delay at the BS versus M , the size of the buffer at the RS
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Figure 5.13: Total packet delay versus p1, the good-to-bad transition probability of the
access channel

states of access link. Hence, a greater queue length builds up at the RS for a higher value

of N1.

Now we study the variation of average queue length at the time of handover, qHO

with the RS buffer size M . As described in Section 5.2, we assume that there is no packet

loss due to buffer overflow because the RS stops sending ACKs to the BS in the buffer is

full. In this case, the packets will suffer an additional queueing delay at the BS. A larger

buffer size implies lesser queuing delay, but greater queue length building up at the RS,

and hence higher the packet loss due to handover. Fig. 5.10 is a plot of the average queue
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Figure 5.14: Total packet delay versus buffer size at RS, M

length qHO versus the buffer size M . For hop-by-hop ARQ, the queue length saturates

to a constant value approximately beyond M = 50 packets. Thus, we can say that the

buffer size at RS need not be greater than M = 50 for the system. Similarly, for staggered

ARQ, the queue length saturates approximately at the buffer size M = 40 packets. Thus,

we can conclude that since the average queue length is smaller in case of staggered ARQ

as compared to hop-by-hop ARQ, the required buffer size is smaller.

In Fig. 5.11, we plot the delay Dstg
b due to full RS buffer and Dstg

s , the additional

queueing delay in staggered ARQ, versus M , the size of the RS buffer. The queueing

delay decreases with M since the probability of the buffer being full decreases. However,

the additional delay Dstg
s increases with M because there being greater number of states

(i, N1), on entering which this delay occurs. Fig. 5.12 presents the comparison between the

total queueing delay Dhbh
b in case of hop-by-hop and Dstg

b +Dstg
s for staggered ARQ. Dhbh

b

is greater than the Dstg
b because, in staggered ARQ, for j ≥ N1 consecutive bad states,

the system cannot make a transition (M −1, j−1) to (M, j) and enter a buffer full state.

Thus, the number of states on entering which, a queueing delay occurs is smaller in case

of staggered ARQ. In Fig. 5.12, we observe that for small values of M , the total queueing

delay is smaller for staggered ARQ than hop-by-hop ARQ. However as M increases, the

queueing delay of staggered ARQ becomes greater than hop-by-hop ARQ because both

Dhbh
b and Dstg

b decrease, and Dstg
s becomes dominant in Dstg

b + Dstg
s .

Fig. 5.13 and Fig. 5.14 present comparative plots of the total packet delay Td for
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the hop-by-hop, advanced and staggered ARQ protocols. The packet delay in advanced

ARQ is clearly higher than hop-by-hop ARQ and staggered ARQ because of the signalling

overhead of forwarding every access link ACK/NACK to the BS. The Td for staggered

ARQ is smaller than hop-by-hop ARQ, because of a smaller queueing delay at RS due to

smaller average queue length qavg . Thus, we can conclude that staggered ARQ reduces

packet loss during handover. Although it causes an additional queueling delay at the BS,

there is a reduction in the total packet delay as compared to hop-by-hop ARQ.

5.7 Conclusions

In this chapter, we have analyzed the packet loss due to handover and packet delay in

traditional multi-hop ARQ protocols - hop-by-hop and end-to-end ARQ. In particular,

the packet loss can be very high in hop-by-hop ARQ because the BS is not aware of

ARQ state on the access link. We have performed a theoretical analysis to determine

this packet loss in terms of the average queue length at RS, and the handover probability.

We have then proposed two new ARQ protocols Advanced ARQ and staggered ARQ and

demonstrated the reduction in the packet loss during handover at the cost of additional

signalling overhead and queueing delay respectively. The results presented in this chapter

can be used to design the size of the buffer at the RS.

Future work involves performing system-level simulations to justify the channel and

handover model proposed in this work. We have assumed a Markov chain model for

the access channel, where the channel can be in either good or bad state. We assume

that the relay channel is i.i.d. This is a reasonable assumption since the BS and RS

are stationary and the relay link mostly has strong channel state. The analysis can be

improved removing this assumption and considering a more practical Markov chain model

for the relay channel as well. Another possible research direction is to extend this analysis

to Go-back-N ARQ instead of the stop-and-wait protocol considered in this work.
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Chapter 6

Conclusions and Future Work

Introduction of relay stations (RSs) in cellular networks helps improve the system capacity

and coverage area. Relays have been studied extensively for ad-hoc wireless networks, but

the algorithms developed cannot be directly applied to cellular networks. In this thesis,

we address this challenge and design new architectures and protocols for relay-assisted

cellular networks. We have analyzed three main issues - (i) RS placement for coverage

extension, (ii) capacity improvement due to RSs and, (iii) the design of ARQ protocols

to reduce packet loss during handover

In Chapter 3, we have analyzed optimal RS placement for the extension of coverage

radius of the cell. A novel probabilistic definition of cellular coverage has been used to

determine the optimal RS positions by taking shadowing and inter-cell interference into

account. This analysis has considered fixed RSs placed in a symmetrical ring. A future

research direction is to extend this work to self-organizing RSs, by considering the issue

of placement of a new RS to remove coverage holes, given the location of existing RSs,

and a propagation loss profile of the cell.

In Chapter 4, we have determined the downlink Erlang capacity of cellular OFDMA.

We have used a novel approach of dividing incoming calls into service classes based on

their subcarrier requirement, to compute the blocking probability of an incoming call. We

have drawn an interesting analogy of the cellular OFDMA with a stochastic knapsack and

applied techniques used to solve the knapsack problem to simplify the analysis of blocking

probability. We have extended this idea to relay-assisted cellular system and demonstrate

the capacity improvement achieved by the introduction of RSs. We have also computed

the optimal RS positions and BS-RS subcarrier distribution ratio for which the capacity
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improvement is maximum. The future work to be done is to evaluate various subcarrier

allocation schemes based on the Erlang capacity as the performance metric. Also, this

work can be extended to self-organizing RSs, which are placed at random locations in the

cell as opposed to the fixed ring architecture we have considered.

In Chapter 5, we have demonstrated that heavy packet loss during handover may

occur in the traditional hop-by-hop ARQ protocol. We have presented a new channel

and handover model which has been used to quantify this packet loss. We have proposed

modifications to hop-by-hop ARQ which reduce the packet loss during handover. Queue-

ing and transmission delay analysis has also been performed to show that the proposed

protocol gives better performance at the cost of a negligible increase in total packet de-

lay. Our analysis assumes the stop-and-wait retransmission mechanism, and a simple two

state channel model. A future research direction is to extend the analysis to Go-back-

ARQ mechanism, and also consider a more realistic channel model, which captures the

properties of the wireless channel more closely.

Finally, we point out some open research problems that have not been considered

in this thesis. One of the most important problems for future investigation is the design

of scheduling algorithm with delay constraints for a relay-assisted cellular network. To-

wards this, the idea of an indexing scheduler has been suggested in Chapter 2. A plethora

of new research problems as described in Chapter 2 have arisen with the development

of self-organizing RSs for cellular networks. We have identified the problem of intelli-

gent subcarrier allocation in which, instead of requesting subcarrier assignment from the

BS, the RSs perform neighborhood sensing and choose the subcarriers with minimum

interference. Another problem is to develop an autonomous power control algorithms for

user-deployed self-organizing RSs of minimizing interference to neighbors while covering

the maximum possible area.
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