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Abstract— Leader selection for a single-leader, continuous-
time multi-agent system, with single-integrator agents, is con-
sidered. A network of single integrator agents interact with each
other according to the well studied asymptotic consensus law
proposed by Olfati-Saber and Murray. In addition to the input
prescribed by this consensus law, it is assumed that a bounded
external input is allowed to act on only one (called the leader)
of the agents. For each choice of leader, this bounded external
input can be optimized to drive all the agents to a consensus
state in the minimum possible time. This paper presents an
algorithm for selecting a leader such that the time taken to
reach consensus is the least among the minimum consensus
times achievable by each leader. Recently developed Groebner
basis based algorithms are used to calculate explicit set of
polynomials which partitions each hyper-sphere in the state-
space, centered at the origin; where each partition is identified
with a particular leader node. The Groebner basis needs to be
computed only once. To select the minimum time leader, these
demarcating polynomials need to be evaluated at given initial
condition exactly one time.

I. INTRODUCTION

Consensus in multi-agent systems, interacting over a
communication graph, has been studied elaborately in the
recent past (e.g see [1] for a detailed review). One of
the earliest models considers single integrator agents up-
dating their states based on local errors, but in the pro-
cess converging asymptotically on to the global average of
the initial conditions [1]. Such systems can be modeled
using the Laplacian of the communication graph and the
speed of the convergence is usually characterized through
the graph’s algebraic connectivity. However, convergence
on to the average consensus is asymptotic. Interestingly,
in a related experiment, formations with local interaction
laws converged after significantly long durations [2]. In this
paper, we connect an external input to one node (called
leader) of an n-agent system, which are otherwise interacting
among themselves according to the basic Laplacian model
of [3]. Clearly, even without this input, the agents would
converge (albeit asymptotically) on to the average consensus
point. However, if the collection is controllable from the
node where we connect the input, then it is possible to
force the entire collection to reach a consensus in finite
(minimum) time. Fastest possible consensus is required in
various fields such as synchronization of generators in power-
grids [27], finite time load-balancing across servers [28],
uniform cooling in thermal industries [29] etc.

Let the external input u(t) be connected to the ith agent.
For a particular initial configuration of the multi-agent sys-
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tem, let the minimum time to consensus, among all possible
inputs connected at the ith agent, be denoted by T i

min. We aim
to connect the external input to the agent, which will yield
the least minimum time to consensus, among all the agents.
In other words, we need to indentify agent i such that

i∗ = argmin
i

T i
min

Clearly, for a fixed communication topology, this choice is
dependent on the initial configuration of the agents. It is
well known that the controllability of the multi-agent system
depends on the position of the leader in the graph [4]-[8].
We assume that the multi-agent system is controllable from
at least one node, and connect the external input only to the
nodes from which it is controllable.

Using recently developed Groebner basis based methods
[22], we first present a method to explicitly compute a
set of polynomial equations representing isochronous sets
for each input position. These surfaces are characterized
by points in the state space from where it takes identical
time to optimally reach the origin. We show that the loci of
pairwise intersections of the isochronous sets, corresponding
to each input position, partition set of states with a constant
norm, i.e. each hyper-sphere in the state-space centered at
the origin, in to disjoint sets. The set of points in each
partition corresponds to a unique choice of the leader that
achieves consensus in minimum time. In other words, given
any initial vector of values for the states of the multi-
agent system, one needs to only check, which partition
this vector belongs to. The corresponding partition, uniquely
identifies which leader will enable the consensus in minimum
possible time. The isochronous sets and thus the partitions
can be computed offline. The polynomial equations of the
partitioning manifolds have to be evaluated online to select
the leader.

The optimal leader selection problem with various ob-
jectives such as controllability, robustness, coherence, con-
vergence errors etc., have been studied in the literature.
Leader selection for structural controllability is addressed
in [4]-[8]. The problem of selecting multiple leaders for
controllability of complex networks is studied in [4], while
[5] uses graph-theoretic characteristics of a network such
that the network is controllable by a given single-leader.
In [6], sufficient graph condition for uncontrollability of a
multi-agent system through leaders is given. A network eq-
uitable partition condition is also introduced in [6] to extend
the controllability conditions to multi-leader case. Relaxed
equitable partitions are used to translate controllability in
terms of graph theory in [7]. A trade-off between number
of leader nodes and control energy is given in [8]. A sub-
modular approach to controllability problem with various
performance criterion is discussed in papers like [9]-[12].
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In [9], a leader-selection is proposed, using controllability-
index as a performance criteria, for a multi-agent system for
which the number of selected leaders is not sufficient for
controllability. Minimizing convergence error through leader
selection is studied in [11], [10]. A related work in [13]
is to select leader to ensure coherence which is defined
as ability of system to achieve consensus in the presence
of noise. Also the leader selection problem is analyzed for
robustness of the links between the agents in [14]. In [15],
stochastically forced network was analyzed for mean-square
deviation from the consensus using convex-relaxation of the
boolean constraints of leader selection. In [16]-[19], energy
constraints and robustness were used as deciding parameters
for leader selection. In [18] and [19] information centrality
is used as tool for deciding optimal leaders.

The speed of convergence on to consensus is recognized as
an important criteria for leader selection in the literature, e.g.
see [20], [21], where asymptotic approximations in terms of
the Laplacian eigenvalues and eigenvectors are optimized. A
related work to achieve consensus using series of stochastic
matrices, in finite-time (not minimum) is shown in [26].
However, a method to select a leader so as to directly
minimize the time required to achieve consensus seems to
be unavailable.

The rest of the paper is organized as follows: In section II,
graph preliminaries, time optimal feedback control synthesis
and properties of isochronous sets in bang-bang control
are reviewed. In section III setting of the minimum-time
optimal control problem to multi-agent network is discussed
and algorithms for minimum-time computation is given. In
section IV application of leader selection algorithm is shown
for practical problems. Finally we conclude in section V.

II. PRELIMINARIES AND PROBLEM FORMULATION

Following are some standard notations used in the paper.
Other notations will be defined as and when they appear:

• Z (Z+): Set of (positive) integers
• Q: Set of rational numbers
• R (R+): Set of (non-negative) real numbers
• R

n: n-dimensional euclidean space

A. Preliminaries
Consider a network of n+1 agents with single-integrator

dynamics ẋi = ui, for i = 1, · · · ,n+ 1 where ui ∈ R is the
input and xi ∈ R is the state corresponding to ith agent.
The topology of the inter-agent communication network is
given by a time-invariant undirected, weighted connected
graph G = (V ,E ,A ). Each node in the vertex set V =
{1,2, . . . ,n+ 1} represents an agent. An edge (i, j) ∈ E ⊂
V × V indicates the communication between ith and jth

agent. The weight of the edge (i, j) is denoted by ai j ∈ R
+.

If (i, j) ∈ E , then ai j > 0 and ith and jth agents are referred
as neighbors of each other. Otherwise, if (i, j) /∈ E , then
ai j = 0. The set of neighbors of the ith agent is represented
by Ni. The agents interact with each other through the
control law ui = ∑ j∈Ni ai j(x j − xi). The adjacency matrix of

G is denoted by A ∈ R
(n+1)×(n+1). The weighted degree

of a node i is given as di = ∑n+1
j=1 ai j, whereas the degree

matrix D is defined as D := diag{d1,d2, · · · ,dn+1}. The
Laplacian matrix is defined as L := D −A . For undirected

and connected graphs, the Laplacian is symmetric with a
simple zero eigenvalue and all other eigenvalues are real
& positive [24]. The eigenvector corresponding to the zero

eigenvalue is 1=
[
1 1 · · · 1

]T ∈R
(n+1) [24]. For control

law ui given above, it is well known that overall system is
given by [3]

ẋ =−Lx (1)

where x =
[
x1 x2 . . . xn+1

]T ∈R
(n+1) is the state vector

for the system (1).
Definition 1: [24] Consensus is defined as the agreement

of all agents to a particular value of state i.e. x(t)→ α1 as
t → ∞ for some scalar α ∈ R and 1 ∈ R

n+1.
Theorem 1: [24] System (1) achieves consensus asymp-

totically i.e., x(t)→ α1 as t → ∞, where α ∈ R if and only
if the communication graph G is connected.

B. Problem Formulation

We study the problem of selecting a particular node as the
leader, so as to minimize the time required to reach consensus
under the influence of an external bounded input applied to
the selected node. If the ith node is selected as the leader, the
dynamics of ith agent is given as ẋi = ∑

j∈Ni

ai j(x j − xi)+u,

where, u∈U := {u(t)∈R :| u(t) |≤ 1} is an external bounded
input. For the remaining agents the dynamics remains
ẋk = ∑

j∈Nk

ak j(xk − x j) for k = 1, ...,n + 1, k �= i. Thus the

dynamics of the multi-agent system is

ẋ =−Lx+ eiu; x(0) = x0 (2)

where x0 ∈ R
(n+1) is the initial condition and ei is the ith

column of identity matrix of size n+1. For the choice of ith

agent as the leader, the external control of the leader u∗i (t)
that achieves the consensus in minimum time Tmin(ei,x0) is
obtained as the solution of the following time optimal control
problem

min
u(t)∈U

t (3)

subject to ẋ =−Lx+ eiu;

x(0) = x0;

x(t) = α1 for some α ∈ R

Let Tmin(ei,x0) := minu(t)∈U t in the above problem. For
every agent chosen as the leader, we get different value of
Tmin(ei,x0). Our objective is to choose an agent as the leader
so that we get the smallest amongst all possible Tmin(ei,x0)
i.e. i∗ = argmin

i
Tmin(ei,x0) Note that, the choice of the leader

that achieves minimum time consensus depends only on the
initial conditions of the agents, x0. Formally, the problem
of choosing the leader for minimum time consensus can be
stated as

Problem 1: Identify ith agent such that,
i∗ = arg min

i∈{1,...,(n+1)}
Tmin(ei,x0) where Tmin(L,ei,x0) is the

solution of the minimum time control problem (3).
We define T ∗

min(x0) := Tmin(ei∗ ,x0). This problem appears
hard at first sight, since it seems that one needs to solve n+1
time optimal state transfer problem for each initial condition
x0. However, we show that, it becomes tractable through the
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use of the Groebner basis based algorithm proposed in [22].
Next, we briefly discuss about the isochronous sets arising
in time optimal control [23], followed by a review of the
algorithm from [22] in subsection II-D.

C. Null-controllable sets and Isochronous sets
Consider an n-dimensional LTI system given below:

ẋ = Ax+bu; x(0) = x0 (4)

where A ∈ R
n×n, b ∈ R

n, x0 is the initial condition and u ∈
U := {u(t)∈R :| u(t) |≤ 1 ∀t ∈ [0,∞)} is the set of admissible
inputs. For (4) we define the reachable set as follows:

Definition 2: [25] The reachable set to origin at time T >
0 (denoted by R0(T )) is the set of all initial states x0 ∈ R

n,
which can be driven to origin using input u(t) ∈ U in time

T . That is, R0(T ) = {−∫ T
0 e−Aτ bdτ : u(t) ∈U}.

Definition 3: The null-controllable region (denoted by X0)
is the set of all the initial conditions that can be driven to
origin using admissible input i.e. u(t) ∈U .

Lemma 1: X0 = ∪
t∈[0,∞)

R0(t).

Lemma 2: [22] For stable system, if T1 ≤ T2 ≤ ·· · < ∞,
then R0(T1)⊆ R0(T2)⊆ ·· · ⊂ X = R

n.
Lemma 3: [25] R0(T ) is closed, convex and symmetric

about the origin.
Lemma 4: [25] For each bi, i = 1, ...,n, if z0 ∈

int(R0(T1)), the minimum time required to reach origin,
Tmin(Λ,bi,z0)< T1.

Definition 4: The isochronous set at time T , (denoted
by C (T )) is the set of all initial conditions from which,
minimum time required to drive the states to origin is T .

Lemma 5: The isochronous set at time T is the boundary
of the reachable set at time T . (C (T ) = ∂R0(T ))

Proof: The boundary of the reachable set at time T
i.e. ∂R0(T ) is the set of all the initial conditions for which
there exists unique bang-bang control with n− 1 switches
that drives the states to origin at time T [25]. Further, such a
control is time-optimal control [22]. Thus, ∂R0(T ) ∈ C (T ).
From principle of optimality, it is well known that, the time
optimal control is necessarily unique bang-bang with at-most
n−1 switches, which implies C (T ) = ∂R0(T ).

Using Lemma 2 and 5, the following result follows:
Lemma 6: For a system of the form (4), if T1 < T2, then

C (T1) is encompassed by C (T2).

D. Characterization of Isochronous Sets
Consider a controllable LTI system of the form (4):

Assumptions
• A has distinct negative rational eigenvalues i.e. λi(A) ∈
Q\{0} for i = 1, · · · ,n and λi �= λ j for i �= j.

• (A,b) pair is controllable.

Since A is assumed to have distinct real eigenvalues,
A can be diagonalized using similarity transform. Thus,
without loss of generality, A is assumed to be diagonal. Let
Tmin(A,b,x0) denote the minimum time required for driving
the states of (2) from x0 to the origin. From Lemma 5,
it is clear that, C (T ) = ∂R0(T ). Thus, characterization of
∂R0(T ), automatically characterizes C (T ). Characterization
of isochronous set at time T , requires computation of the
initial states x0 for which Tmin(A,b,x0) = T . By Pontryagin’s

−8 −6 −4 −2 0 2 4 6 8

−10

0

10

R0(t)C (T,b)

x1

x 2

Fig. 1. Formation of isochronous set for (6) with T = 1.61).

Maximum Principle (PMP), the time optimal control for state
transfer in system (2), switches between the extremes of the
admissible values (±1) and at most n− 1 times [22]. The
following function characterizes the states that can be driven
to the origin using bang-bang input (±1) with n−1 switches.

F±(t1, · · · , tn) =±(−
∫ t1

0
+
∫ t2

t1
. . .+(−1)n

∫ tn

tn−1

)e−Aτ bdτ

with 0 ≤ t1 ≤ . . .≤ tn < ∞ and the sign depends on the sign
of the initial input u(0). Let b j be the jth element of vector

b and f±j is 1
b j

times the jth component of F±(t1, · · · , tn).
Then,

x j = b j · f±j (e
−λ jt1 ,e−λ jt2 · · ·e−λ jtn) for j = 1, ...,n+1

with 0 ≤ t1 ≤ t2 ≤ ·· · ≤ tn < ∞ (5)

Using these notations, an algorithm to characterize ∂R0(T ),
and hence C (T ) is proposed in [22].

Example 2: Consider an LTI system of form (4) satisfying
assumptions in II-D, with

A =

[−1 0
0 −2

]
and B =

[
1
1

]
(6)

The isochronous set obtained, using the Algorithm pro-
posed in [22], for T = 1.61 is shown in Figure 1.

We will show later that, for a multi-agent system of the
form (2), we can obtain transformed system of the form (4)
satisfying the assumptions on A. The choice of ith agent,
i = 1, ...,n+ 1, as the leader gives different b’s in (4) (say
bi). The states of the multi-agent system can be driven to
consensus (equivalently, the states of the transformed system
are driven to origin) in finite time using ith agent as the
leader if and only if the system is controllable from ith agent.
If there are p such agents, there are p isochronous sets at
time T . Let the set of all states with norm r be denoted
by S (r), i.e. S (r) := x ∈ R

n : ||x||= r ∈ R,r ≥ 0. Observe
that, for each r ≥ 0, S (r) is an n− 1 dimensional hyper-
sphere of radius r, centered at the origin of the state-space
R

n We will show that, the locus of pairwise intersections of
the isochronous sets for different bi’s partitions S (r), ∀r > 0
in the state-space of the transformed system in to multiple
disjoint sets. For the initial conditions in each such partitions,
there is a unique bi (and hence the unique leader) that drives
the states to the origin (hence, achieves the consensus) in

min
i

Tmin(A,bi,x0)
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III. LEADER-SELECTION ALGORITHM

Our objective is to choose an agent as the leader such that

i∗ = arg min
i∈{1,...,(n+1)}

min
u(t)∈U

t

subject to x(0) = x0 and x(t) = α1 for some α ∈R. We use
the isochronous sets characterized in Section II to achieve
the objective. In system (2) the system matrix is −L which
is symmetric. One can diagonalize −L, using the matrix E :=
[v1,v2, · · · ,vn+1] ∈ R

(n+1)×(n+1) where (−L)vi = λivi with
vi

T v j = 0 for i �= j and ||vi|| = 1. We assume eigenvalues
are arranged as λ1 ≤ λ2 ≤ λ2 ≤ ·· ·λn < λn+1 = 0. From
Lvn+1 = 0 = L1, we have vn+1 =

1√
n+1

1.

In order to apply the discussion in previous section onto
system (2), it must have all non-zero eigenvalues. Thus, we
transform x as x = Pz where P = [v1, · · · ,vn] ∈ R

(n+1)×n.
Define 〈w1〉 := span{w1} where w1 is any vector and let
1⊥ := 〈v1, · · · ,vn〉 be the n-dimensional subspace of R

(n+1)

orthogonal to 〈1〉. This transformation removes the zero
eigenvalue. The transformed dynamics is given as

ż = Λz+biu; z(0) = z0 (7)

where z = [z1 · · ·zn]
T , u ∈ U := {u(t) ∈ R | u(t) |≤ 1}, Λ =

PT (−L)P = diag{λ1, · · · ,λn} ∈ R
n×n, bi = PT ei ∈ R

n and
z0 = PT x0. Let bi( j) j = 1, ...,n denote the jth element of
bi.

Lemma 7: The system (L,ei) is controllable if and only
if bi( j) �= 0 for j ∈ {1, · · · ,n}.

Proof: Given (L,ei) is controllable ⇔ (ET LE, ET ei) =
(diag{−Λ,0}, [bi,∗]T ) is controllable. Since diag{−Λ,0} is
diagonal, none of the components of [bi,∗]T can be zero i.e.
bi( j) �= 0 for all j ∈ {1, · · ·n}).
The eigenvalues of Laplacian are real. But for the purpose of
computations, taking finite precision one can approximate the
irrational eigenvalues by an arbitrarily close rational number.

Remark 1: Consensus of system (2) i.e. x(t)→ α1 as t →
∞, for some α ∈ R; is equivalent to driving the system (7)
to the origin i.e. z(t)→ 0 as t → ∞ [8].
After the transformation, the leader-selection problem can be
rewritten as:

Problem 2: Find

i∗ = arg min
i∈{1,...,n+1}

Tmin(Λ,bi,z0)

where Tmin(Λ,bi,z0) is the solution of the following mini-
mization problem

Tmin(Λ,bi,z0) = min
u(τ)∈U ∀τ∈[0,t]

t

subject to ż = Λz+biu;

z(0) = z0;

z(t) = 0
We define a set Bc := {bi : (Λ,bi) is controllable}. Denote
the cardinality of Bc by |Bc|. To choose the optimal leader,
we need to identify i∗ such that

Tmin(Λ,bi∗ ,z0) = min
bi∈Bc

Tmin(Λ,bi,z0)

One way to identify such i∗ is to compute Tmin(Λ,bi) for
each choice of bi ∈ Bc and choose the one with least value

of Tmin(Λ,bi). However this requires substantial computation
online, i.e. after the initial condition is known, making it
intractable for most realistic situations.

An important point to note here is that, as shown in (5),
the elements of bi appear as the constant multipliers in the
parametric representation of the states. We define new states
as y j :=

z j
bi( j) where bi( j) �= 0 from Lemma 7. For system

(7), we can rewrite equation (5) as

y j = f±j (e
−λ jt1 ,e−λ jt2 , · · · ,e−λ jtn) (8)

where 1 ≤ t1 ≤ ·· · ≤ tn < ∞

Observe that, the parametric representation y j is independent
of bi. The parametric representation in terms of z for different
bi’s can be obtained by appropriate substitutions for y j’s.

Next we see how to exploit isochronous sets characterized
in Section (II-D) for solving our problem. The expressions
for isochronous sets in terms of y j’s can be computed using
Algorithm given in [22]. The isochronous sets for each bi
are computed easily by appropriate substitution. Note that
for |Bc|= p we have 2p such elements (two for each choice
of bi). Let the two isochronous surfaces at time t for bi be
denoted by C+

i (t) and C−
i (t). Similarly, let reachable set at

time t for bi be denoted by Ri
0(t).

Theorem 3: If |Bc| = p, the loci of pairwise inter-
sections of the isochronous sets for t ∈ [0,∞), (i.e.

∪
t∈[0,∞)

(
C±

i (t)∩C±
j (t)

)
for 1 ≤ i, j ≤ p, i �= j), partition

S (r)⊂ R
n, in

(
2p
2

)− p parts, for each r > 0.
Proof: When |Bc| = p, there are 2p expressions rep-

resenting isochronous surfaces at time t corresponding to
ith agent as the leader, i = 1, · · · , p. These isochronous
surfaces C±

i (t) in terms of t and the states z can be
computed using the method discussed in Section II-D.
Note that, C±

i (0) = 0 i.e. the origin. Recall that, Ri
0(t) is

symmetric around origin and C±
i (t) collectively form the

boundary of Ri
0(t). Thus, isochronous set is also symmetric

about origin. Since each of C±
i (t), i = 1, ...,n is contin-

uous in t, the intersection of any two isochronous sets
for t ∈ [0,∞) forms two surfaces passing through origin,

namely, S1
i j :=

(
C+

i (t)∩C+
j (t)

)
∪
(
C−

i (t)∩C−
j (t)

)
and

S2
i j :=

(
C+

i (t)∩C−
j (t)

)
∪
(
C−

i (t)∩C+
j (t)

)
for t varying

from 0 to ∞. For each r ∈ R, r > 0, the surfaces S1
i j and

S2
i j partition S (r), in 4 partitions. The proof of the theorem

follows by induction over p on this base case.
Theorem 4: For each partition, there is a unique choice

of the leader that can drive the systems to consensus in
minimum time.

Proof: Let Pi, i= 1, · · · ,(2p
2

)− p denote the partitions of
C (r)∈R

n, for some r > 0, formed due to the loci of pairwise
intersections of isochronous sets. Since the boundary of Pi
is formed by the intersection of two isochronous sets, in
each partition, for any time t there exists an agent j such

that, R j
0(t)∩Pi ⊃ Rk

0(t)∩Pi for k ∈ {1, · · · , p},k �= j. Using

Lemma 2, we can show that R j
0(τ)∩Pi ⊃ Rk

0(τ)∩Pi for all
τ > t. From Lemma 4, it follows that, for an initial condition,
z0 ∈ Pi,

Tmin(−L,b j,z0) = min
k=1,...,n

Tmin(−L,bk,z0)
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or equivalently, choice of jth agent as the leader achieves
consensus in minimum time.

Remark 2: Since Ri
0(t) (and hence Ci(t)) is symmetric

about the origin, it can be shown that, if jth agent is an
optimal leader for a partition Pk with some z0 ∈ Pk, then jth

agent is also an optimal leader for the partition Pk′ such that
−z0 ∈ Pk′ .

Remark 3: In the examples demonstrated below, the loci
of pair-wise intersections of the isochronous surfaces parti-
tion S (r) ⊂ Rn, for all r > 0 identically. That is, the loci

partition the complete state-space, Rn, in
(

2p
2

)− p parts. It
is conjectured that, this property is due to the symmetry of
the positions of the corresponding leaders in the graph.

IV. APPLICATION OF LEADER-SELECTION
ALGORITHM & EXAMPLES

Example 5: Let us consider the following graph

1 2 3

For this graph the Laplacian matrix is given as

L =

⎡
⎣ 1 −1 0
−1 2 −1
0 −1 1

⎤
⎦ (9)

Let the initial condition be x0 = [−2.937 1.633 1.3048]T .
After projecting out the zero eigenvalue (as shown in section
III) the dynamics of form (7) is obtained with

Λ =

[−3 0
0 −1

]
(10)

After transformation z0 = [2 3]T . The input matrix for various
choices of the leader node is shown below as columns of
matrix B, where ith column corresponds to ith node as leader
(i.e. the ith column is bi).

B =

[−0.408 0.802 −0.408
−0.707 0 0.707

]
(11)

Parametric representation of states of the system is given as

F±
2 (t1, t2) =

[
z(1)
z(2)

]
=

[±bi(1)(− 2
3 θ 3

1 + 1
3 θ 3

2 + 1
3 )±bi(2)(−2θ1 +θ2 +1)

]

Using substitution y j =
z j(0)

bi( j) we obtain

y1 ∓ (−2

3
θ 3

1 +
1

3
θ 3

2 +
1

3
) = 0 and

y2 ∓ (−2θ1 +θ2 +1) = 0

From the diagonal structure of Λ, it is clear that (Λ,b2) is
uncontrollable. Form the set of controllable inputs choices
i.e. Bc = {b1,b3}. In this case the isochronous sets intersect
at y1 = 0 and y2 = 0. From here we get four partitions
corresponding to the four quadrants of z1z2−plane as shown
in Figure 2. We see that z0 lies in the region corresponding
to b3. So node 3 is optimal leader.

Fig. 2. Intersection of isochronous sets for 3-node path graph

Example 6: Consider the following graph

1

2

3 4

For the above graph, the projected dynamics of form (7)
is given by Λ = diag{−4,−3,−1}. And the choices for the
input matrix (bi’s) are given as columns of matrix B below.

B =

⎡
⎣ 0.288 0.288 −0.866 0.288

0.707 −0.707 0 0
−0.408 −0.408 0 0.8165

⎤
⎦

Fig. 3. Intersection of isochronous sets corresponding to Example 6.

The set of columns of B such that (Λ,bi) is control-
lable is Bc = {b1,b2}. After solving for the intersection
of isochronous sets for this case we get four regions par-
titioned by z2z3-plane and z1z3-plane as shown in Fig-
ure 6. There are two possible leaders: agent 1 and 2.
The time optimal leader corresponding to each partition
is marked in Figure 6. Let the given initial condition be
x0 = [2.0017 −2.2409 −0.8660 1.1052]T . The correspond-

ing z0 = [1 3 1]T . We see that this z0 lies in region corre-
sponding to node 2. Thus node 2 is the optimal leader.
To verify our results, we can use the computation discussed
in Section II-D, to actually calculate the minimum-time
feedback control for each leader. Clearly this is not required
to apply our algorithm for choosing the best leader, and
is included here just for illustration purposes. For initial
condition, x0 = [2.0017 −2.2409 −0.8660 1.1052]T (and

the corresponding z0 = [1 3 1]T ), we get Tmin(Λ,b1,z0) =
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2.27 seconds, whereas Tmin(Λ,b2,z0) = 2.049 seconds. This
verifies that the time optimal leader for the given ini-
tial condition is node 2. When initial condition x0 =
[1.872 −0.9564 −2.598 1.68]T then Tmin(Λ,b1,z0) = 1.39
seconds and Tmin(Λ,b2,z0) = 2.07 seconds. So for this case
node 1 is the optimal leader.

A method to synthesize time optimal feedback control
using implicit expression for the switching surfaces was
given in [22]. Using this method, we compute the time
optimal feedback for the leader agent (node 2). The time
domain plots of the resulting trajectories of the agents, with
initial condition x0 = [2.0017 −2.2409 −0.8660 1.1052]T ,
achieving consensus in minimum time are presented in figure
4. It is seen from the figure that consensus is achieved in
computed minimum time T ∗

min(L,x0) = 2.049.

0 0.5 1 1.5 2

−2

0

2

Time

S
ta

te
s

agent 1
agent 2 (leader)

agent 3
agent 4

Fig. 4. Simulation plot for Example 6

V. CONCLUSION

In this paper, we propose a novel algorithm for leader
selection in multi-agent networks based on the minimum
time required to reach consensus. Groebner basis calculation
is resource intensive and its complexity is the sole limitation
of the proposed algorithm. However, in this case, we show
that we need to compute the Groebner basis only once.
Online computation (after knowing the initial condition)
involves evaluation of a set of polynomials to determine the
partition in which the initial condition belongs to. The time
optimal leader is identified uniquely from this partition. The
actual time optimal feedback control to be implemented by
the selected leader can be computed using previously de-
veloped techniques. Due to the complexity of the associated
Groebner basis computation, this method is currently limited
to small groups of agents, and efforts to reduce complexity
are subjects of ongoing and future research.

REFERENCES

[1] W. Ren and R. W. Beard, Distributed Consensus in Multi-vehicle
Cooperative Control. Springer, 2008.

[2] M. Rubenstein, C. Ahler, and R. Nagpal, “Kilobot: A low cost
scalable robot system for collective behaviors,” in Proceedings of IEEE
International Conference on the Robotics and Automation (ICRA), pp.
3293–3298, 2012

[3] R. Olfati-Saber, J. A. Fax, and R. M. Murray, “Consensus and
cooperation in networked multi-agent systems,” Proceedings of the
IEEE, vol. 95, no. 1, pp. 215–233, 2007.

[4] Y.-Y. Liu, J.-J. Slotine, and A.-L. Barabási, “Controllability of complex
networks,” Nature, vol. 473, no. 7346, pp. 167–173, 2011.

[5] H. G. Tanner, “On the controllability of nearest neighbor interconnec-
tions,” in Proceedings of the 43rd IEEE Conference on Decision and
Control, (CDC), vol. 3. pp. 2467–2472, 2004.

[6] A. Rahmani, M. Ji, M. Mesbahi, and M. Egerstedt, “Controllability of
multi-agent systems from a graph-theoretic perspective,” SIAM Journal
on Control and Optimization, vol. 48, no. 1, pp. 162–186, 2009.

[7] S. Martini, M. Egerstedt, and A. Bicchi, “Controllability analysis of
multi-agent systems using relaxed equitable partitions,” International
Journal of Systems, Control and Communications, vol. 2, no. 1-3, pp.
100–121, 2010.

[8] F. Pasqualetti, S. Zampieri, and F. Bullo, “Controllability metrics,
limitations and algorithms for complex networks,” IEEE Transactions
on Control of Network Systems, vol. 1, no. 1, pp. 40–52, 2014.

[9] A. Clark, L. Bushnell, and R. Poovendran, “On leader selection for
performance and controllability in multi-agent systems,” in Proceed-
ings of the 51st IEEE Conference on Decision and Control (CDC).
pp. 86–93, 2012.

[10] A. Clark, B. Alomair, L. Bushnell, and R. Poovendran, “Minimizing
convergence error in multi-agent systems via leader selection: A su-
permodular optimization approach,” IEEE Transactions on Automatic
Control, vol. 59, no. 6, pp. 1480–1494, 2014.

[11] A. Clark and R. Poovendran, “A submodular optimization framework
for leader selection in linear multi-agent systems,” in Proceedings of
the 50th IEEE Conference on Decision and Control. pp. 3614–3621,
2011.

[12] T. H. Summers, F. L. Cortesi, and J. Lygeros, “On submodularity and
controllability in complex dynamical networks,” IEEE Transactions
on Control of Network Systems, vol. 3, no. 1, pp. 91–101, 2016.

[13] S. Patterson and B. Bamieh, “Leader selection for optimal network
coherence,” in Proceedings of the 49th IEEE Conference on Decision
and Control (CDC). pp. 2692–2697, 2010.

[14] S. Jafari, A. Ajorlou, A. G. Aghdam, and S. Tafazoli, “On the structural
controllability of multi-agent systems subject to failure: A graph-
theoretic approach,” in Proceedings of the 49th IEEE Conference on
Decision and Control (CDC). pp. 4565–4570, 2010.

[15] F. Lin, M. Fardad, and M. R. Jovanović, “Algorithms for leader selec-
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