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Algorithmic Issues in the Synthesis

of Dissipative Systems

MADHU N. BELUR1 AND HARRY L. TRENTELMAN2

ABSTRACT

In this paper we discuss algorithmic issues that arise in the problem of synthesis of dissipative systems. We

deal with linear differential systems that can be controlled only through a restricted set of variables called

the control variables. The main feature of this paper is that we assume the system dynamics to be specified

in the most general form: a latent variable representation. Starting from such a representation, we provide

concrete algorithms that finally fetch a controller to implement the desired behavior. Many other peripheral

algorithmic issues that crop up are also studied.

Keywords: Behaviors, dissipativity, strict dissipativity, quadratic differential forms, algo-
rithms, storage function, linear matrix inequalities.

1. INTRODUCTION AND NOTATION

The synthesis of dissipative system behaviors wedged in between two given behaviors

and satisfying certain maximality requirements has been studied in [1, 2]. In these

references, necessary and sufficient conditions were given for the existence of such

behaviors. In this paper we deal with algorithms for the verification of these existence

conditions. Further, for the case that these conditions are satisfied, we describe

constructive algorithms to compute such controlled behaviors. We also consider

issues concerning the synthesis of strictly dissipative behaviors and the related

algorithms.

The paper is structured as follows. In the remainder of this section we introduce the

necessary notation. In Section 2 we deal with linear differential systems, and review

the problem of synthesis of dissipative systems. We discuss only the basic definitions

there in order to be able to formulate the synthesis problem that has been treated in
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full detail in [1]. After a brief motivation for this problem we move over to a review of

quadratic differential forms in Section 3. Section 4 contains additional material

necessary for stating the main propositions from [1] and [3] on the dissipative

synthesis problem and the strictly dissipative synthesis problem. These propositions

follow in Section 5. In that section we also give a step-by-step procedure both for the

verification of the existence conditions, and for the construction of a required

controlled behavior (in case the conditions are satisfied). Some of these steps require

auxiliary algorithms themselves and these related algorithms have been collected in

Section 6. Section 7 deals with algorithms related to the concept of orthogonality.

Storage functions play a central role in the theory of dissipative systems and their

computation can be cast into solving a linear matrix inequality, and into a spectral

factorization problem. This has been studied in Sections 8 and 9, respectively.

The notation we use is standard. We use R to denote the field of real numbers and C

to denote the complex plane. Rn and Rn1 �n2 are the obvious extensions to vectors and

matrices respectively. When specification of the row dimension is unnecessary, or if

the context clarifies it, we use R��n2 . We typically use the superscript w (for example,

Rw) when a generic element w has w components. R½�� denotes the ring of

polynomials in the indeterminate � with coefficients in R, while R½�; �� is the

corresponding ring in two (commutative) indeterminates. We use Rw�w½�� and

Rw�w½�; �� to denote the sets of matrices with entries from the above rings. The space

of infinitely often differentiable functions with domain R and co-domain Rn is

denoted by C1ðR;RnÞ, and its subspace of compactly supported elements by

DðR;RnÞ. When the domain and co-domain are clear from the context we shall use D

instead of DðR;RnÞ. We use rowdimðMÞ to indicate the row dimension of a matrix M

and just dimðMÞ if M is a vector or a square matrix. We frequently need to stack

matrices with the same column dimension into a column. When we do this within text,

for improved readability we use the operator ‘col’, i.e. colðM1;M2Þ :¼ ½MT
1 MT

2 �
T
.

2. BEHAVIORS

The behavior B of a linear differential system is a subspace B 
 C1ðR;RwÞ such

that, for some polynomial matrix R 2 Rg�w½��, we have B ¼
�

w 2 C1ðR;RÞwÞ
��

R
�

d
dt

�
w ¼ 0

�
. If this holds, then R is said to induce a kernel representation of B.

We use Lw to denote the set of such behaviors. We shall often restrict ourselves to a

subset of Lw, namely the controllable behaviors. Roughly speaking, a controllable

behavior is a behavior in which for any two of its elements there exists a third element

which coincides with the first one on the past and the second one on the future (for

details, see [4]). Lw
cont denotes this subset of controllable behaviors. Given a behavior

B 2 Lw, if w 2 B then it is possible to choose some of the components of w to be any

function in C1ðR;RÞ. The maximal number of such components (called free
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components) is called the input cardinality of B, and is denoted by mðBÞ. Given a

nonsingular matrix � 2 Rw�w such that � ¼ �T , we denote its signature by

signð�Þ ¼ ð�þð�Þ; ��ð�ÞÞ, where, �þð�Þ and ��ð�Þ are the number of positive and

negative eigenvalues of �, respectively. � defines a quadratic form wT�w on Rw. We

call a behavior B 2 Lw
cont dissipative with respect to the quadratic form wT�w (or, �-

dissipative) if
R

R
wT�wdt  0 for all w 2 B \D. Half-line dissipativity on R� plays

an important role in stability issues: B 2 Lw
cont is called �-dissipative on R� ifR 0

�1 wT�wdt  0 for all w 2 B \D. Strict dissipativity is defined as follows. B is

strictly �-dissipative if there exists an � > 0 such that
R

R
wT�wdt  �

R
R

wTwdt for

all w 2 B \D. Strict dissipativity on R� is defined analogously. Additional material

on dissipativity with respect to general quadratic differential forms follows in the next

section, Section 3.

The main purpose of this paper is to describe algorithms concerning the following

two problems. Let � ¼ �T 2 Rw�w be nonsingular and let N ;P 2 Lw
cont be such that

N 
 P. The first problem whose algorithmic issues we want to study is the problem

of dissipative system synthesis: find K 2 Lw
cont such that:

� N 
 K 
 P,

� K is �-dissipative on R�,

� mðKÞ ¼ �þð�Þ.

The second problem for which we want to develop algorithms is the problem of

strictly dissipative system synthesis: find such aK 2 Lw
cont that is strictly �-dissipative

on R�, instead of just �-dissipative on R�.

We call a K having these desired properties a controlled behavior. P is called the

plant behavior and is specified by a plant to be controlled. We wish to restrict this

plant behavior to a desired sub-behavior K by means of control. Imposing N 
 K is

equivalent to ensuring that K is implementable through a set of variables called the

control variables, which are different from the w-variables that we are actually

interested in controlling. The controlled behavior is a result of interconnection of the

plant with the controller as depicted in Figure 1. This has been studied in [1] and we

will return to this issue later in this section.

Fig. 1. Plant and controller interconnection.
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K being �-dissipative is the basic control design specification, and depending on

the particular choice of �, this has important consequences. For example, if

w ¼ ðd; f Þ and if � is chosen as � ¼
h

Id 0

0 �If

i
then we exactly obtain the familiar

H1-disturbance attenuation design problem. Half-line dissipativity takes care of the

required stability of f when the exogenous disturbances d are equal to zero. This has

been explained in detail in [2]. It has also been shown there that a system being

passive is equivalent to the behavior being dissipative with respect to � of the

form
h

0 I

I 0

i
. Hence designing a controller that renders a system passive is

equivalent to the above synthesis problem with this particular �. The input-cardinality

condition on K is a liveness requirement. In the H1 problem it assures that the

exogenous disturbances remain free. Also in the synthesis of passive systems it has an

important interpretation, see [2].

We now introduce some additional notions that are needed to state the main

propositions from [1] and [3] on the existence of K satisfying the conditions of the

dissipative system synthesis problem, and the strictly dissipative system synthesis

problem formulated above. After stating these propositions, we will deal with

algorithmic issues to compute a required K.

We have defined a behavior as the kernel of a polynomial differential operator.

Often, we encounter behaviors that are not represented as a kernel. Let

R;M 2 R���½��, and

B ¼
	

w 2 C1ðR;RwÞ
����9 ‘ 2 C1ðR;R1Þ such that R



d

dt

�
w ¼ M



d

dt

�
‘

�
:

By the elimination theorem (see [4], Chapter 6) the set defined above is indeed a

behavior in the sense we have defined. A representation of B like the one above is

called a latent variable representation (with ‘ as the latent variable). The full behavior

Bfull 2 Lwþl is the set of all ðw; ‘Þ that satisfy the equation R
�

d
dt

�
w ¼ M

�
d
dt

�
‘.

Further, controllable behaviors admit latent variable representations of a special kind:

namely latent variable representations with Rð�Þ ¼ I, i.e. B ¼ fw 2 C1ðR;RwÞj
9‘ 2 C1ðR;R1Þ such that w ¼ M

�
d
dt

�
‘g. Such representations are called image

representations. In a latent variable representation the latent variable ‘ is said to be

observable from the manifest variable w if ðw; ‘1Þ; ðw; ‘2Þ 2 Bfull implies ‘1 ¼ ‘2. In

this case we refer to the representation as an observable latent variable representation

of B. When a behavior B is not controllable, we often deal with its controllable part:

Bcont. Bcont is the largest controllable behavior contained in B.

A latent variable representation of B 2 Lw is called a state representation if the

latent variable (denoted here by x) has the property of state, that is, if ðw1; x1Þ,
ðw2; x2Þ 2 Bfull are such that x1ð0Þ ¼ x2ð0Þ then ðw1; x1Þ ^ ðw2; x2Þ, their concatena-

tion at t ¼ 0, satisfies the equations of Bfull in a weak sense (i.e., in a distributional
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sense). We call such an x a state for B. A state map for B is a differential operator

X
�

d
dt

�
(induced by X 2 R��w½��) such that X

�
d
dt

�
w is a state for B. A state map

X 2 R��w½�� is minimal if every other state map has at least as many rows as those of

X, and this minimal number of rows is called the McMillan degree of B, denoted by

nðBÞ. A minimal state map X
�

d
dt

�
is also trim, i.e. for all a 2 RnðBÞ, there exists a

w 2 B such that
�
X
�

d
dt

�
w
�
ð0Þ ¼ a. This is equivalent to the behavior X

�
d
dt

�
B being

trim: a behavior B 2 Lw is called trim if for all a 2 Rw there exists a w 2 B such that

wð0Þ ¼ a.

We now return to the problem we are studying. The plant in Figure 1 consists of

variables w (the to-be-controlled variables) and c (the control variables). Usually, we

have the full plant behavior Pfull 2 Lwþc given by a latent variable representation:

Rw



d

dt

�
wþ Rc



d

dt

�
cþ R‘



d

dt

�
‘ ¼ 0: ð1Þ

Here, ‘ is a latent variable that comes in as a result of the modeling process of the

plant. P is the manifest plant behavior and is the set of trajectories the w variable can

assume. P is obtained from Pfull by eliminating c. For the part concerning algorithms,

we will try as much as possible to assume that Pfull is represented in this most general

form [Equation (1)], and to describe algorithms starting from this representation.

A controller brings about a restriction in the plant behavior by introducing

additional laws. This restriction is brought about through only the control variables c,

that is, we are trying to shape the w trajectories through the c variables. A given

behavior K 2 Lw is called implementable if it can be obtained from Pfull by putting

restrictions on c, i.e. if there exists C 2 Lc such that:

K ¼ fw 2 C1ðR;RwÞj9 c such that ðw; cÞ 2 Pfull and c 2 Cg: ð2Þ

To what extent this is possible is expressed by the condition N 
 K 
 P. Here N is

called the hidden behavior and is defined as:

N :¼ fw 2 C1ðR;RwÞj9 ‘ such that ðw; 0; ‘Þ satisfies Equation (1)g:

In other words, w 2 N , ðw; 0Þ 2 Pfull. It has been proven in [1] that K 2 Lw is

implementable if and only if N 
 K 
 P. This is the reason why we have the

condition N 
 K 
 P in the problem formulation.

3. QUADRATIC DIFFERENTIAL FORMS

This section contains a brief review of bilinear differential forms and quadratic

differential forms. Let � 2 Rw1 �w2 ½�; ��. Such a polynomial matrix can be expressed

as a finite sum �ð�; �Þ ¼ �k;‘0�k‘�
k�‘ with �k‘ 2 Rw1 �w2 its coefficient matrices.
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Let B1 2 Lw1 and B2 2 Lw2 . Then, � induces the map L� : B1 � B2 ! C1ðR;RÞ
defined by L�ðw1;w2Þ :¼

P
k;‘0

�
dk

dtk w1

�T
�k‘

�
d‘

dt‘
w2

�
. We call this the bilinear

differential form (BDF) on B1 � B2 induced by � and denote it by L�jB1 �B2
. When

w1 ¼ w2 ¼ w and B 2 Lw, � also induces the map Q� : B ! C1ðR;RÞ defined by

Q�ðwÞ :¼ L�ðw;wÞ. We call this map the quadratic differential form (QDF) on B

induced by � and denote it by Q�jB. Define the � operator by ��ð�; �Þ :¼ �ð�; �ÞT.

When considering QDF’s it is sufficient to consider �’s that are symmetric, that is,

those that satisfy � ¼ ��. For a symmetric �, we also speak of the degree of �, which

is the highest power of � (and �) that appears in � with a nonzero coefficient.

Henceforth, unless otherwise specified, the two variable polynomial matrices that will

appear in this paper shall be assumed to be symmetric. For QDF’s we have the

important notion of non-negativity. Let B 2 Lw and � 2 Rw�w½�; ��. We call the QDF

Q� non-negative on B (and denote it by Q�jB  0) if Q�ðwÞðtÞ  0 for all t 2 R and

w 2 B. The quadratic form Rw induced by the matrix S ¼ ST 2 Rw�w is a special case

of a QDF. We shall also use jwj2S to denote wT Sw, and when S ¼ I the subscript is often

dropped.

If B 2 Lw and � 2 Rw�w½�; �� then � (assumed symmetric) can be expressed as

�ð�; �Þ ¼ FT
þð�ÞFþð�Þ � FT

�ð�ÞF�ð�Þ, with F ¼ colðFþ;F�Þ 2 R��w½��, such that

F
�

d
dt

�
B is trim. Such a factorization of � is called a canonical factorization on B. It

yields the signature and the rank of Q�jB by defining signðQ�jBÞ :¼ ðrowdimðF�Þ,
rowdimðFþÞÞ and rankðQ�jBÞ :¼ rowdimðFÞ. Q�jB can then be expressed as

Q�ðwÞ ¼
��Fþ� d

dt

�
w
��2 � ��F�� d

dt

�
w
��2, for w 2 B.

4. DISSIPATIVITY

In Section 2 we have reviewed dissipativity with respect to QDF’s of the form jwj2�,

with � ¼ �T constant. Dissipativity with respect to arbitrary QDF’s is defined as

follows. Let � 2 Rw�w½�; �� and B 2 Lw
cont. B is said to be dissipative with respect to

Q� (or briefly, �-dissipative) if
R

R
Q�ðwÞ dt  0 for all w 2 B \D. B is said to be �-

dissipative on R� if
R 0

�1 Q�ðwÞ dt  0 for all w 2 B \D. Dissipativity on Rþ is

defined analogously.

For a behavior B 2 Lw
cont and � 2 Rw�w½�; ��, we say that � ¼ �� 2 Rw�w½�; ��

induces a storage function Q� for B with respect to Q� if the dissipation inequality
d
dt

Q�ðwÞ � Q�ðwÞ is satisfied for all w 2 B. It has been shown in [5] that existence of

a storage function is equivalent to �-dissipativeness of B. Moreover, B is �-

dissipative on R� if and only if there exists a storage function Q� that, in addition,

satisfies Q�jB  0. Analogously, B is �-dissipative on Rþ if and only if there exists a

nonpositive storage function Q�. In [6] it was established that every storage function

is a state function, i.e. if X 2 Rn�w½�� induces a state map for B, then associated with

any storage function Q� there exists a K 2 Rn�n such that Q�ðwÞ ¼
��X� d

dt

�
w
��2
K

for
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all w 2 B. Storage functions are not unique. However, there exist a maximal one Q�þ

and a minimal one Q�� between which every storage function Q� lies, that is, for all

w 2 B: Q��ðwÞ � Q�ðwÞ � Q�þðwÞ.
Finally, we review the notion of �-orthogonality of two behaviors. B1;B2 2 Lw

cont

are called �-orthogonal if
R

R
wT

1�w2dt ¼ 0 for all ðw1;w2Þ 2 ðB1 � B2Þ \D. For

such B1 and B2 there exists a � 2 Rw�w½�; �� such that d
dt

L�ðw1;w2Þ ¼ wT
1�w2 for

all ðw1;w2Þ 2 B1 � B2. We call this BDF L� the ½ðB1;B2Þ; �� adapted bilinear

differential form. The �-orthogonal complement B?� of a behavior B 2 Lw
cont is

defined as follows:

B?� :¼
	

w 2 C1ðR;RwÞ
���� Z

R

wT�vdt ¼ 0 for all v 2 B \D

�
: ð3Þ

For � ¼ I we obtain the ordinary orthogonal complement of B, and this behavior is

denoted by B?
.

5. PROBLEM SOLUTION AND CONSTRUCTION OF K

Equipped with what has been described up to now, we state the following proposition

from [1] which gives necessary and sufficient conditions for the existence of a

behavior K satisfying the properties required in the dissipative system synthesis

problem stated in section 2. Given N and P 2 Lw
cont with N 
 P, let L�ðN ;P?� Þ

be the

½ðN ;P?�Þ; �� adapted bilinear differential form.

Proposition 1 A behavior K 2 Lw
cont with the properties required in the dissipative

system synthesis problem exists if and only if the following conditions are satisfied:

1. N is �-dissipative,

2. P?� is ð��Þ-dissipative,

3. the coupling QDF

Qcplðw1;w2Þ :¼ Q�þN
ðw1Þ � Q��

P?�
ðw2Þ þ 2L�ðN ;P?� Þ

ðw1;w2Þ ð4Þ

satisfies QcpljN �P?�  0.

Here, �þN ;�
�
P?� 2 R

w�w½�; �� induce the largest and the smallest storage functions

for N and P?� as �-dissipative and ð��Þ-dissipative systems, respectively.

Necessary and sufficient conditions for the strictly dissipative system synthesis

problem (stated in Section 2) are given in the following proposition from [3].

Proposition 2 A behavior K 2 Lw
cont with the properties required in the strictly

dissipative system synthesis problem exists if and only if the following conditions
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are satisfied:

1. N is strictly �-dissipative,

2. P?� is strictly ð��Þ-dissipative,

3. the coupling QDF Qcpl defined in equation (4) satisfies the following two

properties:

(i) QcpljN �P?�  0 and

(ii) rankðQcpljN �P?� Þ ¼ nðN Þ þ nðPÞ.

It has been explained in [1] and [3] that the conditions on the coupling QDF in the

above propositions is akin to the coupling of the solutions of the algebraic Riccati

equations that first appeared in [7].

We now give a step-by-step procedure to compute K. We split the algorithm into

two parts. First we deal with verification of the conditions for the existence ofK. Next

we look at computation of a suitable K and of a controller C 2 Lc that implements K
with respect to Pfull.

5.1. Verification of the Conditions

Step 1. Given N and �, verify if N is (strictly) �-dissipative. An algorithm for this

will be described in Section 8. WhenN is given in image representation w ¼ M
�

d
dt

�
‘,

then �-dissipativity of N is equivalent to non-negativity the MTð�i!Þ�Mði!Þ for all

! 2 R. For N expressed in more general representations, we refer to algorithm 8 in

Section 8. If dissipativity holds, we compute the maximal storage function Q�þN
.

Algorithms for this also will be described in Section 8. For the strict dissipativity

synthesis problem, we use a modification of algorithm 8 (in Section 8) as explained in

the remark following it, to compute the maximal �1 such that N is dissipative with

respect to �� �1I. This �1 will be used in Step 8 of the present procedure.

Step 2. Given P and �, compute a representation of P?� . If P is represented by an

observable image representation w ¼ M
�

d
dt

�
‘ then P?� is given in kernel rep-

resentation MT
�
� d

dt

�
�w ¼ 0. For more general representations of P, we refer to the

remark after lemma 6 in Section 7, specifically Equation (10), to compute a rep-

resentation of P?� .

Step 3. Given P?� and �, verify if P?� is (strictly) ð��Þ-dissipative. If this

dissipativity fails, the algorithm ends, since ð��Þ-dissipativity of P?� is a necessary

condition. If dissipativity holds, compute the minimal storage function Q��
P?�

. We also

compute the maximal �2 such that P?� is dissipative with respect to��� �2I. This �2

will also be used in Step 8 of the present procedure.

Step 4. Given �;N ; and P?� , compute the ½ðN ;P?�Þ; ��-adapted bilinear differ-

ential form L�ðN ;P?� Þ
. If N and P?� are given by observable image representations
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w1 ¼ M1

�
d
dt

�
‘1 and w2 ¼ M2

�
d
dt

�
‘2, respectively, then the associated two-variable

polynomial matrix should be taken as �ðN ;P?� Þð�; �Þ ¼
MT

1
ð�Þ�M2ð�Þ
�þ� . Note that �ðN ;P?� Þ

need not be symmetric. For algorithms about carrying out this computation we refer to

Sections 6.5 and 7.

Step 5. Verify the non-negativity of the coupling QDF Qcpl defined in Equation (4)

for w1 2 N and w2 2 P?� . To verify the non-negativity of this QDF we factor it

canonically and then check if ��ðQcpljN �P?� Þ ¼ 0. This can be done using state

maps as explained in Step 6 below. Non-negativity of the QDF is necessary for the

existence of a K.

5.2. Computation of a Controlled Behavior K

Step 6. Compute matched pairs of minimal state maps ðXN ; ZN Þ and ðXP ; ZPÞ for

ðN ;N?Þ and ðP;P?Þ, respectively. A definition of matched pairs and an algorithm

for computing them will be given in Subsection 7.1. If ZN
�

d
dt

�
is a state map for N?

then ZN
�

d
dt

�
� is a state map for N?�. Similarly, ZP

�
d
dt

�
� is a state map for P?�.

Step 7. As described in Section 4 the fact that every storage function is a state func-

tion allows us to use a state map of a behavior to associate a constant matrix to a sto-

rage function of the behavior. An adapted bilinear differential form also turns out to be

a bilinear function of the states of the two �-orthogonal behaviors (see [1], corollary

11). We use the state maps obtain in Step 6 to compute the matrices KþN , K�P?� and L

corresponding to Q�þN
, Q��

P?�
and L�ðN ;P? Þ

, respectively. Procedures to compute the

matrices KþN and K�P?� will be discussed in Subsection 6.4 and computation of L

will be discussed in Section 7. We form the matrix K ¼ KT defined by:

K ¼ KþN L

LT �K�P?�

� �
:

Using K we compute Qcpl, which is induced by �cpl 2 R2w�2w½�; �� defined by:

�cplð�; �Þ ¼
XN ð�Þ
ZPð�Þ

� �T

K
XN ð�Þ
ZPð�Þ

� �
:

Non-negativity of the QDF Qcpl on N � P?� is then equivalent to K  0. The

conditions ðiÞ and ðiiÞ on this QDF appearing in proposition 2 on the strict

dissipativity synthesis problem, are equivalent to K > 0. We continue this algorithm

only for the case K > 0, although for the existence of a nonstrictly dissipative K, the

condition K  0 is sufficient.

Step 8. For the strict dissipativity synthesis problem we need some additional work.

We use the �1 and �2 computed in Step 1 and 3, respectively. Take 0 < � < minð�1; �2Þ
and recompute �þN ;� and ��P?� ;� that induce storage functions for N and P?� as
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�� �I and ��� �I-dissipative systems, respectively. The matrix K� is recomputed

this way and � is chosen sufficiently small so that K� > 0 too. The fact that there exists

such an � > 0 has been studied in [3]. The precise choice of � depends on the

eigenvalues of K. We proceed further with this �. For the nonstrict dissipativity

synthesis problem one can continue the rest of this section assuming � ¼ 0.

Step 9. Factor

jw3j2���I �
d

dt

���� ZN
�

d
dt

�
�w3

XP
�

d
dt

�
w3

� �����2
K�1
�

¼
����Fþ
 d

dt

�
w3

����2 � ����F�
 d

dt

�
w3

����2
for w3 2 P \N?�, with F

�
d
dt

�
ðP \ N?�Þ trim, where F ¼ colðFþ;F�Þ. Trimness

and canonical factorization will be discussed in Subsections 6.2 and 6.3.

Step 10. DefineF0 as the behavior
�

w3 2 P \ N?�
��F�� d

dt

�
w3 ¼ 0

�
. We are actually

interested in F :¼ F0cont, the controllable part of F0. An algorithm to compute a

representation for the controllable part of a behavior will be discussed in Subsection 6.1.

Step 11. The behavior K defined by K :¼ N þ F satisfies all the conditions in the

problem formulation. The proof of this is the subject of [1] for the nonstrictly

dissipative case and of [3] for the strictly dissipative case.

5.3. Computation of a Controller

Step 12. It remains to find a controller C 2 Lc that implements K 2 Lw with respect

to Pfull. Given K and Pfull, we define a controller C0 2 Lc by:

C0 :¼ fc 2 C1ðR;RcÞj9w such that ðw; cÞ 2 Pfull and w 2 Kg: ð5Þ
It has been proved in [8] that this C0 implements K if and only if N 
 K 
 P. The

controller C0 has been called the canonical controller.

Step 13. Let Pfull be given in latent variable representation Rw

�
d
dt

�
wþ Rc

�
d
dt

�
cþ

R‘
�

d
dt

�
‘ ¼ 0 with latent variable ‘. Then the hidden behavior N is given by the latent

variable representation Rw

�
d
dt

�
wþ R‘

�
d
dt

�
‘ ¼ 0. Equation (9) in subsection 7.2 is

useful to compute a latent variable representation of N 00
such that N?� ¼ N 00

cont. We

define F00 :¼ P \ ker
�
F�

�
d
dt

��
\ N 0

, and F00 has the following latent variable

representation (latent variables ðc1; ‘1; ‘2Þ and manifest variable w1):

Rw

�
d
dt

�
F�

�
d
dt

�
I

0

2664
3775w1 ¼

�Rc

�
d
dt

�
�R‘

�
d
dt

�
0

0 0 0

0 0 ��1RT
w

�
� d

dt

�
0 0 RT

‘

�
� d

dt

�
2664

3775 c1

‘1

‘2

24 35: ð6Þ

By statement 1 of lemma 4 in Subsection 6.1 below, we infer that F00cont ¼ F . We

defineK0 :¼ N þF00 and using statement 2 of the same lemma, we obtainK0cont ¼ K.
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We get the following latent variable representation for K0 with manifest variable w2:

Rw

�
d
dt

�
w2 ¼ Rw

�
d
dt

�
w1 � R‘

�
d
dt
Þ‘3 where w1 2 F00.

Step 14. We use K0 to compute a latent variable representation for the canonical

controller C0 2 Lc similar to Equation (5), but with K replaced by K0. Note that

because the equations of Pfull were included in Equation (6), we also have

N 
 K0 
 P. Hence C0 obtained here is a canonical controller that implements K0.
Equations (5) and (6) result in the following latent variable representation of C0:

�Rc

�
d
dt

�
0

0

0

0

0

2666666664

3777777775
c¼

Rw

�
d
dt

�
0 0 R‘

�
d
dt

�
0 0 0

Rw

�
d
dt

�
�Rw

�
d
dt

�
R‘
�

d
dt

�
0 0 0 0

0 Rw

�
d
dt

�
0 0 Rc

�
d
dt

�
R‘
�

d
dt

�
0

0 F�
�

d
dt

�
0 0 0 0 0

0 �I 0 0 0 0 ��1RT
w

�
� d

dt

�
0 0 0 0 0 0 RT

‘

�
� d

dt

�

26666666664

37777777775

w2

w1

‘3

‘4

c1

‘1

‘2

2666666666664

3777777777775
:

In this latent variable representation of C0 the manifest variable is c, and the latent

variables are ‘1; ‘2; ‘3; ‘4; c1;w1 and w2. We now take C :¼ C0cont, the controllable part

of C0, and it turns out that C implements K. This has been shown in the remark

following lemma 5 in Subsection 6.1. Computation of the controllable part of a

behavior is done using the algorithm discussed in the same subsection.

This completes the algorithm to compute a controller that renders a plant

dissipative or strictly dissipative.

6. RELATED ALGORITHMS

In the previous section we have given a broad outline of the procedure to compute a

controlled behavior. The necessary auxiliary algorithmic issues are discussed in the

present and the following sections.

6.1. Controllable Part of a Behavior

We often encounter the situation when a behavior is not controllable but we are

interested in its controllable part. For B 2 Lw, we already defined its controllable part

Bcont to be the largest controllable behavior contained in B. It has the same input

cardinality as B. Let B 2 Lw have a minimal kernel representation R
�

d
dt

�
w ¼ 0. (A

kernel representation of B induced by R 2 Rp�w½�� is said to be minimal if every

other kernel representation of B has at least p rows. The representation is minimal if

and only if rankðRÞ ¼ p.) For such a minimal kernel representation of B,
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mðBÞ ¼ w� rankðRÞ ¼ w� p. We compute an image representation for Bcont as

follows. We write R in its Smith form using unimodular matrices U;V 2 R���½�� such

that URV ¼ ½S 0� with S nonsingular and diagonal. We define M 2 Rw�mðBÞ½�� as

the last mðBÞ columns of V , that is, M :¼ V
h

0
I

i
where the identity matrix I has

dimension mðBÞ. This image representation is observable. More generally, let

Bfull 2 Lwþl and let ðBfullÞcont have an image representation (with latent variable k):

w

‘

� �
¼ Mw

�
d
dt

�
M‘

�
d
dt

�� �
k:

If B 2 Lw is obtained from Bfull by eliminating ‘, then Bcont has an image

representation w ¼ Mw

�
d
dt

�
k. But this representation need not be observable.

We now state some results concerning the controllable part of a behavior. These

results were used in Section 5 in the computation of controllers.

Lemma 3 Let B1;B2 2 Lw be such that B1 
 B2 and mðB1Þ ¼ mðB2Þ. Then we

have B1
cont ¼ B2

cont.

The above lemma is just another way of stating the following. Let R1;R2 2 Rg�w½��
and F 2 Rg�g½��. Suppose FR1 ¼ R2 and suppose F is nonsingular. Though they

need not have full rank, R1 and R2 have the same rank because F is nonsingular.

Hence the kernels of R1

�
d
dt

�
and R2

�
d
dt

�
have the same input cardinality. The above

lemma asserts that their controllable parts are equal. The following lemma relates to

how intersection and addition of behaviors affects the controllable parts.

Lemma 4 Let B1;B2 2 Lw. Then

1. ðB1 \B2Þcont ¼ ðB
1
cont \B2

contÞcont;

2. ðB1 þB2Þcont ¼ B1
cont þB2

cont.

We use this lemma to prove the following result concerning implementability. We

need the following result to justify why we could proceed with K0 instead of K while

constructing a controller in Subsection 5.3.

Lemma 5 Let Pfull 2 Lwþc. Let C1; C2 2 Lc implement K1; K2 2 Lw respectively.

Then C1
cont ¼ C2

cont implies that K1
cont ¼ K2

cont. In particular, if C 2 Lc implements

K 2 Lw and K is controllable, then Ccont also implements K.

Using this lemma we shall explain why in Subsection 5.3 it is possible to find a

canonical controller C0 using K0 and then to take C :¼ C0cont, instead of using K to

obtain the canonical controller C0. Comparing Equations (5) (in Subsection 5.3) and

(2) (in Section 2), we note thatK and C have switched roles. From Equation 5, we can

say K implements its canonical controller C0 through Pfull. Similarly, K0 implements

its canonical controller C0. Using lemma 5 with the roles of C and K reversed, we
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obtain that K0cont ¼ K ) C0cont ¼ C0
cont. Further, because N 
 K 
 P and

N 
 K0 
 P, C0 implements K, and C0 implements K0. Hence using lemma 5 again,

we infer that both C0 and C0
cont implement K. Thus it is sufficient to start with K0,

obtain C0 and then take C :¼ C0cont as a controller that implements K through Pfull. The

important reason that this has worked is that the desired K is controllable.

6.2. Trimness

We discuss here some algorithmic issues related to the notion of trimness that has

been defined in Section 2. It can be shown that a behavior B 2 Lw is trim if and only

if:

ð� 2 Rw and �T w ¼ 0 for all w 2 BÞ ) � ¼ 0: ð7Þ

Let N 0 denote the zeroth order annihilators (i.e., static relations) of B: N 0 :¼
fn0 2 R1�wjn0B ¼ 0g.N 0 can be computed as follows. Let B be given by a minimal

kernel representation R
�

d
dt

�
w ¼ 0. We assume R is row reduced. (If R is not row

reduced then we premultiply R by a suitable unimodular matrix to obtain row

reducedness.) We refer to [9, Section 6.3] for a definition of row reducedness. One can

show that B is trim if and only if there are no zeroth order rows in R. If there are any

zeroth order rows then these rows generateN 0. Equation (7) is equivalent toN 0 ¼ 0.

If B 2 Lw is not trim, there exist a matrix S 2 Rw�v (with v < w) and a trim behavior

B0 2 Lv such that B ¼ SB0
. Such an S and B0

can be computed as follows. Construct

N0 2 R��w from the zeroth order rows of R. Then we take for S a matrix whose

columns form a basis for the kernel of N0. S has full column rank (say v) and we

compute a left inverse Sy of S and define B0 2 Lv by B0 ¼ SyB. If B 2 Lw
cont is given

by an observable image representation, then checking the trimness of B can be

reformulated into checking the rank of a certain constant matrix as explained below.

6.3. Canonical Factorization of QDF’s

In Section 3 canonical factorization of QDF’s was defined. Here we discuss how we

obtain such a factorization. We first deal with one variable polynomial matrices. For an

F 2 Rp�q½��, we define the constant matrix matðFÞ, called the coefficient matrix of F,

as follows. We write out the finite sum Fð�Þ ¼
P

k0 Fk�
k and define matðFÞ ¼

½F0 F1 % % %Fk % % %�. For this constant matrix matðFÞ we have Fð�Þ ¼ matðFÞ
colðI; I�; . . . ; I�k; . . .Þ where the I’s are identity matrices of dimension q. Trimness

of the behavior B with image representation w ¼ F
�

d
dt

�
‘ is equivalent to linear

independence over R of the rows of F. This is further equivalent to full row rank of

matðFÞ.
We now come to two variable polynomial matrices. Given a � 2 Rw1 �w2 ½�; ��, we

use a similar procedure to define its coefficient matrix matð�Þ. We first write out the
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finite sum �ð�; �Þ ¼
P

k;‘0 �k‘�
k�l and then form the infinite block matrix matð�Þ

with �k‘ at the ðk þ 1; ‘þ 1Þth position, that is,

matð�Þ ¼

�00 �01 % % % �0‘ % % %
�10 �11 % % % �1‘ % % %
..
. ..

. . .
. ..

. ..
.

�k0 �k1 % % % �k‘ % % %
..
. ..

.
% % % ..

. . .
.

2666664

3777775: ð8Þ

Note that only a finite number of entries of matð�Þ are nonzero. � 2 Rw�w½�; �� is

symmetric if and only if matð�Þ is. In this case we factor matð�Þ into �T
þ�þ�

�T
��� with colð�þ;��Þ surjective. We have signðmatð�ÞÞ ¼ ðrowdimð��Þ;

rowdimð�þÞÞ ¼ signðQ�Þ. More generally, when we have a behavior B 2 Lw
cont with

an observable image representation w ¼ M
�

d
dt

�
‘, we define �0 2 Rl�l½�; �� by

�0ð�; �Þ ¼ MTð�Þ�ð�; �ÞMð�Þ. Then Q�ðwÞ ¼ Q�0 ð‘Þ whenever w ¼ M
�

d
dt

�
‘. We

can factorize�0 canonically on C1ðR;RlÞ as, say, Q�0 ð‘Þ ¼
��F0þ� d

dt

�
‘
��2 � ��F0�� d

dt

�
‘
��2.

By defining Fþ and F� by Fþ ¼ F0þMy and F� ¼ F0�My where My is a polynomial

left inverse of M, Q�ðwÞ ¼
��Fþ� d

dt

�
w
��2 � ��F�� d

dt

�
w
��2 is then a canonical factoriza-

tion of Q� on B. This has been discussed in [5].

6.4. Storage and State

Let � 2 Rw�w½�; �� and B 2 Lw
cont be �-dissipative. The existence of a storage

function Q� has been discussed in Section 4. We now relate Q� to the state of the

behavior. It has been established in [6] that every storage function Q� is a function of

the state of B. In particular, if X 2 Rn�w½�� induces a minimal state map for B, � can

be expressed as �ð�; �Þ ¼ XTð�ÞKXð�Þ for a suitable symmetric matrix K 2 Rn�n.

Such a K can be computed as follows. We first obtain a factorization of �, such that it

is canonical on B, into �ð�; �Þ ¼ FTð�ÞK 0Fð�Þwith dimðK 0Þ ¼ rankð�jBÞ ¼ r (say).

Let w ¼ M
�

d
dt

�
‘ be an observable image representation of B. We compute matðFMÞ

and matðXMÞ, the coefficient matrices associated with FM and XM. Since X
�

d
dt

�
B is

trim, matðXMÞ has full row rank. Let S 2 R��n be a right inverse of matðXMÞ. The K

we are looking for can be defined as K :¼ ST matðFMÞT K 0 matðFMÞS.

6.5. Storage Function for Lossless Behaviors

Losslessness is a special case of dissipativity. Let � 2 Rw�w½�; ��. A behavior

B 2 Lw
cont is called �-lossless if

R
R

Q�ðwÞ ¼ 0 for all w 2 B \D. We explore the

construction of the storage function when the behavior is lossless. The storage

function in this case is essentially unique, i.e. any two storage functions coincide on
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the given behavior. The algorithm to compute the storage function involves

straightforward manipulations of one variable polynomial matrices.

Assume initially B ¼ C1ðR;RwÞ. Given� 2 Rw�w½�; ��, we define @� 2 Rw�w½��
by @�ð�Þ :¼ �ð��; �Þ. It has been shown in [5] that �-losslessness of B is equivalent

to @� ¼ 0, and to the existence of a � 2 Rw�w½�; �� such that d
dt

Q�ðwÞ ¼ Q�ðwÞ for

all w 2 B. We now discuss the computation of such a �. Let the operator
� : Rw1 �w2 ½�; �� ! Rw1 �w2 ½�; �� be defined as P

�
ð�; �Þ :¼ ð� þ �ÞPð�; �Þ. It is easily

seen that d
dt

Q�ðwÞ ¼ Q
�
� ðwÞ. Also, it is clear that for a � 2 Rw�w½�; ��, there exists a

� 2 Rw�w½�; �� such that �
�
¼ � if and only if @� ¼ 0. The following algorithm gives

such a �. Write �ð�; �Þ ¼ 0ð�Þ þ �1ð�Þ þ % % % þ �nnð�Þ. Then �ð�; �Þ ¼  0ð�Þþ
� 1ð�Þ þ % % % þ �n�1 n�1ð�Þ is computed by the following recursion:

 0ð�Þ ¼
0ð�Þ
�

;  kð�Þ ¼
kð�Þ �  k�1ð�Þ

�
for k ¼ 1; . . . ; n� 1:

Another method to compute � using the associated coefficient matrix matð�Þ of �
and solving a linear matrix equation will be described in Section 8.

We now consider the case of �-losslessness of B 2 Lw
cont, with B represented by

an observable image representation w ¼ M
�

d
dt

�
‘, and � 2 Rw�w. We define

�0 2 Rl�l½�; �� by �0ð�; �Þ :¼ MTð�Þ�Mð�Þ and find a �0 2 Rl�l½�; �� such that

�0
�
¼ �0. Next we obtain � from �0 by using a polynomial left inverse My 2 Rl�w½��

of M as follows: �ð�; �Þ :¼ Myð�ÞT�0ð�; �ÞMyð�Þ.

7. ORTHOGONALITY

In this section we discuss computational issues related to orthogonality of two

behaviors. We call B1;B2 2 Lw
cont orthogonal (and denote it by B1 ? B2) ifR

R
wT

1 w2dt ¼ 0 for all w1 2 B1 \D and w2 2 B2 \D. If B1;B2 2 Lw
cont are given by

observable image representations w1 ¼ M1

�
d
dt

�
‘1 and w2 ¼ M2

�
d
dt

�
‘2 respectively,

then B1 ? B2 if and only if MT
1 ð��ÞM2ð�Þ ¼ 0. For such B1 and B2 there exists an

adapted bilinear form L�, that is, there exists � 2 Rw�w½�; �� such that
d
dt

L�ðw1;w2Þ ¼ wT
1 w2 for ðw1;w2Þ 2 B1 � B2. L� is again a function of the states

of B1 and B2. If X1 2 Rn1 �w½�� and X2 2 Rn2 �w½�� induce minimal state maps for B1

and B2 with McMillan degrees n1 and n2, respectively, then there exists L 2 Rn1 �n2

such that �ð�; �Þ ¼ XT
1 ð�ÞLX2ð�Þ. Computation of the L here can be reduced to the

case of losslessness by noting that orthogonality of B1 and B2 is the same as

losslessness of B1� 2 with respect to � ¼ 1
2

0 I

I 0

� �
. Here I and 0 are the identity

matrix and the zero matrix of dimension w.
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7.1. Orthogonal Complement and Matched State Maps

We now discuss more about the orthogonal complement of a behavior. Let B 2 Lw
cont.

Let B? be its orthogonal complement as defined in Equation (3) with � ¼ I. If

B 2 Lw
cont is represented by minimal kernel and observable image representations

R
�

d
dt

�
w ¼ 0 and w ¼ M

�
d
dt

�
‘1 respectively, then B?

is represented by the minimal

kernel representation MT
�
� d

dt

�
w ¼ 0 and the observable image representation

w ¼ RT
�
� d

dt

�
‘2. Of course, B and B? are orthogonal behaviors, and hence we can

construct the adapted bilinear differential form L� for B and B?. We can also express

this L� as a function of the states of B and B?. It is easy to verify that B and B? have

the same McMillan degree. Further, in this case the constant matrix L happens to be

invertible and we can modify one of the two minimal state maps to obtain a matched

pair of state maps. ðX; ZÞ is said to be a matched pair of minimal state maps for

ðB;B?Þ if d
dt

�
X
�

d
dt

�
w1

�T
Z
�

d
dt

�
w2 ¼ wT

1 w2 for all ðw1;w2Þ 2 B � B?
. The fact that

L� is a state function can also be used to compute a matched pair of minimal state

maps for B and B?
as follows. Define �ð�; �Þ by �

�
ð�; �Þ ¼ RTð��ÞMð�Þ and compute

�ð�; �Þ ¼ RT ð��ÞMð�Þ
�þ� . Then d

dt
L�ð‘1; ‘2Þ ¼

�
RT

�
� d

dt

�
‘1

�T�
M
�

d
dt

�
‘2

�
for all

‘1 2 C1ðR;RpðBÞÞ and ‘2 2 C1ðR;RmðBÞÞ. Factor � as �ð�; �Þ ¼ ZTð�ÞXð�Þ with

the rows of X and Z linearly independent over R. Such a factorization is done using the

coefficient matrix of �ð�; �Þ. We first factor matð�Þ into ~ZZT ~XX with ~ZZ and ~XX surjective,

and then define X 2 RnðBÞ�mðBÞ½�� and Z 2 RnðBÞ�pðBÞ½�� by matðXÞ ¼ ~XX and

matðZÞ ¼ ~ZZ. We have then obtained a matched pair of minimal state maps ðX; ZÞ that

act on the latent variables ‘1 and ‘2 of B and B?, respectively. In terms of the original

variables, this yields matched minimal state maps X
�

d
dt

�
My� d

dt

�
w1 and

Z
�

d
dt

�
ðRyÞT

�
� d

dt

�
w2 for ðB;B?Þ, where My is a polynomial left inverse of M, and

Ry is a polynomial right inverse of R. More on this can be found in [5] (Section 10).

Given � 2 Rw�w nonsingular and symmetric, the �-orthogonal complement B?� of

B can be computed from B?
by noting that B?� ¼ ð�BÞ? ¼ ��1B?

.

7.2. Latent Variable Representations for N?� and P?�

In this subsection we address the following problem: given the full plant behavior

Pfull 2 Lwþc, represented by a latent variable representation Rw

�
d
dt

�
wþ Rc

�
d
dt

�
þ

R‘
�

d
dt

�
‘ ¼ 0 (with latent variable ‘), and a symmetric nonsingular weighting

matrix �, compute a representation forN?� (whereN is the hidden behavior associ-

ated withPfull) andP?� (whereP is the manifest plant behavior associated withPfull).

In order to solve this problem, we first formulate and prove a general result on the

orthogonal complements of behaviors in relation with elimination of variables.

Let B 2 Lw1þw2 be a system behavior with manifest variable ðw1;w2Þ. Let

Pw1
ðBÞ 2 Lw1 be defined as the behavior obtained from B by eliminating w2:

Pw1
ðBÞ :¼ fw1 j 9w2 such that ðw1;w2Þ 2 Bg:
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LetN w1
ðBÞ 2 Lw1 be the behavior ‘hidden from w2’:N w1

ðBÞ :¼ fw1 j ðw1; 0Þ 2 Bg.

Lemma 6 Let B 2 Lw1þw2 . Then the following statements hold:

1. Pw1
ðBcontÞ ¼ Pw1

ðBÞcont;

2. Pw1
ðBcontÞ? ¼ N w1

ðB?
contÞcont.

We remark here that when we have an image representation w ¼ M
�

d
dt

�
‘ of a

behavior B 2 Lw
cont, we need to ensure that Mð�Þ has constant rank for all � 2 C,

before we deduce that MT
�
� d

dt

�
w ¼ 0 is a kernel representation of B?. But this is

not necessary when starting from a kernel representation. More precisely, if B 2 Lw

has a kernel representation R
�

d
dt

�
w ¼ 0, then we directly obtain w ¼ RT

�
� d

dt

�
‘ as an

image representation of B?
cont. We use this remark in addition to the above lemma to

compute representations for the behaviors N?� and P?� from Pfull and �.

Let Pfull be given by the latent variable representation (latent variable ‘):
Rw

�
d
dt

�
wþ Rc

�
d
dt

�
cþ R‘

�
d
dt

�
‘ ¼ 0. Then the hidden behavior N has latent variable

representation Rw

�
d
dt

�
wþ R‘

�
d
dt

�
‘ ¼ 0. Assume N is controllable. Let B be the full

ðw; ‘Þ behavior of this latent variable representation. Then, B?
cont has image

representation

w

‘

� �
¼ RT

w

�
� d

dt

�
RT
‘

�
� d

dt

�� �
k

(with latent variable k). Application of the lemma yields that N?
is the controllable

part ofN 0 2 Lw represented by the latent variable representation: w ¼ RT
w

�
� d

dt

�
k and

0 ¼ RT
‘

�
� d

dt

�
k, with latent variable k. We use N?� ¼ ��1N?

to obtain a latent

variable representation for N 00 2 Lw (with latent variable k)

w

0

� �
¼

��1RT
w

�
� d

dt

�
RT
‘

�
� d

dt

�" #
k ð9Þ

which yields N?� ¼ N 00
cont.

Next, we compute a representation of P?� . This time, for B take the full ðw; c; ‘Þ
behavior of the kernel representation: Rw

�
d
dt

�
wþ Rc

�
d
dt

�
cþ R‘

�
d
dt

�
‘ ¼ 0. Then

clearly P ¼ PwðBÞ. Also, B?
cont is represented in image representation by

w

c

‘

24 35 ¼ RT
w

�
� d

dt

�
RT

c

�
� d

dt

�
RT
‘

�
� d

dt

�
264

375k

(with latent variable k). Again assuming P is controllable, we get

P? ¼ N wðB?
contÞcont, where N wðB?

contÞ has latent variable representation:

w ¼ RT
w

�
� d

dt

�
k, 0 ¼ RT

c

�
� d

dt

�
k and 0 ¼ RT

‘

�
� d

dt

�
k. Consequently, P?� ¼ P0cont
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with P0 the behavior defined in latent variable representation (latent variable k) by

w

0

0

24 35 ¼ ��1RT
w

�
� d

dt

�
RT

c

�
� d

dt

�
RT
‘

�
� d

dt

�
264

375k: ð10Þ

8. LMI’S AND STORAGE FUNCTIONS

We now turn to the important problem of computing a storage function when a

behavior is dissipative. We first consider the case B ¼ C1ðR;RwÞ. We wish to find,

for a given � 2 Rw�w½�; ��, a solution � 2 Rw�w½�; �� to Q
�
� ðwÞ � Q�ðwÞ for all

w 2 C1ðR;RwÞ. In this section we shall write this inequality of QDF’s as �
�
� �.

This inequality of QDF’s can be made into a matrix inequality problem involving real

constant matrices as follows. Let n denote the degree of � (i.e., the highest power of �

or � in �, as explained in Section 3). �
�
� � implies that the degree of � must be less

than n. Let Mk� k denote the ðkðk þ 1Þ=2Þ-dimensional real vector space consisting of

the real symmetric k � k matrices. Let matð�Þn�n 2 Mðnþ1Þw�ðnþ1Þw denote the

truncation of the coefficient matrix of � to its first ðnþ 1Þw � ðnþ 1Þw rows and

columns, and similarly let matð�Þðn�1Þ� ðn�1Þ 2 Mnw�nw denote the corresponding

truncation to the first nw � nw rows and columns of �. Now, the operator � acting on

symmetric elements of Rw�w½�; �� of degree less than n corresponds to a linear

mapping from Mnw�nw to Mðnþ1Þw�ðnþ1Þw and we denote this operator by L�. We

describe the precise way in which L� acts. Let Inw be the identity matrix of dimension

nw and let X 2 Mnw�nw. We have

L�ðXÞ ¼
Inw
0

� �
X 0 Inw½ � þ 0

Inw

� �
X Inw 0½ �: ð11Þ

The first term corresponds to a right shifted version of X and the second corresponds

to a down shifted version, and the rest of the matrix gets padded with zeros of suitable

size. The inequality �
�
� � is equivalent to the matrix inequality

L�ðmatð�Þðn�1Þ� ðn�1ÞÞ � matð�Þn�n: ð12Þ

The problem of computing � hence reduces to solving an LMI. It is possible to use

standard routines in the LMI toolbox to look for the maximum or the minimum of all

the solutions. This maximum or minimum is useful for checking half-line

dissipativity on R� or Rþ, respectively. Alternatively, one can add X � 0 or X  0

to the inequality, Equation (12).
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Given � 2 Rw�w½�; ��, the problem of computing storage functions for an arbitrary

BinLw
cont can be reduced to the case B ¼ C1ðR;RlÞ by using an observable image

representation w ¼ M
�

d
dt

�
‘ and proceeding with �0 2 Rl�l½�; �� defined by

�0ð�; �Þ :¼ Mð�ÞT�ð�; �ÞMð�Þ.
When a controllable behavior is represented by a kernel representation, it is

possible to use LMI’s to determine dissipativity and we explore this issue now. The

following lemma is stated here for easy reference and is an easy consequence of

proposition 3.2 of [5] and the dissipation inequality on a behavior.

Lemma 7 Let � 2 Rw�w½�; �� and let B 2 Lw
cont be given by the kernel representa-

tion R
�

d
dt

�
w ¼ 0. B is �-dissipative if and only if there exist � 2 Rw�w½�; ��,

F 2 Rw��½�; �� and D 2 R��w½�� such that

ð� þ �Þ�ð�; �Þ ¼ �ð�; �Þ þ Fð�; �ÞRð�Þ þ RTð�ÞFTð�; �Þ � DTð�ÞDð�Þ

We note that it is possible to estimate the degrees of � and F in the equation above.

(As mentioned in Section 3, the degree of a symmetric two-variable polynomial

matrix is the highest power of � and/or � having a nonzero coefficient.) Let n� be the

degree of �ð�; �Þ and let nR be the degree of Rð�Þ. Then, there exists a �ð�; �Þ with

degree at most n� þ nR � 1. For such a �, there exists an Fð�; �Þ that has at most

degree n� þ nR in � and at most degree n� in �. We use the above lemma and this

estimate of degrees in the following algorithm. We first describe how the operation of

multiplication by a polynomial matrix can be written in terms of the associated

coefficient matrix. Given a polynomial matrix R 2 Rv�w½��, and a two variable

polynomial matrix F 2 Rw�v½�; �� we shall relate the coefficient matrices associated

with Fð�; �ÞRð�Þ and Fð�; �Þ. Let Rð�Þ ¼ R0 þ �R1 þ % % % þ �nRRnR
for Ri 2 Rv�w.

Define bRR 2 Rðn�þ1Þv�ðn�þnRþ1Þw as follows:

bRR :¼

R0 R1 % % % RnR
0 % % % 0

0 R0 R1 % % % RnR

. .
.

0

..

. . .
.

% % % . .
. . .

. . .
. ..

.

0 0 % % % R0 R1 % % % RnR

266664
377775

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
ðn�þnRþ1Þw columns

ðn� þ 1Þv rows :

Let eFF denote the truncation of matðFÞ to its first ðn� þ nR þ 1Þw rows and first

ðn� þ 1Þv columns. By mere multiplication of Fð�; �ÞRð�Þwe obtain that eFFbRR is equal

to the truncation of matðFð�; �ÞRð�ÞÞ to its first ðn� þ nR þ 1Þw rows and columns.

Define the linear mapping LR : Rðn�þnRþ1Þw�ðn�þ1Þv ! Rðn�þnRþ1Þw�ðn�þnRþ1Þw by

LRðYÞ :¼ YbRR. It follows that LRðeFFÞ ¼ matðFð�; �ÞRð�ÞÞðn�þnRÞ� ðn�þnRÞ. Also,

matðRTð�ÞFTð�; �ÞÞ ¼ ðmatðFð�; �ÞRð�ÞÞÞT and their truncations to their first
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ðn� þ nR þ 1Þw rows and columns are equal to LRðmatðFÞÞT . We use this in the

following algorithm.

Algorithm 8 Data: � 2 Rw�w½�; �� and B 2 Lw
cont described by a minimal kernel

representation: R
�

d
dt

�
w ¼ 0.

Output: Whether B is �-dissipative, and if it is, a storage function.

� Given B ¼ ker
�
R
�

d
dt

��
, the existence of a storage function Q� for B as a �-

dissipative system is equivalent to the existence of F 2 Rw��½�:�� and D 2 R��w½��
such that:

ð� þ �Þ�ð�; �Þ ¼ �ð�; �Þ þ Fð�; �ÞRð�Þ þ RTð�ÞFTð�; �Þ � DTð�ÞDð�Þ:

� In terms of the associated constant matrices,

matð�
�
Þ ¼ matð�Þ þmatðFð�; �ÞRð�ÞÞ þmatðRTð�ÞFTð�; �ÞÞ

�matðDTð�ÞDð�ÞÞ:

� Solving the above nonlinear equation can be done by computing an X and a Y that

solve the following linear inequality:

L�ðXÞ � LRðYÞ � LRðYÞT � matð�Þðn�þnRÞw�ðn�þnRÞw:

We can use the LMI toolbox to check the existence of solutions, and a storage

function can be found from X as discussed before. Half-line dissipativity is studied

by further imposing sign-definiteness on X as was done for the case

B ¼ C1ðR;RwÞ.

The above algorithm has two important extensions. Firstly, the case of B 2 Lw
cont

being given by a latent variable representation R
�

d
dt

�
w ¼ M

�
d
dt

�
‘ is easily

reformulated so that the above algorithm can be used. Let � 2 Rw�w½�; �� be given.

We define �0 2 RðwþlÞ� ðwþlÞ½�; �� by �0 ¼ � 0

0 0

� �
. We consider Bfull 2 Lwþl given

by the kernel representation: R
�

d
dt

�
w�M

�
d
dt

�
‘ ¼ 0 and note that �-dissipativity of

B and �0-dissipativity of Bfull are equivalent. We then use the previous algorithm to

check �0-dissipativity of Bfull.

A second extension is the case of strict dissipativity. This extension of the above

algorithm has been used in Subsection 5.2. We have defined strict dissipativity for the

case that �ð�; �Þ is constant, that is, �ð�; �Þ ¼ � for some � 2 Rw�w. Given such a �,

we replace �ð�; �Þ in the above algorithm by �� �I with � as an additional variable.

We also add the constraint � > 0 and then compute solutions to the modified LMI.

This modified problem has solutions if and only if B is strictly dissipative with respect

to Q�ðwÞ ¼ wT�w. Moreover, if this LMI has solutions, one can maximize � and thus

find the maximum � such that B is dissipative with respect to �� �I.
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The use of LMI’s in order to find storage functions for systems in state space

representation has been studied in the context of H1 control by many authors, for

example, [10–12].

9. SPECTRAL FACTORIZATION

In this final section we remark very briefly that there is a close relation between

spectral factorization and storage functions. This relation was discussed in detail in

Section 5 of [5]. Let � 2 Rw�w½�; �� and let B 2 Lw
cont have an observable

image representation w ¼ M
�

d
dt

�
‘. Define �0 2 Rl�l½�; �� by �0ð�; �Þ :¼ MTð�Þ

�ð�; �ÞMð�Þ. Then, B being �-dissipative is equivalent to @�0ði!Þ  0 for all ! 2 R.

This is equivalent to spectral factorizability of @�0ð�Þ into FTð��ÞFð�Þ. F 2 Rl�l½��
is said to be a spectral factor of @�0. Among all the spectral factors, particular choices

of F results in the extremal storage functions. Further, under additional assumptions, it

is possible to determine half-line dissipativity by checking the sign definiteness of a

certain Pick matrix. This has been studied in [5] and in [13]. The use of spectral

factorization methods in H1 control has also been pursued in [14–17].
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