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Abstract—Active Queue Management (AQM) algorithms have
been extensively studied in the literature in the context of wired
networks. In this paper, we study AQM for wireless networks. Un-
like a wired link, which is assumed to have a fixed capacity, a wire-
less link has a capacity that is time-varying due to fading. Thus, the
controller is required to meet performance objectives in the pres-
ence of these capacity variations. We propose a robust controller
design that maintains the queue length close to an operating point.
We treat capacity variations as an external disturbance and design
a robust controller using H ., control techniques. We also consider
the effect of round-trip time in our model. Our method of incorpo-
rating the delay into the discretized model simplifies controller de-
sign by allowing direct use of systematic controller design methods
and/or design packages. We demonstrate the robustness of the con-
troller to changes in the load condition and in the round-trip time
through ns — 2 simulations.

Index Terms—Congestion control, discretization, 7{> control,
H . control, robust control, wireless network.

I. INTRODUCTION

CTIVE queue management (AQM) [1] plays an impor-
tant role in controlling congestion in packet switched
networks, such as Transmission Control Protocol/Internet
Protocol (TCP/IP) networks. An AQM algorithm comprises of
two basic components: the first one monitors the fluctuations in
queue length, while the other conveys any incipient congestion
by dropping a packet (or marking it dropped) with a calculated
probability. The TCP congestion control mechanism responds
to this feedback by adaptively modifying its window size,
thereby reducing its sending rate. Various AQM techniques
differ in the way they perform queue measurements for de-
tecting congestion and in the mechanism for packet drop.
Random Early Detection (RED) [1] was one of the earliest
algorithms for AQM. In RED, when the average queue length
varies between a prespecified minimum threshold (min},) and
a maximum threshold (maxy, ), the probability of drop is varied
linearly with the queue length from zero to a maximum packet
drop probability (max,, ); for queue lengths greater than maxis,
the drop probability is set to 1. The “gentle” option in RED
ensures a smoother increase of drop probability from max,,
to 1 (for queue lengths greater than max},). These parameters
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and thresholds, in addition to the options gentle, wait, etc., re-
quire setting and tuning: this is one of the drawbacks of RED,
since considerable effort in tuning its parameters is required
to achieve good performance [2]. A careful adaptive tuning of
the parameters has been proposed in [3], resulting in “Adaptive
RED” achieving significantly better queue control than that of
RED. In addition to Adaptive RED, the development of RED
sparked a great deal of interest in other modifications of RED
that addressed similar shortcomings of RED; see, for example,
[4]-[8].

It was subsequently recognized that TCP with an AQM router
can be considered as a feedback control system. Thus, con-
trol theoretic models of AQM have been developed in [9]-[12],
among others, and these models have helped in a better under-
standing of router queue dynamics in TCP networks. This has
resulted in systematic and scalable techniques for controller de-
sign. See [13], [14] and the references therein for a detailed
overview and analysis.

While these papers have provided significant insight into
AQM, most of them deal with the case of wired networks. In
this paper, we study AQM for the case of wireless links. Unlike
a wired link, which is assumed to have a fixed capacity, a wire-
less link has a capacity that is time-varying due to fading [15].
Thus, the controller is required to meet performance objectives
in the presence of these capacity variations.

AQM for wireless networks has been studied recently in [16].
Capacity variations of the wireless link has been considered as
a disturbance, and an H, control technique has been used for
controller design to achieve disturbance attenuation. Our ap-
proach differs in the way the delay is handled during controller
design (this is elaborated below in Section II). As indicated by
literature on AQM techniques, one of the important challenges
posed by AQM of both wired and wireless networks is the delay
term in the differential equations. Due to the consequent ease in
controller design, many popular approaches resort to ignoring
the delay and designing a controller. Noting that the packet
drop/mark probability has its effect on the TCP sources only
after the round-trip time, modifying the model by ignoring the
delay results in the modified model, suggesting an exaggerated
ability to control the queue length using drop probability for
control. The importance of considering the time delay has also
been noted in [17]-[19].

While it is important to design a controller that meets perfor-
mance objectives without ignoring the delay that is inevitable
in the effect of drop probability on the window size of TCP
sources, one would also like that controller design is possible
using standard controller design packages like SCILAB/MATLAB
for quick simulations and fine-tuning of parameters, if re-
quired. Our approach addresses this requirement that standard
controller design packages can be used for the design of a
controller for various performance objectives. In this paper,
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we assume that the nominal to-be-controlled system has a
constant round-trip time. This constant time delay within the
system model is incorporated in a discretized model of the
continuous-time TCP network system (see Section II). The
actual system that can have varying round-trip time values can
be controlled using a robust controller to meet any of various
performance objectives like linear quadratic regulator (LQR),
linear quadratic Gaussian (LQG), Ha, Heo, mixed Ho/Hoo
control, or just pole placement. In this paper, we use the Hs and
'H~ controllers for queue stabilization with capacity variations
treated as a disturbance. In this sense, the AQM technique
proposed in this paper can be termed as Robust Queue Man-
agement (RQM).

In [16], the solution to the H., control of the (linearized)
time-delay system obtained there requires the solution of a ma-
trix inequality that is not a linear matrix inequality (LMI). Con-
sequently, as pointed out there, a search/sweeping process is re-
quired to get a clue of suitable parameters (using the heuristic
methods described in [20]), after which an LMI problem is to be
solved to find a controller that meets the performance objective
there (H.-optimization). In contrast to [16] and other papers
that do not ignore the delay, our approach simplifies controller
design.

While we address the effect on the percentage of packets
dropped due to the proposed RQM controller, we focus on
queue control, i.e., keeping queue fluctuations about a specified
queue length sufficiently small. In addition to better utilization
of queue buffer, minimizing queue fluctuations also makes the
delay of packets within the queue more predictable and con-
trollable: this helps in the Quality of Service (QoS) guarantee
for many Internet applications.

The remainder of this paper is organized as follows. We study
the system model in Section II. The control problem and the
performance objective of the controller are stated in Section III.
Section IV contains simulation results of the proposed RQM
controller and comparison with RED and Adaptive RED per-
formance. A few conclusive remarks follow in Section V.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Here, we first describe the fluid flow model of TCP window
and router dynamics in a wireless network.

A. Fluid Flow Model of TCP for Wireless Network

We model the TCP network by a simple topology as shown
in Fig. 1, where TCP sources send data towards their destina-
tions in Internet through a router which represents the bottle-
neck node in the network. With a receipt-of-acknowledgement
packet, each source increases its rate of transmission, and this
eventually causes the outgoing link capacity of the bottleneck
node to be exceeded. Upon detection of a packet drop, a TCP
source reduces its window size to half. In this way, each source
attempts to determine the available capacity in the network. We
consider the fluid flow model of TCP behavior as proposed in
the classical paper [11]. This model relates window and queue
dynamics with a capacity of the router outgoing link and the
round-trip time (RTT). Note that RTT is the time required for

1631

Q

.

...Wireless links...

TCP Sources

Destinations

AQM

,
.
’
,
.
.
:V

Fig. 1. TCP network model.

the packet to reach the destination plus the time it takes for ac-
knowledgement to reach the sender. Hence, it comprises trans-
mission delay, queueing delay, and propagation delay. Let T},
denote the sum of propagation and transmission delays (in sec-
onds), and ¢ and C' denote the queue length (in packets) and the
link capacity (in packets/second) respectively. Then, the RTT
R = (q/C)+ T,.

Though originally proposed for wired networks, we use the
fluid flow model for the wireless scenario where we assume that
the capacity of the bottleneck node is time-varying. With these
assumptions, we can write the fluid flow model in terms of W':
the TCP window size (in packets); N: the load factor (number
of TCP sources); and p: the probability of packet drop, and g,
T,, C, defined above as

W () = Rit) - W;%ggg%a “R(t) (1)
7 () = %’N(t) e @

The above model captures the standard Additive Increase
Multiplicative Decrease phenomenon in typical TCP/IP net-
works: the first term on the right-hand side of (1) corresponds
to additive increase of the window size after each round-trip
time (i.e., with receipt of an acknowledgement packet), while
the second term corresponds to multiplicative decrease in the
window size due to packet drop. The queue length and window
size take their values in [0, ¢] and [0, W], where § and W
denote buffer capacity and maximum window size. The packet
drop probability p takes values in [0, 1].

Using the above nonlinear model of TCP dynamics, we obtain
a linearized model about an equilibrium point. The time-varying
capacity affects the rate at which packets depart on the router
link. This in turn affects the queue length at the router buffer.
Accordingly, we consider this capacity variation also during the
process of linearization.

Suppose Wy, Cy, Ry, po, qo, 1), and N have values such that

L]

W (t) and ¢ (t) are zero, then W and ¢ will remain unchanged
according to (1) and (2). We call these values an equilibrium
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Fig. 2. AQM controller model for a wireless network.

point. As in [11], the equations that have to be satisfied by the
variables at an equilibrium point are

Ro=2 1

Wepo =2 WyN = RoCy oo I

3)
For the purpose of controller design, we obtain a nominal
to-be-controlled system’s linearized model, for which we as-
sume the round-trip time to be constant: . The designed con-
troller is robust with respect to varying time delays and meets
the performance objectives. This is demonstrated below in our
simulation results. If the variables W, p, N, ¢, and C have
values satisfying the above equations (constituting the require-
ment for being an equilibrium point), then these variables re-
main constant with time. Consider deviations of variables W,
q, p, and C about such an equilibrium point; let W, g, and
0C, respectively, denote these deviations, i.e., W := W — Wy,
6q := q— qo, Op := p — po, and 6C := C' — Cy. We obtain the
following linearized model for the dynamical system:

. _NGC,
SW (1) = ———2 _ (§W(t) + W (t— R
( ) (qo _|_ COTp)2 ( ( ) ( 0))
Col(qo + CoT,
- Gl 200y - )
59 (1) = CoNSW (t) — Cobg(t) + qodC(t)
e q0 + CoT), ’

In contrast with [10], where, under suitable assumptions of
network parameters, the RTT delay Ry has been ignored, in the
wireless scenario considered here, we assume that the capacity
variations occur on an RTT time scale. Accordingly, we have
not ignored the RTT Ry in this linearized model.

B. Transfer Function of the AOM Controller

The objective of an AQM controller is to control the queue
length of the router at the desired set value. The controller is
also required to be robust with respect to variations in network
parameters like queue set point and number of TCP sources.
We can represent the entire system by the model as shown in
Fig. 2. The inputs to the plant are probability of packet drop ép
and capacity variations 6C, while the output is the queue length
deviation ¢q. Note that the controller takes queue length as the
input and produces probability of packet drop as output.

Here, we derive the transfer function of the controller. The
fluid flow model is defined for a continuous plant whereas the
actual network transmits packets at discrete intervals. Moreover,
the state of the system is also monitored in actual practice at
discrete intervals. Hence, we present a discretized linear model.
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We begin by first writing (1) and (2) in state-space-like form as
follows:

o [matr 0 [5W(t)+5W(t—Ro)]
WtCoT,  wFCuTy bq(t)
+ {_Cio(qz‘}vtcm) 0 } [5p(t— Ro)] @
0 (10+qC0’0Tp 6C(t)
6W(t)}
=0q(t) =10 1 ) 5
y =0q(t) = [ ][5q(t) 5)

Here, the state x at time ¢ is (6W (t), 6¢(¢)) and the input w is

(6p,60).
After defining the constants
—NCy NCy
a1 = ————— 021 (= ——————
U @+ CoL)? T g0+ CoT
R —Cy I —Co(qo + CoT})
22 ! o+ CoT, CoT,y Y
boo 1= do
27 g0+ CoT),

we get the following state-space-like set of equations:

. [au 0 } [6W(t)262/)(t_R0)}+{bl})épétC_(gO)}
a21 A22 q 22
o[ ] e

The following theorem relates the order of the discrete time
system obtained by discretization of the above system.

Theorem: Consider the infinite dimensional linear delay dif-
ferential system in (6). Discretize this system with any sampling
period T such that the round trip Ry and 7 are related by
Ry = nT, for some positive integer n. Suppose one of the fol-
lowing schemes is used for discretization:

1) the zeroth-order hold (ZOH) discretization;

2) bilinear transformation;

3) the backward Euler method.
Then, the discretized system is a finite-dimensional linear dis-
crete-time system of order (n + 2).

The significance of the theorem is as follows. As observed
from (4), loosely speaking, the control action ¢p has an effect
on the to-be-regulated output dq only after time Ry, while §C

influences 6 ¢ immediately. Under this circumstance, ignoring
the delay would lead to the resulting model suggesting an exag-
gerated ability of the control action 0p to cancel the effect of dis-
turbance 6C'; controller design using the resulting plant model
would not perform satisfactorily on the actual plant system.
However, the delay term in the delay-differential equation [(6)]
poses difficulties to controller design routines using standard
controller design packages. One could consider designing a con-
troller for the plant by first ignoring the delay and then ensuring
sufficient phase margin to counter all delays up to Ry (see [10]).
In this paper, we have considered the situation where the con-
troller achieves good queue control for a sufficiently wide range
of values around Ry, which is the nominal round-trip time. (Our
simulations in Section IV-B demonstrate that queue control is
achieved for nonnominal values of time delay also.) A topic for
future study is to calculate the “jitter margin” of this system:



CHAVAN et al.: ROBUST ACTIVE QUEUE MANAGEMENT FOR WIRELESS NETWORKS

this is relevant due to the varying time delay in the model and
the destabilizing effects this can cause. See [21] for an analysis
into this.

On the other hand, one could approximate the irrational
transfer function e~*%0 with a suitably high-degree Padé
approximation (with or without imposing a difference in the
degrees of numerator and denominator, see [22]); this would
cause a large increase in the dimension of the approximated
model and, hence, the controller.

Our approach of discretizing the system incorporates the
delay e~*%o as =", and thus the resulting discrete-time system
is amenable for controller design systematically using standard
controller design packages. Discretizing the continuous-time
system is reasonable given that eventually AQM techniques are
implemented digitally.

We now proceed to prove the theorem. We prove this only
for the bilinear transformation, since it is similar for the other
two discretization methods. The bilinear transformation corre-
sponds to piecewise linear approximation of the signals between
sampling instants, i.e., the trapezoidal rule of approximating in-
tegration. See [23] for more information about the bilinear and
other discretization schemes.

Proof: The fact that the resulting discretized system is fi-
nite-dimensional follows due to the discretization of the (infi-
nite-dimensional) delay operator e ~*F° to get the finite-dimen-
sional operator z~". It is the order that remains to be calculated.

Consider the system as described by (6). Taking the Laplace
transform of the signals and incorporating the time delay R by
introducing the operator e~ %o, the transfer function G(s) of
the plant from the input signals (6p, 6C') to the output signal d¢
evaluates to

G(s)=[0 1] (SI_ |:a11(6_5R0 +1) alD_l

a21
% bne_SRO 0 '
0 b2

Simplifying this, we get

ag1byre R (S —a11(1+ e_SRO)) b22]

(s — a22)(s — a11 — aj1e3F0)

6(s) = | ©

p
oC
Discretization of the transfer function G(s) using the bilinear
transformation translates to replacing s with (2/7)(z—1/z+1)
and e~*Fo with =", where the sampling period 7 satisfies
Ry = nT,. By doing this, we get

2 z—1
bao (i) (z n 1) —a11baa(z " + 1)]

(T%(z—1)—an(z*n+1)(z+1) (T%(z—l)—azz(z-i-l))
(z+1)? '

Note that G(s) acts on input [ 0 ] to give output dgq.

where d(z) is
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On rewriting the equation for G (z), we get
A az1b11(z+1)2
G = | amea
G+ D)
b2z (7%) (z - 1)(Z+ I)Zn —allbzg(zn + 1)(Z+ 1)2
X

2"(z+1)2d(z)
The expression 2" (z + 1)2d(z) simplifies to

4 2
ﬁ(z —1)%2" —agz"(z+ 1)(z — l)i

S

—ann(1+2")(z + 1)(z — 1)T3 + azay1 (2" + 1)(z + 1)
which is of order n 4+ 2 and has no common factors with the
numerators in (3(z). This proves the theorem. O

Once we have obtained a discrete-time model for the system,
the transfer matrix G (z) is used for the purpose of designing
a controller that meets a suitable control objective. This digital
controller is used for simulations on a sample network, and the
performance is evaluated. Let K (z) be the transfer function of
the controller from the controller’s input §q to the controller’s
output 6p. Express K (z) as a ratio of polynomials in z as fol-
lows:

ng+mniz+ -+ nmz™

K(z) =
(2) do+diz+ - +dp12m 1+ 2™

®)

where m denotes the order of the controller. For the controllers
designed in this paper (H ., and LQG), the order equals the plant
order: n + 2, as shown in the above theorem. The controller
K(z), acting on its input 6¢(-) and giving output ép(-), is im-
plemented in the time domain as follows:

op(k) = —dm—16p(k — 1) — dyp—26p(k —2) — - - -
—dobp(k — m) + n,6q(k) + - - + nodg(k — m).

Initial conditions at the start of controller implementation can
be assumed to be zero; due to closed-loop stability, the effect of
these few initial steps is short-lived.

III. ROBUST QUEUE MANAGEMENT

The AQM problem can now be formulated for the linear
system G‘(z) as a disturbance attenuation problem: design a
controller K (z) that takes input §¢ and gives output ép such
that the “effect” of the disturbance input 6C' on dq is suffi-
ciently small. There are several ways in which this effect can
be quantified; one of the ways is to use the so-called induced /-
norm of the transfer function. We use the ratio of the /5 norm!
of the output signal Pd to that of the input signal d to define
the H. norm of a stable transfer function P(z) as

Pd||»
1Pl = sup W
dets, a#0 [|d][2

IThe £; norm of a sequence {d(-)} is defined as ||d||3 := Y=, _, |d(k)I?,
where Z denotes the set of all integers. The space of such square summable
sequences is also denoted by (.
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where Pd is the output for input d. Thus, choosing a controller to
reduce the closed-loop system’s H, norm amounts to reducing
the gain that the worst disturbance input signal 6C can have on
the queue length deviation d¢ in the closed-loop system; this is
called H, control. Alternatively, instead of H., control, one
can shape the closed-loop system such that the energy in the
impulse response is minimized; this is called Ho control. This
is made precise and is elaborated on in the following subsection.
The importance of H, control is in the robustness property of
the controller. More precisely, the nominal plant G is only an
approximation of the actual TCP network and hence the actual
system can be considered as a perturbation of G. Our controller
(designed using the nominal plant) is required to be robust to
these perturbations if the objective of queue stabilization is to
be achieved for the actual plant also. Moreover, due to the time-
varying nature of wireless link capacity, we have considered
capacity as an exogenous disturbance input. It is in this sense
that the method proposed in this paper provides for RQM of the
buffer in the wireless router to address congestion.

Thus, this scheme uses instantaneous queue measurement to
calculate the probability of randomly dropping packets from the
queue to achieve a robust control of queue length. In short, it
is AQM with a robust instantaneous queue measurement algo-
rithm and random packet drop policy. We end this section with a
quick summary of the major steps involved in the RQM scheme,
given here, and then proceed to evaluate performance results of
simulations using this method in the following section.

1) Knowing the operating points (Wo, qo, po, Co), fix the de-
sired queue length in buffer to ¢y and the probability of
drop to pg, using the equilibrium equation.

2) Design an H, controller (using a standard controller de-
sign routine) to get the digital controller K (z).

3) Measure the instantaneous queue length of the router at
every packet arrival and calculate the deviation from the
set point value gy which gives rise to dgq.

4) Use K (z) to compute the incremental probability of drop
ép corresponding to 6q by K(z)éq(z) =: ép(z) where
8q(z) and ép(z) are the Z-transforms of signals 6¢ and ép
after sampling.

5) Update the probability of drop for the current instant,
p(k) = po + ép(k).

6) Drop the packets randomly from the router buffer with the
above calculated drop probability p(k).

A. LQG and Ho Control

The controller K (z) designed and implemented as described
above has been chosen to obtain robustness, and H., control
has been used for that purpose. The advantage of our method (of
discretizing the plant thus incorporating the delay) is visible by
the ease with which we can handle other performance objectives
like LQG control. This is elaborated below.

Consider the linear system shown in Fig. 2, where the con-
troller K (z) is to be designed for the plant G(z) that is influ-
enced by disturbances §C' and the to-be-regulated variable is
8q. The first objective is that the controller K (z) has to stabi-
lize the closed-loop system, i.e., the variable 6¢ has to go to
zero for any initial condition in the absence of disturbance. In
addition to stabilization assuming disturbance is zero, it is also
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often required that the “effect” of disturbance on 6¢q is mini-
mized in the following sense. Assume 6C' is a zero-mean white
Gaussian process. Due to the system being linear and time-in-
variant (LTT), the output d¢ is also a Gaussian process, and the
steady-state variance of §¢ depends on which controller K is
used for stabilization. The square-root of the ratio of the steady
state variance of dq to the variance of §C turns out to be equal
to the Ho norm of the closed-loop transfer function (see [23,
Sec. 4.3]). The Hy norm of a stable single-input single-output
(SISO) transfer function f(z) is defined as

1/2

27
b = |5 [ Fe T8
0

Thus, to minimize the effect of disturbance input 6C on the
variations in the queue fluctuations, one can consider the design
of a controller K (z) that minimizes the 5 norm of the closed-
loop transfer function from 6C' to ¢q. In the situation of using
packet drop probability as the controlled input, the constraint
that the probability is required to be within the range O to 1 can
be incorporated by penalizing dp. This is done by including ép
(with a suitable weight) together with ¢q as the to-be-regulated
output. This brings us to LQG control. Consider the objective
of finding an input sequence Op to the linear system (see Fig. 2
again) such that, for a fixed integer 7" and a constant p > 0, the
summation

1

N

"B [(8a(k)* + p (8p(k))’]
k=0

is to be minimized. The LQG problem (for the simplified scalar
case) is to minimize the above summation in the limit 7' —
oo. This also translates to minimizing the steady state expected
value of (6q)% + p(8p)? by a suitable choice of the input se-
quence 6p. The parameter p decides the importance of usage of
packet drop probability relative to that of regulation of the queue
length: high value of p causes less usage of 0p by accordingly
tolerating higher deviations dq.

The control law that results in the above minimization can be
determined by standard routines using the model (¥ (z) as above.
This is elaborated on in the following subsection.

B. Controller Design

We briefly review the methods for controller design when
using a standard package, say MATLAB. Consider Fig. 2, where
the plant’s inputs are 6C and 6p: the disturbance and the control
inputs, respectively. Accordingly, the plant transfer matrix é(z)
(and G(s)) has two columns, and specifying them in the correct
order is required for use of Matlab commands “hinf” or “h2Iqg”:
the first input here is 6C' and the second is ép. Further, in this
case, the to-be-regulated variable ¢q is also the measured output
which the controller uses as its input. This situation is expressed
in MATLAB by repeating the rows of C' and D matrices in the
standard state-space model. The command “mksys” builds the
system model as required by the routines “hinf” and “h2lqg.”
The in-built routines for these controllers use Loop-shifting and
Riccati equation based methods (adapted from [24]) to arrive at
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Fig. 3. Wireless network topology for simulations.

the suboptimal/optimal controller, if one exists. Design proce-
dures in other controller design packages follow along similar
lines.

IV. SIMULATIONS AND PERFORMANCE RESULTS

Here, we demonstrate the performance of our algorithm
through simulations using the ns — 2 network simulator [25].
We compare packet drop, throughput, and queue stability for
various AQM algorithms: RED with the gentle option, Adaptive
RED, and our proposed methods: Hy and H .

We simulate the IEEE 802.11 Wireless Local Area Network
(WLAN) scenario with channel data rate of 11 Mb/s ([26]). The
wired network (local area network (LAN) or Internet) is con-
nected to the access point with a link of capacity 100 Mb/s. As
shown in Fig. 3, there are TCP flows between the Internet and
the wireless nodes; the precise number of flows is varied for
different scenarios as elaborated below. The round-trip times
of these flows range between 80-160 ms (while nominal RTT
Ry is 80 ms). We consider fixed-length packets, each of 1000
bytes. The maximum window size of the TCP flows is kept at
the default ns — 2 value of 20 packets. We implement the AQM
at the access point (router); this is assumed to have a buffer of
200 packets. The wireless nodes in the simulation use ns — 2’s
wireless channel model. The large-scale fading effects in a wire-
less channel are simulated by using the log-normal shadowing
as the radio propagation model. The model was configured with
a path-loss exponent value of 2 and shadowing mean of 0 and
deviation of 4, which are the values recommended as typical for
an outdoor environment. See the ns — 2 manual [25]. In order
to implement the proposed AQM schemes, the default ns — 2
was modified by extending the queue class to incorporate our
control algorithm.

Though we have assumed only one state for the window size
in the nominal system model to capture the influence that packet
drop probability has on the window size, the simulations have
been performed using several TCP Reno sources which have
possibly different window sizes. The amount of data to be trans-
mitted at any instant is chosen randomly for each source des-
tination pair; accordingly they exhibit different trajectories for
window size. Thus, at any time instant, the queue management
is being done for nonhomogeneous sources that have different
window sizes.

We compare the proposed methods with adaptive RED
and RED algorithms with the gentle option. For fairness of
the comparisons, we first tune RED parameters for better
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TABLE 1
SUMMARY OF PARAMETERS FOR RED
Parameter Value
maxp 0.1
mingy, 30
maxXi} 90
Wy 7.27 x 1074
wait on
gentle on
TABLE II

SUMMARY OF PARAMETERS FOR OUR PROPOSED ALGORITHMS

Value

Nominal round trip delay, Rg 80 ms
Number of TCP sources, N 18

Parameter

Data rate of the congested link | 10 Mbps
Queue buffer size, ¢ 200 packets
Desired queue set point, go 90 packets
Nominal capacity Cop 1250 pps
Propagation delay T} 0.8 ms
Sampling period T’ 40 ms

performance. For more details on tuning RED, the readers are
referred to [3]. The RED model used for queue averaging and
packet-drop probability computation is standard. The expo-
nentially weighted moving average gayg is computed from the
current queue length ¢(k) using a suitable weight w, and the
following equation:

Gavg(k + 1) = weq(k) + (1 — wg)qavg (k).

Using the maximum and minimum thresholds, max;}, and
mingy,, respectively, the average queue gayvg, and the maximum
drop probability max,,, the following equation is used to com-
pute the packet-drop probability:

0 for gavg € [0, mingy,)

maxp, (qavg —mingy)

maxi, — mingy for Qavg € [Hllnt}“ Ina‘Xth]

for gavg € (maxqn, q.

P(qavg) =

The “gentle” option in RED ensures a smoother graph of p at
maxyy: see [1] for further elaboration. The simulations param-
eters for RED are chosen as shown in Table I.

Adaptive RED automatically tunes its parameters and main-
tains its average queue length at half of the buffer size. In order
to have a reasonable comparison, we choose the queue set point
as 90 for both the proposed algorithms—™H ., and H». Note that
the queue set point can be explicitly chosen in our proposed
method; this is an advantage as compared to the existing AQM
techniques. Nevertheless, choosing the correct set point for an
environment is tricky as there exists a tradeoff between average
delay and throughput.

The nominal design parameters used in the simulations are
given in Table II. The chosen parameters give rise to the equi-
librium point (W, qo, po, Co) as follows:

CoT P
= ¥ _ 61667 po = —y = 0.0525.

W,
0 N W;

For these values, the H, and Hs controllers are designed using
MATLAB. The command “hin f” is used to generate the H
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Fig. 4. Packet-drop percentage of the AQM algorithms for various load sce-
narios.

controller, whereas the command “h2lqg” is used for the Hs
controller design. The obtained controllers are as follows:

~11.222% 4 0.792% — 10.032% + 0.79z 4 0.40
©103(2% 4 2.5523 4+ 2.4322 + 1.112 + 0.24)
~18.262% —16.9722 + 0.64z + 0.64

103(24 + 2.5523 + 2.5822 + 1.422 + 0.39)

Ky (2)

KHz (Z)

Both controllers have all poles within the unit circle.

In spite of designing the controller for the above-mentioned
parameters, due to the inherent robustness property, the con-
trollers perform satisfactorily under other conditions as well.

We perform the simulations under a fluctuating network load.
The objective of such an experiment is to evaluate the ability
of various AQM algorithms to control the queue fluctuations
and maintain the queue stability. Each simulation experiment
has been performed for 90 seconds. In the first scenario, we
increase the number of TCP flows by three new flows every 10 s:
we call this “increasing load.” The interval of 10 s is chosen
so that Adaptive RED algorithm has sufficient time to stabilize
the queue (see [3]). For the second scenario, called “decreasing
load,” we decrease the number of TCP flows every 10 s by three
flows starting from a fairly high initial number of flows. For the
final scenario, we vary the number of TCP flows as a slowly
transpiring burst, i.e., oscillating load.

A. Packet Drop and Throughput

We compare the packet drops for various AQM algorithms.
The fraction of packet drop is calculated as the ratio of number
of packets dropped to the number of packets received at the
router. The packet-drop percentages exhibited by the algorithms
have been shown in Fig. 4. Adaptive RED demonstrates lower
packet drop under all conditions, while the proposed H2 and
'H~ algorithms demonstrate a slightly higher packet drop per-
centage, and RED with gentle parameter has the highest packet
drop among all algorithms for all the three traffic conditions
mentioned above. Nevertheless, as the following subsections re-
veal, queue control is significantly better when using the Ho
and H, controllers as compared with Adaptive RED and RED
(with the gentle option).
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Throughput for the system using the four schemes has also
been evaluated for various network traffic simulations. We no-
tice that the throughput for RED is worse, while that using
ARED, Hs, and H,, schemes are very close. Due to lack of
space, a plot showing this is omitted.

B. Queue Control

The H2 and H., controllers have been designed with the
explicit objective of queue control and our simulation experi-
ments demonstrate that they achieve better queue control. When
the deviation in the instantaneous queue length from the av-
erage queue length is small, we say good queue control has been
achieved. We discuss the simulation results obtained for various
scenarios in this subsection.

Figs. 5-8 depict the instantaneous queue size (in packets) for
a scenario where the number of TCP flows are decreased gradu-
ally. We observe that our proposed algorithms have better queue
control than Adaptive RED. The results for the scenario of in-
creasing load has not been shown; as in terms of queue control,
the results observed are very similar to those of decreasing load.
Both H, and H . exhibit almost identical instantaneous queue
sizes and there is no significant difference in terms of perfor-
mance; this is true inspite of the varied nature of the Hs and
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'Hoo control objectives (as described in Section III). In all of the
scenarios, RED with gentle option is unable to control the os-
cillations in the queue. Any further tuning on RED only results
in worse performance.

Figs. 9 and 10 contain plots of the instantaneous queue for
oscillating load, i.e., periodically varying number of TCP flows.
These results confirm that Hs and H, have better queue con-
trol than Adaptive RED, while RED performs even worse. The
queue length varies between 60—100 in the case of Adaptive
RED whereas in the case of our proposed algorithms the range
is between 80 and 90.

We conclude from Figs. 4-10 that better queue control has
been achieved with only a marginal increase in percentage
packet drop.

C. Summary of Comparison With Other AQM Schemes

Here, we summarize the benefits of using RQM scheme over
RED and Adaptive RED AQM schemes. The foremost advan-
tage of using the RQM scheme is that explicit control over the
queue length set-point go can be incorporated into controller im-
plementation; this allows better buffer utilization during unex-
pected bursty traffic and good throughput. In [27] and [28] also,
there is a similar flexibility in explicitly choosing ¢g, though the

Time (sec)

Fig. 10. Queue control: H> (oscillating load).

controller design follows a different approach and has a different
application context.

In addition to the ability to choose the queue length set point,
the proposed controller also reduces fluctuations in the instan-
taneous queue length thus achieving better queue control. Good
queue length regulation ensures that the delay of the packets is
more predictable and controllable. This helps in QoS guarantees
when dealing with Internet applications.

V. CONCLUSION

AQM algorithms have been extensively studied for wired net-
works. However, the design of AQM for wireless network has
not been adequately addressed. In this paper, we have proposed
the design of AQM for wireless networks. Specifically, we have
proposed a way to address capacity variations of the wireless
link by treating it as an external input.

The controller design has been done offline using a linearized
model about a suitably chosen operating point. There is no on-
line tuning or adjustment of parameters to be done by the user
while monitoring the network performance. Our simulation re-
sults on the IEEE 802.11-based wireless network demonstrate
that the proposed algorithm achieves significant advantage in
terms of queue stability over various AQM algorithms with a
minor increase in packet drop.
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Further, the controller is robust to wide variations in the ca-
pacity and the simulations also demonstrate the robustness to
significant variations in the round trip time.
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