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Algebraic connectivity: local and global maximizer graphs
Karim Shahbaz, Madhu N. Belur and Ajay Ganesh

Abstract—Algebraic connectivity is one way to quantify graph
connectivity, which in turn gauges robustness as a network. In this
paper, we consider the problem of maximizing algebraic connectivity
both locally and globally overall simple, undirected, unweighted
graphs with a given number of vertices and edges. We pursue this
optimization by equivalently minimizing the largest eigenvalue of the
Laplacian of the ‘complement graph’. We establish that the union of
complete subgraphs are largest eigenvalue local minimizer graphs.
Further, under sufficient conditions satisfied by the edge/vertex
counts, we prove that this union of complete components graphs are,
in fact, Laplacian largest eigenvalue global maximizers; these results
generalize the ones in the literature that are for just two components.
These sufficient conditions can be viewed as quantifying situations
where the component sizes are either ‘quite homogeneous’ or some
of them are relatively ‘negligibly small’, and thus generalize known
results of homogeneity of components. While a conjecture about
global optimality of complete bipartite graphs’ from the literature
continues to remain open, assuming appropriate constraints we prove
the conjecture and also formulate/prove a variant of this claim. We
finally relate this central optimization problem in this paper with the
Discrete Fourier Transform (DFT) and circulant graphs/matrices.

Index Terms—Algebraic connectivity, Laplacian matrices, Circu-
lant matrix, Discrete Fourier Transform (DFT).
AMS code: 05C50, 05C12, 15A42

1. INTRODUCTION

Graph connectivity finds application in networking, network
security, transportation systems, multi-agent control and has been
well studied in the literature. Connectivity of graph G is also a
measure of robustness as a network. Algebraic connectivity [3]
being one of the measures of graph connectivity is defined as the
second smallest eigenvalue λF of the Laplacian matrix LpGq P
Rn�n of the unweighted, undirected and simple graph G.

In this paper, we consider only simple undirected, unweighted
graphs, i.e., with no self loops and no multiple edges between
any pairs of the vertices. We study the problem of maximizing
the algebraic connectivity of a graph for a given number of nodes
and edges. We pursue this problem for: a global maximization
across all graphs, and a local sense, in which we consider only one
edge ‘rearrangements’ (See Definition 3.1 below). Since algebraic
connectivity λF and the problem of maximizing it have received
extensive attention and are well-understood, we quickly delve
further into the problem formulation and then touch on other
closely related work in the literature.

A. Notation

The notation we follow is standard and is included here for
quick reference. The sets of real and complex numbers are denoted
respectively by R and C. The largest eigenvalue of a symmetric
matrix is denoted by λmax. Given an undirected graph G, the
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number of vertices |V pGq| is usually n, the number of edges
|EpGq| is usually m, and the number of components of the graph
is usually p. Further, the maximum degree across all vertices
is denoted by ∆, and davg is the average degree of vertices.
The n eigenvalues of the Laplacian matrix LpGq are denoted by
λ1pLpGqq ¥ λ2pLpGqq ¥ � � � ¥ λn�1pLpGqq ¥ λnpLpGqq � 0.
Further note that for the largest eigenvalue of the Laplacian
λ1pLpGqq �: λmaxpLpGqq and for the second smallest eigenvalue,
λn�1pLpGqq �: λF pLpGqq. When the matrix LpGq and the graph
G are clear from the context, we use just λmax, . . . , λF to denote
the eigenvalues, and when comparing the maximum eigenvalues
of Laplacian matrices of different graphs say G and Gc, we
use λmaxpGq and λmaxpGcq. Note that, since L is symmetric,
λmaxpLpGqq � λ1pLpGqq � max

∥x∥
2
�1

xTLpGqx.

We sometimes deal with integer-valued properties and their
relation with other bounds, and in this context, we use the standard
floor and the ceiling functions of x, denoted by txu and rxs,
to mean the largest/smallest integer, not greater-than/not-smaller-
than the real number x respectively.

The notion of complement graph Gc of a simple undirected
graph G is straightforward: it is also a simple undirected graph
with the same number (and indexing) of nodes and in which there
is an edge in Gc between two nodes, by definition, if and only if
there is no edge between those nodes in G.

The complete graph in n vertices is denoted by Kn, and the
complete bipartite graph with vertex sets having cardinalities n1

and n2 is denoted by Kn1,n2
. Of course, our paper deals with

complete multi-partite graphs Kn1,n2,...np , and in fact, with their
complement graphs: which would then be a union of complete
graphs, denoted by

�p
i�1 Kni .

B. Problem formulation

The paper deals with the following two closely related prob-
lems. For easier referencing, they are listed below as Problems
1.1 and 1.2.

Problem 1.1. The following sub-problems are interrelated for
reasons clarified soon in the next section.

(a) For a given number of vertices |V | � n and number of edges
|E| � m1, find an Algebraic Connectivity λF Maximizer
graph G1 � pV,Eq.

(b) For a given number of vertices |V | � n and number of edges
|E| � m2, find a Laplacian matrix L Largest Eigenvalue
λmax Minimizer graph G2 � pV,Eq.

Further, each of the above optimizations can be pursued in one
of two ways: globally and locally. For simplicity, we elaborate
on the second one, i.e., the largest eigenvalue minimization: we
study the ‘global’ case and the ‘local’ case. More precisely,

1) finding a Largest Eigenvalue Global Minimizer (LEGM)
graph that has the least largest eigenvalue possible for the
given number of vertices and edges, and
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2) finding a Largest Eigenvalue Local Minimizer (LELM), with
‘local minima’ in the sense that all one-edge reconnect, one-
edge addition and removal graphs (see Definition 3.1) have
either the same largest eigenvalue λmax or even higher λmax.

Related work in the context of the above problem is pursued
in the next section. The problem we consider in this paper is
closely linked with circulant graphs (pursued further in Section 6)
and DFT of time-symmetric vectors with entries from t0, 1u.
The remark after the problem formulation below makes this link
precise.

Problem 1.2. DFT magnitude minimization: given positive
integers d and n with 1 ¤ d ¤ n � 1, consider the following
steps/requirements.
(a) Define vector x P t0, 1un with x1 � 0 and }x}1 � d.
(b) Let x satisfy ‘time-symmetry’, i.e. xi � xn�2�i, for i � 2, .., n.
(c) Use x to define x̄PRn by x̄1 :��d, and x̄i:�xi, for all other i.
(d) Obtain the Discrete Fourier Transform (DFT)1 of the vector
x̄ by X � DFT px̄q. Notice that X P Rn due to time-symmetry.
(e) Consider the minimization problem: find x satisfying the
conditions above such that }X}8 is minimized.

Circulant matrices are pursued further in Section 6. The following
remark motivates the assumptions within the problem formula-
tions above.

Remark 1.3. The following points relate to Problems 1.1 and 1.2
and Laplacian matrices of circulant graphs.

1) The condition x̄1 � �d means that the ‘DC part’ of x̄ is
zero, hence X1 � 0. Thus minimizing2 }X}8 means that
the focus is on minimizing the maximum magnitude of all
frequencies, except the DC.

2) Entries in X are nothing but the negative of the eigenvalues
of the Laplacian of the graph GC constructed from x,
and GC is regular (of degree d) and is circulant; i.e., the
Laplacian matrix is a circulant matrix.

3) The operation of defining x̄ P Rn from x P t0, 1un is one of
adding an appropriately scaled discrete time impulse δ; the
impulse has an equal amount of all frequencies. The DFT
operation is linear on the signal space, thus keeping the
optimization focus on the non-DC part in the signal x.

4) The operation of defining x̄ from x is like studying the
eigenvalues of A � D (i.e. �L) instead of the adjacency
matrix A, and note that the diagonal matrix D (the degree
matrix) is merely d � I for this regular and circulant graph.

5) A careful use of above points gives }X}8 � λmaxpLq.
1For convenience, we include the definition of DFT here: DFT(x)=X P Cn,

with Xk �
°n

j�1 xje
t2πipj�1qpk�1q{nu. Note: for uniformity with the rest of

this paper, we use indices of the vectors x, x̄ P Rn and X P Cn to vary from 1
to n, instead of the typical DFT convention of using indices from 0 to n� 1.

2Assume, for simplicity, the condition of time-symmetry, i.e. Condition (b)
within Problem 1.2 is not imposed. Consider an example where n � 10 and
d � 4. Then, it is easy to see that vectors x � r0 1 0 1 0 1 0 1 0 0s, and
y � r0 1 1 0 0 1 1 0 0 0s, and z � r0 1 1 1 1 0 0 0 0 0s, all have the same
DC-value (� d). However, amongst the non-DC components in the corresponding
DFTs, DFT pxq has the highest 8 norm, while DFT pyq has the smallest 8-norm
and DFT pzq has an intermediate value of 8-norm. Thus, for multiple signals
having same values of n and d, one studies the problem of minimizing the 8
norm of the DFT of a vector x P t0, 1un (excluding the DC-value within the
DFT). This would thus amount to finding a discrete-time periodic signal having
a lowest value of its maximum variation/frequency component.
Time-symmetry (i.e. Condition (b) of Problem 1.2) links this problem with
symmetry of the circulant matrix, and hence to Adjacency/Laplacian matrices
of a suitable simple, undirected and unweighted graph, and thus to the central
problem in this paper.

C. Organization of the paper

The rest of this paper is organized as follows. The next section
relates the problem we pursue with other work in the literature and
how our work generalizes existing results. Section 3 contains the
main results of this paper, about locally optimal graphs. Further,
in the context of globally optimal graphs, our main results that
improve upon results in the literature, formulate and prove for the
case of many components are contained in Section 4. Section 6,
relates our work to the Discrete Fourier Transform and circulant
matrices/graphs. We consider some examples in Section 7. We
conclude the paper in Section 8, where we also summarize the
contribution of this paper.

2. BACKGROUND AND OTHER WORK IN THIS AREA

Recall that for a graph G � pV,Eq, with V the vertex set
and E the edge set, the Laplacian matrix is defined as LpGq �
DpGq �ApGq where DpGq is the diagonal matrix with diagonal
entries being the degree of vertices and ApGq is the adjacency
matrix of graph G. L is symmetric in this paper. The second
smallest eigenvalue of L is defined as the algebraic connectivity
of the graph G: see [3]. This eigenvalue is also called the Fiedler
value and hence we denote it by λF .

Algebraic connectivity maximization of graphs has received
much attention over the last few decades. Most recently in [12],
a greedy heuristic is used to improve the Fiedler value from a
random initial edge to have multiple solution and then a Markov
chain Monte Carlo technique is applied to select fewer solutions.
In another recent work [11], a heuristic algorithm based on the
minimum degree and maximum distance is introduced. In the
context of weighted graphs, [9] proposes an algorithm to find
an edge to add to the graph to maximize algebraic connectivity;
however, the edge weight here is a function of the distance
between the vertices. The survey papers [5], [6], [8], [14], [17]
and [18], contain a wealth of results about upper/lower bounds
on the algebraic connectivity of a graph, many of which we
use crucially in our paper too. In particular, given that we
pursue maximum eigenvalue minimization on the complement
graph instead of directly algebraic connectivity (second-smallest
eigenvalue) maximization, it would help the reader to quickly
review Proposition 2.1 below to see why this approach of focusing
on the complement is equivalent.

Closely aligned with our paper, [16] pursues Algebraic Con-
nectivity ‘Local’ Maximizers (ACLM) in the graph set of all one
edge changes as in Definition 3.1 and global maximizers, where
for a given number of vertices and edges, conditions guaranteeing
global optimality are formulated. Propositions 2.4 and 2.5 contain
the exact statements from [16] since this work is relevant to some
of the main results in our paper. Both local and global optima
obtained in [16] pursue the case when the complement has two
components, while our paper generalizes to the case when the
complement has multiple components and also slightly improves
the bounds for the 2-components case. The rest of this section
contains results we use and improve upon in this paper.

The following result crucially relates eigenvalues of the Laplacian
matrices of graph G and its complement Gc.

Proposition 2.1. [17, page 148] Let G be a simple undirected,
unweighted graph and Gc be its complement. Then the largest
eigenvalue of the graph λmaxpGq, satisfies λmaxpGq ¤ n. Further,
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the eigenvalues of the Laplacian matrices of G and Gc are related
by λipGcq�n�λn�ipGq for i � 1, .., n�1 and λnpGq�λnpGcq�0.

The following well-known result (from [19]) gives a lower bound
for the maximum eigenvalue and also formulates the unique
situation when the bound is tight.

Proposition 2.2. [19, Theorem 3.19] Consider a connected graph
G with at least one edge, vertex set V pGq of cardinality n. Then
the following hold.

a) The maximum eigenvalue of the Laplacian matrix of the
graph satisfies λmaxpLpGqq ¥ ∆� 1.

b) λmaxpLpGqq � ∆ � 1 holds if and only if ∆ � n � 1, i.e.,
there exists a ‘star node’ in G.

The following result gives a different lower bound for the maxi-
mum eigenvalue and the situation when this bound is tight.

Proposition 2.3. ( [14, Theorem 3]) Let Graph G have n ¥ 2 ver-
tices and let γ denote its domination3 number. Then, λmaxpGq¥t

n

γ
u

and, further, equality holds if and only if G � Ga

�
Gb such that:

1) |V pGaq| � tnγ u and γpGaq � 1, and
2) γpGbq � γpGq � 1 and λmaxpGbq ¤ tnγ u.

Some of the main results in our paper generalize the following
results from [16], and we generalize these results to the case
of more than two components in the complement graph. For a
specified number of vertices and edges, [16] studies the problem
of Algebraic Connectivity Global Maximizer (ACGM) graphs and
Algebraic Connectivity Local Maximizer (ACLM) graph. The
precise statements are below.

Proposition 2.4. [16, Thm 3] For integers a P Z�, if a ¤ r
n

2
s

and a� 2a2

n   1, then for any n ¥ 3, the complete bipartite graph
Ka,n�a is an ACGM in graphs with n vertices and apn�aq edges.

Proposition 2.5. [16, Thm 6] For integers a P Z�, if a ¤ r
n

2
s,

then the complete bipartite graph Ka,n�a is ACLM in graphs with
n vertices and apn� aq edges.

Proposition 2.6. [18, Thm 3.1] Consider Graph G with at least
one edge and independence4 number αpGq. Then, λmaxpGq ¥ n

α
and, further, equality holds if and only if α is a factor of n and
thus G then has α components, each being Kn

α
.

We prove in this paper (Theorem 4.1) that the complement
graph Gc made up of two complete components graph is LEGM
under a very similar (and slightly relaxed) sufficient condition as
compared to Proposition 2.4. We also extend the result (Theorem
4.5) of the complete two components to multi-components and
prove that the graph is LEGM under an appropriately generalized
sufficient condition. The notion of Algebraic Connectivity Local
Maximizers (ACLM) graph was introduced in [16]. An ACLM
graph G is one in which amongst all graphs obtained by changing
one edge (i.e., one edge is added or removed or reconnected to
a different set of vertices), then G’s algebraic connectivity is not

3 The domination number of a graph γpGq is defined as the minimum size of
the subset of vertices that are adjacent to every other vertex of the graph.

4 The independence number of graph αpGq is defined as the cardinality of the
largest set of vertices of the graph with no edge connection between any two
amongst them.

lower than among all such ‘one edge changed’ graphs. ACLM
graphs thus need not be globally optimal, but are merely locally
optimal. In [16], it has been shown that the complete bipartite
graph Ka,n�a is an Algebraic Connectivity Local Maximizer
(ACLM) in G for n vertices and apn � aq edges graphs for
2 ¤ a ¤ tn2 u; we generalize this result for the multipartite case
i.e., the complement graph has not just two components but any
number of components as Largest Eigenvalue Local Minimizers.

3. MAIN RESULTS: LOCALLY OPTIMAL GRAPHS

In this section, we present the main results of this paper,
which concern ‘locally’ optimal graphs. The notion of local
is made precise in the definition below. This notion coincides
with that of [16]. Local optimality is important when only
simple rearrangements of the topology of a set of multi-agents,
for example, are allowed, and complicated rearrangements are
disallowed. It helps to at least be locally optimal. Of course,
globally optimal configurations would also need to satisfy this,
and thus local optimality conditions are necessary conditions for
global optimality too.

Definition 3.1. (a) One edge reconnect of G0: Let G0pV,E0q
be a simple graph with |V | � n, and |E0| � m. We define
G1pV,E1q be a one-edge reconnect of G0 if G1 is also a
simple graph and one or both of nodes of precisely one edge
differ from that of G0. Thus, we have one-edge reconnect if
G1 satisfies |E1| � m and rankpL1 � L0q � 2.

(b) One edge addition: By one edge addition, we mean adding
an edge to a graph while keeping the graph simple.

Using the above notion of one edge reconnects and one edge
additions, we define a local minimizer graph; this is w.r.t. the
largest eigenvalue of the Laplacian.

Definition 3.2. Largest Eigenvalue Local Minimizer graph: A
graph G0 is called a Largest Eigenvalue Local Minimizer (LELM)
graph if G0 has the least value of the Laplacian matrix’s largest
eigenvalue amongst all the simple graphs G obtained from G0 by
either one edge reconnect or one edge addition.

In the context of various possibilities of an edge reconnection
or addition, it helps to visualize the case using a figure. We
include various figures, and the proof techniques vary depending
on these cases. In summary: when we have a union of complete
components, then an extra edge or an edge reconnection connects
to complete components, and we make a distinction about whether
the maximum degree of the full graph increases or remains same
and whether the largest component (with vertex-size say n1), or
vertex-size slightly smaller than the largest (of size n1 � 1), or
further smaller was involved in the edge reconnection/addition.
This distinction is needed to prove the local minimality of λmax

of the graph proposed in Theorem 3.6.

Lemma 3.3. Suppose a connection is established between com-
plete graph components Gi and Gj by adding an edge to give
G�

ij and let Lnew � Lold �: Cadd is the connection matrix.
Then rankpLnew �Loldq � 1 and the largest eigenvalue of Cadd
equals 2 (refer to Figure 1).

Proof. Contribution to the Laplacian matrix of the graph due to
an edge addition has the structure:



4

12

3

4 5

6

7

8

9

10

11

12

13

G1 Gi Gj

Figure 1: Connection established by one edge addition between
Gi and Gj , where |V pGjq| ¤ |V pGiq| ¤ |V pG1q| � 2
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Figure 2: Reconnection without increasing the maximum degree
of Gi, where |V pGjq| ¤ |V pGiq| ¤ |V pG1q| � 2
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Figure 3: Reconnection with increasing the maximum degree of
Gi, where |V pGjq| ¤ |V pGiq| ¤ |V pG1q| � 2
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Figure 4: Connection established by one edge addition to Gi,
where |V pGjq| ¤ |V pGiq| � |V pG1q| � 1
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Figure 5: Reconnection without increasing the maximum degree
of Gi, where |V pGjq| ¤ |V pGiq| � |V pG1q| � 1

Gi Gj

Cadd �

�
��

0 0 0 0
0 1 �1 0
0 �1 1 0
0 0 0 0

�
�� .

Clearly, the matrix Cadd has rank one and the characteristic
polynomial: χCadd psq � s3ps� 2q. So, λmaxpCadd q � 2.
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Figure 6: Reconnection with increasing maximum degree of Gi,
where |V pGjq| ¤ |V pGiq| � |V pG1q| � 1
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Figure 7: Connection established between largest size component
G1 with any size component by one edge addition
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Figure 8: Reconnection of edge without increasing the maximum
degree of largest size component G1

For bigger or general size Gi and Gj with |V pGiq|�|V pGjq| � a,
the structure of Cadd remains the same but with zeros padded
appropriately. Thus, Cadd has rank one in general also and the
lemma is proved.

Lemma 3.4. Suppose a connection is established between com-
plete graph components Gi and Gj by reconnecting an edge by
removing one edge e and adding elsewhere such that both nodes
of e change, to give G�

ij and let Lnew � Lold �: Cre-incr is
corresponding connection matrix. Then rankpLnew � Loldq � 2
and the largest eigenvalue of Cre-incr is 2 (refer to Figure 3).

Proof. Contribution to the Laplacian matrix of the graph due to
an edge reconnection as specified in the lemma has the following
structure:

Gi Gj

Cre-incr �

�
��
�1 1 0 0
1 �1 0 0
0 0 1 �1
0 0 �1 1

�
�� .

The matrix Cre-incr has rank two and the characteristic polyno-
mial: χCre-incr psq � s2ps2 � 22q. Thus, λmaxpCre-incr q � 2.
Again, for the general case, zeros get padded appropriately, and
the lemma is thus proved.

Lemma 3.5. Suppose a connection is established between com-
plete graph components Gi and Gj by reconnecting an edge by re-
moving one edge e and adding an edge such that only one node of
e is changed, to give G�

ij , and let Lnew�Lold �: Cre-same be the
corresponding connection matrix. Then rankpLnew � Loldq � 2
and the largest eigenvalue of Cre-same is

?
3 (refer to Figure 2).



5

Proof. Contribution to the Laplacian matrix of the graph due to
an edge reconnection as specified in the lemma has the following
structure:

Gi Gj

Cre-same �

�
����

0 0 0 0 0
0 �1 1 0 0
0 1 0 �1 0
0 0 �1 1 0
0 0 0 0 0

�
����

.

The matrix Cre-same has rank two and the characteristic polyno-
mial: χCre-same psq � s3ps2 � 3q. Thus, λmaxpCre-same q �

?
3.

Again, for the general case, zeros get padded appropriately and
the lemma is thus proved.

With the help of the above lemmas, we now state and prove
the first main result of this paper.

Theorem 3.6. Define GKC as the family of graphs of union of
complete components. A graph G P GKC , (i.e., G � YiGi,
where each Gi is a complete graph) is a Largest Eigenvalue
Local Minimizer (LELM). In other words, for graph G of n
number of vertices, m number of edges and p number of complete
components of |V pGiq| size such that

°p
i�1 |V pGiq| � n and

m � °p
i�1

|V pGiq|C2, then the value λmaxpGq is locally min-
imized, i.e. minimized w.r.t. all one edge reconnects, one edge
removals, and one edge additions as defined in Definition 3.1.
Further, λmaxpGq � max

iPt1,2,...,pu
|V pGiq|.

Proof. Let G1, G2, ..., Gp be the components and the number
of nodes involved in those components be |V pGiq| � ni then
total edges, |EpGq| � °

iPt1,2,..,pu
|V pGiq|C2. Without loss of

generality, we assume that the size of the components have the fol-
lowing relation between them: |V pG1q| ¥ |V pG2q| ¥ |V pG3q| ¥
...|V pGpq| ¡ 0. Thus the largest eigenvalue λmaxpGq of the graph
G is: λmax pGq � |V pG1q|, since λmaxpLpKn1

qq � n1. In this
setup, if one edge is reconnected or one edge is added, it can be
connected in the following three ways:
Case 1: Between components of smaller sizes Gi and Gj such
that |V pGjq| ¤ |V pGiq| ¤ |V pG1q| � 2, i.e. both components Gi

and Gj are at least two or more nodes smaller than the largest
component’s size (G1).
Case 2: Between component Gi and Gj with |V pGjq| ¤
|V pGiq| � |V pG1q| � 1.
Case 3: Between G1 and any other component: same size as G1

or smaller.
We now prove the theorem for each of the 3 cases. Note that
for each case, we have three subcases: (a) Addition of an edge,
(rs) Removal and addition of an edge e such that only one vertex
of e is changed, and (ri) Removal and addition of an edge e
such that both vertices of e are changed. We are not analyzing
the one edge removal for local minimizer because (except the
trivial case of removal from K2) removing only one edge from a
complete component graph, does not change its Laplacian largest
eigenvalue. Thus, the proposed graph G is LELM w.r.t. removal.

Case 1: When a connection is established between two com-
ponents of smaller sizes Gi and Gj (without loss of generality
assuming |V pGiq| ¥ |V pGjq|) such that |V pGiq| ¤ |V pG1q| � 2,
i.e. both Gi & Gj are at least two nodes smaller than the largest
component G1:

1a) By one edge addition (refer to Figure 1): If a connection is
established between Gi and Gj to give G�

ij by adding an

edge, then the connection matrix Cadd of Lemma 3.3, gets
added to LpGi `Gjq.
Thus, due to the edge addition in between components we
get, LpG�

ijq � LpGi `Gjq � Cadd .
Also, λmaxpLpG�

ijqq � max
∥x∥

2
�1

xTLpG�
ijqx �

max
∥x∥

2
�1
rxTLpGi `Gjqx� xTCadd xs.

Using Lemma 3.3, we have λmaxpCadd q � 2, which
implies that λmaxpLpG�

ijqq ¤ λmaxpLpGi ` Gjqq � 2 �
λmaxpLpGiqq � 2 ¤ λmaxpG1q.
Therefore, λmaxpGq � maxtλmaxpG1q, λmaxpG2q, . . . ,
λmaxpG�

ijqu � λmaxpG1q. This proves that λmaxpGq remains
same and the proposed graph G is a λmaxpGq local mini-
mizer.

1r) One edge reconnect: If the connection established between
Gi and Gj to give G�

ij by reconnecting one edge, then the
following two different types of C connection matrix get
added to LpGi`Gjq depending upon how the reconnection
of an edge is done.

1rs) Reconnection without increasing the maximum degree of
Gi (refer to Figure 2):
Due to the reconnection, the connection matrix
Cre-same of Lemma 3.5 gets added and we get
LpG�

ijq � LpGi `Gjq � Cre-same .
Also, λmaxpLpG�

ijqq � max
∥x∥

2
�1

xTLpG�
ijqx �

max
∥x∥

2
�1
rxTLpGi `Gjqx� xTCre-same xs

Using Lemma 3.5, we have λmaxpCre-same q �
?
3.

ùñ λmaxpLpG�
ijqq ¤ λmaxpLpGi ` Gjqq �

?
3 �

λmaxpLpGiqq �
?
3   λmaxpLpGiqq � 2 ¤ λmaxpG1q.

Therefore, λmaxpG�q �
maxtλmaxpG1q, λmaxpG2q, ..., λmaxpG�

ijqu � λmaxpG1q.
λmaxpGq remains the same, and our graph is local
minimizer.

1ri) Reconnection with increasing the maximum degree of Gi

(refer to Figure 3):
Due to reconnection, the connection matrix
Cre-incr of Lemma 3.4 gets added and we get
LpG�

ijq � LpGi `Gjq � Cre-incr .
Also, λmaxpLpG�

ijqq � max
∥x∥

2
�1

xTLpG�
ijqx �

max
∥x∥

2
�1
rxTLpGi `Gjqx� xTCre-incr xs

Using Lemma 3.4, λmaxpCre-incr q � 2.
ùñ λmaxpLpG�

ijqq ¤ λmaxpLpGi ` Gjqq � 2 �
λmaxpLpGiqq � 2 ¤ λmaxpG1q.
Therefore, λmaxpG�q �
maxtλmaxpG1q, λmaxpG2q, ..., λmaxpG�

ijqu � λmaxpG1q.
λmaxpGq remains the same and the proposed graph G
graph is a local minimizer. This completes the proof of
Case 1.

Case 2: When a connection is established between two smaller
size components with at least one component has precisely one
vertex less than the largest one. In other words, the connection
between component Gi of size |V pGiq| � |V pG1q| � 1 and
any other component Gj of equal or smaller size than Gi i.e.
|V pGjq| ¤ |V pGiq| � |V pG1q| � 1:

2a) By one edge addition (refer to Figure 4): Suppose a connec-
tion is established between Gi and Gj to give G�

ij by adding
an edge (using Proposition 2.2 b),
λmaxpG�

ijq ¡ |V pGiq| � 1 � |V pG1q| � λmaxpG1q.
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λmaxpG�q � maxtλmaxpG1q, λmaxpG2q, ..., λmaxpG�
ijqu �

λmaxpG�
ijq ¡ λmaxpG1q. Thus, proposed graph G is a local

minimizer.
2r) One edge reconnect: Suppose a connection is established

between Gi and Gj to give G�
ij by relocating an edge, then

following two different types of C connection matrix gets
added to LpGi `Gjq depending upon how reconnection of
an edge is done.

2rs) Reconnection without increasing the maximum degree of
Gi (refer to Figure 5):
Due to the reconnection, the connection matrix Cre-same
of Lemma 3.5 gets added and we get LpG�

ijq � LpGi `
Gjq � Cre-same . Also, λmaxpLpG�

ijqq�
max
∥x∥

2
�1

xTLpG�
ijqx� max

∥x∥
2
�1
rxTLpGi`Gjqx�xTCre-samexs

Using Lemma 3.5, λmaxpCre-same q �
?
3.

λmaxpLpG�
ijqq ¤ λmaxpLpGi ` Gjqq � ?

3 �
λmaxpLpGiqq �

?
3 � λmaxpLpG1qq �

?
3� 1.

So, in case of reconnecting without increasing maximum
degree, we use the following relation:
λmaxpGiq�λmaxpG1q �1 λmaxpG�

ijq¤λmaxpG1q�
?
3�1.

Thus, λmaxpG1q ¤ λmaxpG�q ¤ λmaxpG1q �
?
3 � 1

implies λmaxpG�q either increases or remains the same.
Therefore again the proposed graph G is an LELM.

2ri) Reconnection with increasing the maximum degree of Gi

(refer to Figure 6): Suppose the connection is established
between Gi and Gj to give G�

ij by reconnecting an edge
with increasing maximum degree of Gi, we get: (using
Proposition 2.2),
λmaxpG�

ijq ¡ |V pGiq| � 1 � |V pG1q| � λmaxpG1q.
λmaxpG�q � maxtλmaxpG1q, λmaxpG2q, .., λmaxpG�

ijqu
which equals λmaxpG�

ijq. Hence, λmaxpGq increases.
Thus, the proposed graph G is an LELM.

This completes the proof of Case 2.

Case 3: When a connection is established between the largest size
component G1, and any other component:

3a) By one edge addition (refer to Figure 7): Before the addition
of edge, we have λ1pGq � |V pG1q|. Then the connection
is established in two ways: between the two largest size
components and between the largest and any other size
components. Thus, the addition of edge between components
K|V pG1q| and K|V pGiq| leads to λ1pGq ¡ |V pG1q| (using
Proposition 2.2) [19], [5]). Therefore, the proposed graph is
a λ1pGq local minimizer (LELM).

3r) Reconnecting of edge with or without increasing the maxi-
mum degree of G1 (refer to Figure 8): Here, the connection
is established in cases with the largest size component G1

by re-connecting K|V pG1q| and K|V pGiq| either by increasing
maximum degree of G1 or not; similarly like the addition
of edge, the reconnection leads to λ1pGq ¡ |V pG1q| (using
Proposition 2.2) [19], [5]). Hence the proposed graph G is
again an LELM for this case also.

This completes the proof of Case 3 and also the proof of the
theorem.

The following corollary is an easy consequence of Theorem 3.6.

Corollary 3.7. Consider graph G of n number of vertices and m
number of edges forming a complete p-partite graph, Kn1,n2,...np

such that
°p

i�1 ni � n and m � |EpGq| � ±p
i�1 ni. Then the

p-partite graph G � Kn1,n2,...np is an Algebraic Connectivity
Local Maximizer (ACLM).

4. MAIN RESULTS: GLOBALLY OPTIMAL GRAPHS

In this section, we obtain sufficient conditions for the union
of complete graphs to be a global minimizer of the largest
eigenvalue. The first main result of this section (Theorem 4.1)
is a slight improvement (though claimed and proved on the
complement graph using different proof techniques) to Proposi-
tion 2.4. The second main result of this section (Theorem 4.5) is a
generalization to the case of more than two components and also
gives the first one as a corollary, except in the case of equality
within the sufficient condition: equation (1).

Theorem 4.1. Consider graph G � pV,Eq of n number of
vertices and m number of edges consisting of two complete
components Kℓ and Kn�ℓ, i.e. m � |EpGq| � ℓC2 � n�ℓC2.
Let without loss of generality ℓ ¤ n

2 . Assume

ℓ� 2ℓ2

n
¤ 1. (1)

Then the graph, G � Kℓ

�
Kn�ℓ is a Largest Eigenvalue Global

Minimizer (LEGM).

Proof. This proof involves two cases depending on whether the

inequality ℓ� 2ℓ2

n
¤ 1 is strict or met with equality. First, notice

that when ℓ � n

2
, we get ℓ� 2ℓ2

n
� 0 and ℓ   n

2
is the same as

0   ℓ� 2ℓ2

n
. Hence, the assumption in the theorem ℓ ¤ n

2 gives

0 ¤ ℓ� 2ℓ2

n
and on adding condition (1), we get 0 ¤ ℓ� 2ℓ2

n
  1

(Case 1) or holds with equality (Case 2).

Case 1: Condition ℓ� 2ℓ2

n
  1.

In order to prove the theorem, we obtain the average degree of
the graph.
Average degree (davg) of the graph G � Kℓ

�
Kn�ℓ:

davg � 2m

n
� 2

n

"
ℓ2 � ℓ

2
� pn� ℓq2 � pn� ℓq

2

*
,

� 1

n

 
2ℓ2 � n2 � 2nℓ� n

(
,

� n� ℓ� 1�
�
ℓ� 2ℓ2

n



.

We use the maximum degree of the graph, ∆ ¥ davg . We also
use that ∆ should be an integer which implies ∆ ¥ rdavgs. If
0 ¤ ℓ� 2ℓ2

n   1, then the maximum degree, ∆ ¥ n� ℓ� 1.
Using Proposition 2.2a), for any graph that has as many edges as
m, we get λmaxpGq ¥ ∆� 1 and thus λmaxpGq ¥ n� ℓ for any
graph having as many edges as G � Kℓ

�
Kn�ℓ.

For the proposed graph G, the largest eigenvalue of the graph,
λmaxpGq � maxtℓ, n� ℓu � n� ℓ.
Hence, the proposed graph G of theorem Kℓ

�
Kn�ℓ is an

LEGM.
Case 2: Condition ℓ� 2ℓ2

n
� 1.

Consider ℓ� 2ℓ2

n
� 1 ùñ 2ℓ2 � nℓ� n � 0

whose roots are: ℓ � n�?
n2 � 8n

4
.
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Notice that for ℓ to be an integer, the discriminant n2� 8n needs
to be a perfect square, i.e. n2 � 8n � s2, where s, n P Z�.
With the above constraints, non-negative integer solution n exists
only for n � 8 and n � 9, which makes ℓ as 2 and 3, respectively.
For case (a): This is the case when n � 8, ℓ � 2 , i.e. K2

�
K6,

we have 2C2 � 6C2 � 1 � 15 � 16 edges, and λmaxpGq � 6.
The complement of this graph is a complete bipartite graph
Gc � K2,6 with minimum degree δpGcq � 2. Also, we know
from [3, Thm 4.1] λF pGcq ¤ δpGcq � 2. But for complete
bipartite graph, algebraic connectivity λF pGcq � minp2, 6q � 2
[3, Thm 3.11] which means in the complement graph space,
algebraic connectivity is maximized. Hence in the original graph
space, due to Proposition 2.1, the largest eigenvalue is minimized.
For case (b): This is the case when n � 9, ℓ � 3 , i.e. K3

�
K6,

we have 3C2� 6C2 � 3�15 � 18 edges, and λmaxpGq � 6. The
complement of this graph is a complete bipartite graph Gc � K3,6

with a minimum degree δpGcq � 3. Also, we know from [3]
that λF pGcq ¤ δpGcq � 3. However, for a complete bipartite
graph, the algebraic connectivity λF pGcq � minp3, 6q � 3
[3, Theorem 3.11], which means in complement graph space,
algebraic connectivity is maximized. Hence in the original graph
space, λmax is minimized due to Proposition 2.1.
Thus, for both cases (a) and (b), we conclude that K2

�
K6 and

K3

�
K6 respectively, are LEGM: this completes the proof.

Theorem 4.1 yields the following corollary about λF .

Corollary 4.2. Consider graph G � pV,Eq of n number of
vertices and m number of edges forming a complete bipartite
graph Kℓ,n�ℓ, i.e. m � |EpGq| � ℓpn � ℓq. Let without loss of
generality ℓ ¤ n

2 . Assume

ℓ� 2ℓ2

n
¤ 1. (2)

Then the complete bipartite graph Kℓ,n�ℓ is an Algebraic Con-
nectivity Global Maximizer with λF � ℓ.

The next theorem uses the above results to formulate conditions
under which a complete bipartite graph is an ACGM; see also
Footnote 5.

Theorem 4.3. Consider integers n, ℓ such that 2 ¤ ℓ ¤ n
2 and

n ¤ 2ℓ2

ℓ� 1
. (3)

Then, among all the graphs of n vertices and m � ℓpn � ℓq
edges, a graph which maximizes the algebraic connectivity is the
complete bipartite graph Kℓ,n�ℓ with λF pKℓ,n�ℓq � ℓ.

Proof. The proof follows from Corollary 4.2: consider a graph G
with n vertices and m � ℓpn� ℓq edges, the condition ℓ ¤ n

2 and
(2) gives nℓ�2ℓ2 ¤ n. Upon solving for n, we get 2ℓ2 ¥ nℓ� n
which yields n ¤ 2ℓ2

ℓ�1 . Hence, any complete bipartite graph
satisfying the given conditions on ℓ and n is an ACGM.

While equation (3) within Theorem 4.3 is a sufficient condition,
Example 7.2 later in this paper shows how this sufficient condi-
tion’s violation (for n � 16, ℓ � 4) results in a circulant graph
having a higher λF . Next, as a special case of Theorem 4.3 above,
for bipartite graphs, we formulate Corollary 4.4. The assumption
of constraints on the number of vertices makes this corollary a

special case of [10, Conjecture 1.5], leaving the conjecture5 open
for the general case.

Corollary 4.4. Among all graphs of n vertices and m � 2pn�2q
edges with 4 ¤ n ¤ 8, a graph which maximizes the alge-
braic connectivity is the complete bipartite graph K2,n�2 with
λF pK2,n�2q � 2.

We now generalize Theorem 4.1 and Proposition 2.6 to the
number of components p ¡ 2.

Theorem 4.5. Consider graph G of n number of vertices
and m number of edges consisting of p complete components
Kn1

,Kn2
, . . .Knp

such that
°p

i�1 ni � n and m � |EpGq| �°p
i�1

niC2. Let without loss of generality n1 ¥ n2 ¥ . . . ¥ np.
Assume

n1 �
n2
1 � n2

2 � . . .� n2
p

n
  1. (4)

Then the graph, G � Kn1

�
Kn2

. . .
�

Knp
is a Largest Eigen-

value Global Minimizer (LEGM) with λmax � n1.

Proof. For the graph G � Kn1

�
Kn2

. . .
�

Knp
, first notice that

n1 �
n2
1 � n2

2 � . . .� n2
p

n
¥ 0.

This is because
n� n1 � pn2

1 � n2
2 � . . .� n2

pq
n

�
n2pn1 � n2q � n3pn1 � n3q � . . .� nppn1 � npq

n
and thus only

when n
p P Z (and hence n

p � n1 � n2 � . . . � np), we

have n1 �
n2
1 � n2

2 � . . .� n2
p

n
� 0. For any other value of n

and of ni, we have 0   n1 �
n2
1 � n2

2 � . . .� n2
p

n
and thus

0 ¤ n1 �
n2
1 � n2

2 � . . .� n2
p

n
in general.

The average degree (davg) of the graph:

davg � 2m

n
� 2

p̧

i�1

niC2

n
,

�
p̧

i�1

n2
i � ni

n
� n2

1 � n2
2 � . . .� n2

p � n

n
,

� n1 � 1� pn1 �
n2
1 � n2

2 . . .� n2
p

n
q.

We next use the maximum degree of the graph, ∆ ¥ davg . We also
know that ∆ should be an integer which implies ∆ ¥ rdavgs. If

0 ¤ n1 �
n2
1 � n2

2 . . .� n2
p

n
  1, then the maximum degree ∆ ¥

n1 � 1.
Using Proposition 2.2a), for any graph that has as many edges as
m, we get λmaxpGq ¥ ∆� 1 ùñ λmaxpGq ¥ n1.
Finally, it remains to show that the proposed graph G satisfies
λmaxpGq � n1. Since n1 ¥ ni and λmaxpKniq � ni, we conclude
that the graph proposed is LEGM. This completes the proof of
Theorem 4.5.

The following corollary is a restatement of the above theorem in
terms of global maximization of λF .

5 Conjecture 1.5 of [10] claims that among all graphs on n vertices and m �
2pn�2q edges (with n ¥ 4), a graph which maximizes the algebraic connectivity
is the complete bipartite graph K2,n�2 with λF pK2,n�2q � 2.
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Corollary 4.6. Consider graph G of n number of vertices and m
number of edges forming a complete p-partite graph, Kn1,n2,...np

such that
°p

i�1 ni � n and m � |EpGq| �±p
i�1 ni. Let without

loss of generality n1 ¥ n2 ¥ . . . ¥ np. Assume

n1 �
n2
1 � n2

2 � . . .� n2
p

n
  1. (5)

Then the p-partite graph G � Kn1,n2,...np
is an Algebraic

Connectivity Global Maximizer with λF � n1.

The following remark interprets the sufficient conditions in the
main results above and explains why our results are a generaliza-
tion of existing results of the literature.

Remark 4.7. Theorem 4.1 and Theorem 4.5 establish that when
the components are of ‘almost similar sizes’ or the largest
component is ‘much larger than the smallest’, we get a Largest
Eigenvalue Global Minimizer graph. Both sufficient conditions,
equations (1) and (4), are to be viewed as relaxation on the
condition ‘α is a factor of n’ in Proposition 2.6. This is elaborated
as follows. From Proposition 2.6, it is clear that for any integer
n1, when we have

�p
i�1 Kn1

, then this graph is an LEGM.
Intuitively, when np is ‘slightly smaller’ than n1, then too LEGM
would continue to hold: for example, the graph in the first row
in Table I. On the other hand, by addition of a ‘sufficiently
small’ component Knp�1

, i.e. when 0   np�1 ! n1, then LEGM
would continue to hold: for example, the last row in Table I.
In other words, not just when all components are of the same
size, but also when the components are ‘quite homogeneous’ or
some of them are relatively ‘negligibly small’, then too LEGM
property continues to hold: in that sense, the sufficient condition

n1 �
n2
1 � n2

2 � . . .� n2
p

n
  1 is relaxation of the condition ‘α is

a factor of n’ of Proposition 2.6.

5. ALGORITHMIC CONSTRUCTION OF LELM GRAPHS

In this section we consider the problem of constructing LELM
graphs. Given positive integers n and m, construct a graph with n
vertices and m edges which is an LELM graph. We propose the
algorithm below and prove its optimality later in Theorem 5.2.

Remark 5.1. Note the following points due to which the algorithm
achieves the objective of a ‘best’ LELM (see Theorem 5.2). In
order to obtain a small λmax, it is essential to have a low
value of qi, the vertex cardinality of each complete component.
For each component’s size qi, from amongst the remaining ver-
tices nrem

i , we construct ℓi number components of Kqi with
ℓi ¤ ℓmax :� t

nrem
i

q u. Each Kqi accommodates qiC2 edges
and we try to have as many qi-size components as possible.
Loosely speaking, a slight increase in qi helps accommodate
significantly more edges (due to the fact that the edge-count is
quadratic in the node-count for complete components). However,
this is at the cost of an increase in λmax (proportional to increase
in qi) and a lesser number of components ℓi. On the other hand,
a smaller qi aids in decreasing λmax quite proportionately but
would perhaps be unable to accommodate enough edges.

The optimality property of the graph constructed by Algo-
rithm 1 is formulated below.

Theorem 5.2. Consider Algorithm 1 which takes input n, number
of vertices and mdesired, desired number of edges. Suppose
the algorithm terminates with mactual � mdesired, then the

Algorithm 1: Edges inclusion in the graph

1 Input: Vertices count: n, number of edges desired: mdes.
2 Output: Graph G of n nodes, number of edges mact ¤ mdes

and union of complete components with least λmaxpLq: see
Theorem 5.2.

3 Initialize Set i, jÐ0, qÐ2, nrem
0 Ðn and mrem

0 Ðmdes.
4 while mrem

i ¡ 0 & nrem
i ¥ 0 & q ¤ nrem do

5 ℓmax :� t
nrem
i
q

u

6 if mrem
i ¡ nrem

i C2 then // mrem too high for any complete graph

7 ℓÐ 1 and q Ð nrem
i

8 Set iÐ i� 1, nrem
i Ð nrem

i�1 � qℓ and
mrem

i Ð mrem
i�1 � ℓ � qC2

9 for k � 1, 2, . . . , ℓ do // storing the components sizes

10 Set j Ð j � 1 and qj Ð q
11 end
12 else if mrem ¤ ℓmax �

qC2 then // q & ℓmax can take in mrem

13 isTypicalÐ False // look for a corner case: addressed later below

14 for ℓ � ℓmax, ℓmax � 1, . . . , 1 do // to find largest ℓ

15 if qC2 � ℓ ¤ mrem then // not the corner case

16 isTypicalÐTrue & break // found ℓ, break out of ‘for loop’

17 end
18 end
19 if isTypical = False then // Need to Ó q since ℓ �Kq�1¤ mrem Kq

20 q Ð q � 1 // decrease q slightly for the corner case

21 ℓmax :� t
nrem
i
q

u
22 for ℓ � ℓmax, ℓmax�1, .., 1 do // to find largest ℓ

23 if qC2 � ℓ ¤ mrem then
24 break // found ℓ, break out of the ‘for loop’

25 end
26 end
27 end
28 Set iÐ i� 1, nrem

i Ð nrem
i�1 � qℓ & mrem

i Ð mrem
i�1 � ℓ � qC2

29 for k � 1, 2, . . . , ℓ do // storing the components sizes

30 Set j Ð j � 1 and qj Ð q
31 end
32 Set q Ð 2 // re-enter while loop with smallest possible q

33 else
34 q Ð q � 1 // need to increase q to accommodate mrem

i

35 end
36 end
37 Return the graph

�j
k�1 Kqk . // construct the graph of sizes defined

constructed graph G is LELM. Consider GKC , the family of
graphs defined in Theorem 3.6. Amongst all graphs in GKC , the
graph G has the least λmax. Further, if the sufficient condition of
Theorem 4.5 is met, the proposed graph is also an LEGM.

Proof. The claims in the theorem are straightforward; hence
we summarize and dwell on only the key arguments in this
proof. Remark 5.1 also contains various relevant arguments. The
algorithm constructs components: largest first and then smaller
ones until all vertices are used up, and the maximum number of
edges (up to mdesired) are accommodated through the following
steps/features.

 By construction, the obtained graph is clearly an LELM.
 Within the while loop, the condition qi ¤ nrem

i ensures that
the new components do not exceed the remaining number of
vertices.

 Setting ℓmax :� t
nrem
i

q u ensures that the ℓi components, each
of vertex cardinality qi, do not over-exhaust the remaining
vertices.

 The condition mrem
i ¤ ℓmax � qC2 verifies that it is possible

to accommodate the desired number of edges with the current
q value.

 The check qC2 � ℓi ¤ mrem
i with decreasing ℓi ensures that

ℓi is as large as possible for a given component size qi to
accommodate the desired number of edges.
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Thus, the construction procedure accommodates the desired num-
ber of edges with as small size components of complete graphs
Kqi as possible and hence is an LELM with λmax � q1. Further,
from the procedure, λmax is the least amongst the family of LELM
graphs: GKC .

6. CIRCULANT GRAPHS

Propositions 2.1 and 2.2 are about relations between the Lapla-
cian eigenvalues for a graph and its complement and about the
maximum degree ∆ providing a lower bound for the λmax. In
particular, the lower bound ∆ � 1 is tight for the case when the
graph contains a star node, i.e., the domination number γ (see
Footnote 3) equals 1. This naturally suggests that a relatively
equitable distribution of edges keeps the max-degree ∆ low
and thus also helps keep the maximum eigenvalue λmax low.
Circulant matrices are such matrices: they are regular and contain
a symmetry that indeed makes them LEGM for certain cases; we
pursue this link in this section.

A matrix C P Rn�n is called circulant if each entry ci,j , the
entry in the i-th row and the j-th column satisfies: ci,j � ci�k,j�k,
where the indices are considered to be modulo-n and - for this
reason, and just for this sentence - indices i, j vary from 0 to n�1.
It is well-known (see [1]) that the set of circulant matrices form an
n-dimensional subspace of Rn�n, and the entries of only the first
row of C need to be specified for specifying the n�n matrix C.
A circulant graph is one whose Laplacian is a circulant matrix
after a permutation/re-ordering of the nodes, if needed. Define the
matrix J P Rn�n such that Jij � 1 for all i, j P t1, 2, . . . , nu.
Notice that nI � J is a circulant matrix with generating row as
rn� 1,�1,�1, . . . ,�1s. The Laplacian of this circulant graph is
same as the Laplacian of Kn, i.e. nI � J . This means that if G
is a circulant graph, so is its complement Gc.

We further pursue Problem 1.2 and note that the DFT of the
first row of a circulant matrix C are precisely the eigenvalues of
C. Given integers n and m, the number of vertices and edges,
due to the implicit regularity of a circulant graph, 2 �m has to
be divisible by n for a circulant graph GpV,Eq to exist such that
|V | � n and |E| � m.

Below is our first result in this context. We also consider some
related examples in this and the following section.

Theorem 6.1. Consider positive integers n and m satisfying
Conditions (A) and (B) below:

(A) n is a factor of 2m, and (B)
2m

n
� 1 is a factor of n.

Then, the following hold.

1) There exists a circulant graph Gc having n vertices and m edges.
2) Gc is an LEGM.
3) The first row of the adjacency matrix of Gc solves Problem 1.2.
4) Gc

c, the complement of Gc, is also a circulant graph with the
highest algebraic connectivity, i.e., Gc

c is an ACGM.

Proof. Notice that the condition (A) allows regularity and the
condition (B) on m allows one to construct G :� �

Kq

ℓ times
, with

q :� 2m� n
n and ℓ :� n

q . This union of complete components
graph G so obtained can be made into circulant graph Gc

by carefully renumbering the vertices in G, thanks to the two

divisibility assumptions in the theorem. Note that renumbering
vertices is merely premultiplying and postmultiplying the Lapla-
cian L by permutation matrices P and PT , a unitary similarity
transformation; hence no change in the eigenvalues of L. Further
observe that this obtained circulant graph Gc also satisfies the
condition of Theorem 4.5 (as n1 � n2 � . . . � np), hence it is
an LEGM. It is easy to see that the complement of circulant graph
GC

c is also a circulant graph and GC
c is an Algebraic Connectivity

Global Maximizer.
Also, it is clear from Remark 1.3 that the DFT Problem 1.2 is
linked with the circulant graph ACGM Problem. This completes
the proof.

Of course, the condition specified in the theorem is only a suffi-
cient condition for a circulant matrix to be an LEGM. Example 7.1
is included in the next section: it is about when the sufficient
condition of Theorem 4.1 is met with equality and the resulting
union of complete components is an LEGM. Further, this case
also admits a circulant matrix, which also is an LEGM, though it
is not a union of complete components. Example 7.2 shows that
for a � 4 and n � 16, the complete bipartite graph Ka,n�a is
not be an ACGM graph and a circulant matrix with same number
vertices and edges provides a higher λF pGcq � 4.15 than the
K4,12 with λF pK4,12q � 4 (for n � 16 and m � 72).
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4
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8

(a) Circulant graph with its Laplacian’s
largest eigenvalue minimized globally:
λmaxpGcq � 6. This graph also solves
the DFT Problem 1.2; i.e. the adja-
cency matrix A’s first row minimizes its
largest frequency component amongst
all adjacency matrices with first row
having the same number of ones as that
of A (refer to Example 7.1).
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(b) Circulant graph with
Laplacian’s largest eigenvalue
λmaxpGcq � 6.88: maximized
amongst all circulant graphs
with same node/edge
cardinalities, including
graph of Figure 9a. This
graph does not solve the DFT
Problem 1.2.

Figure 9: Circulant graphs related to Problem 1.2

7. EXAMPLES

In this section, we consider some examples. Table I contains
many typical values of n and m (the total number of vertices
and edges) and also lists which are LEGM (in addition to being
LELM). Some more examples are elaborated in this section.

Table I: λmax for complete components Ki having n vertices and m edges
n m

�
Ki λmax LEGM/LELM

10 16 5, 4 5 LEGM
9 10 4, 3, 2 4 LEGM
9 12 4, 4 4 LEGM
10 20 5, 5 5 LEGM
15 34 7, 5, 3 7 LELM
20 22 4, 4, 4, 2, 2, 2, 2 4 LEGM
20 50 8, 6, 4, 2 8 LELM
25 66 8, 8, 4, 3, 2 8 LELM
25 132 12, 12 12 LEGM
30 235 22, 2, 2, 2, 2 22 LELM
32 136 10, 10, 10, 2 10 LEGM

The following example shows LEGM graph satisfying the suf-
ficient condition inequality (1) with equality. It also show non-
uniqueness of LEGM with a circulant graph.
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Example 7.1. Suppose the number of vertices, n � 9, and
the number of edges, m � 18. The graph K6

�
K3 with

λmaxpK6

�
K3q � 6, is an LEGM with the nonstrict inequal-

ity (1) satisfied with equality.
Further, the circulant graph Gc with degree 4, represented
by the circulant adjacency matrix having its first row as
r0 0 1 0 1 1 0 1 0s also has λmaxpGcq � 6. Thus K6

�
K3 is

not the unique LEGM, but the circulant graph Gc has the same
λmax value and is an LEGM too.

The following example shows a circulant graph minimizing λmax

better than the complement of bipartite graph or union of two
complete components (LELM).

Example 7.2. Consider the case when the vertex/edge counts
are n � 16, m � 72. In this case, the sufficient condition of
Theorem 4.1 is violated quite severely and G � K12

�
K4 is

indeed not an LEGM, but just an LELM, with λmaxpGq � 12.
Further, it may be verified that the circulant graph Gc ob-
tained by the circulant adjacency matrix having its first row as
r0 0 1 0 1 0 1 1 1 1 1 0 1 0 1 0s has λmaxpGcq � 11.85. This
is a case where a circulant graph provides a lower λmax than the
LELM graph K12

�
K4. So, on complementing Gc, we get the

circulant graph GC
c which provides higher algebraic connectivity,

λF pGC
c q � 4.15 than the complete bipartite graph K4,12 which

has λF pK4,12q � 4.

8. CONCLUDING REMARKS

In this paper we considered the problem of designing/placing
edges to maximize the algebraic connectivity of a graph: this
has applications in various areas in control, sensor network
design, input/output network design: especially in the study of
structured systems: see [13], for example. More precisely, in the
context of undirected, unweighted graphs with a given number of
vertices and edges, and when studying their Laplacian matrices’
eigenvalues, we showed how the graphs comprised of two or more
complete components locally minimize the Laplacian’s largest
eigenvalue (LELM graphs): Theorem 3.6. The proof involved
a meticulous case-by-case analysis of various possibilities: see
Figures 1 to 8, and Lemmas 3.3-3.5. Further, if the components
sizes are either ‘quite homogeneous’ or some of them are rel-
atively ‘negligibly small’ (as elaborated in Remark 4.7, which
interpreted Equations (1) and (4) of Theorems 4.1 and 4.5),
then this graph is not just local, but also a global minimizer
of the largest eigenvalue for that many vertices and edges. This
thus extends existing results (Propositions 2.1, 2.2 and 2.3) in
different and appropriate ways. We also proposed an algorithm to
construct such a locally/globally optimum graph (Algorithm 1).
Assuming suitable restrictions on size, and also generalizing along
a digression, we proved Theorem 4.3 & Corollary 4.4: special
cases of [10, Conjecture 1.5], with the conjecture remaining open
for the general case.

We also related our results to the well-studied class of graphs
called circulant graphs: the significance being that due to a sym-
metric and uniform distribution of edges across nodes within such
graphs, circulant graphs appear like the opposite of graphs that
have a ‘star node’ (see Proposition 2.2, Statement b)), and hence
are potential candidates when minimizing the largest eigenvalue
of the Laplacian. The link between circulant graphs/matrices and
the Discrete Fourier Transform is well-known, and the central
problem considered in this paper thus translates to minimization
of the maximum magnitude across all nonzero frequencies in a

periodic discrete time signal (see Problem 1.2, Remark 1.3, and
Theorem 6.1) comprising of only 0 and 1’s.

Acknowledgements: We thank Kumar Appaiah for help with
circulant graphs and Chayan Bhawal for various insightful dis-
cussions.

REFERENCES

[1] P.J. Davis, Circulant Matrices, Chelsea Publishing Company, 1979.
[2] B. Elspas and J. Turner, Graphs with circulant adjacency matrices, Journal

of Combinatorial Theory, vol. 9, pages 297-307, 1970.
[3] M. Fiedler, Algebraic connectivity of graphs, Czechoslovak Mathematical

Journal, vol. 23, pages 298-305, 1973.
[4] T. Fujihara and N. Takahashi, Complete multipartite graphs maximize

algebraic connectivity in the neighborhood based on 2-switch, Proceedings
of 2015 International Symposium of Nonlinear Theory and its Applications,
pages 285-288, 2015.

[5] R. Grone and R. Merris, The Laplacian spectrum of a graph 2, SIAM Journal
on Discrete Mathematics, vol. 7, no. 2, pages 221-229, 1994.

[6] R. Grone, V.S. Sunder and R. Merris, The Laplacian spectrum of a graph,
SIAM Journal on Matrix Analysis and Applications, vol. 11, no. 2, pages 218-
238, 1990.

[7] R. Ishii and N. Takahashi, Extensions of a theorem on algebraic connec-
tivity maximizing graphs, Proceedings of 2016 International Symposium of
Nonlinear Theory and its Applications, pages 598-601, 2016.

[8] S.L. Jiong and Y. Liang, Upper bounds for the Laplacian graph eigenvalues,
Acta Mathematica Sinica, vol. 20, no. 5, pages 803-806, 2004.

[9] Y. Kim and M. Mesbahi, On maximizing the second smallest eigenvalue of a
state-dependent graph Laplacian, IEEE Transactions on Automatic Control,
vol. 51, no. 1, pages 116-120, 2006.

[10] T. Kolokolnikov, Maximizing algebraic connectivity for certain families of
graphs, Linear Algebra and its Applications, vol. 471, pages 122-140, 2015.

[11] G. Li, Z. F. Hao, H. Huang and H. Wei, Maximizing algebraic connec-
tivity via minimum degree and maximum distance, IEEE Access, vol. 6,
pages 41249-41255, 2018.

[12] S. Mackay, C. Ponce, S. Osborn and M. McGarry, Finding diverse ways to
improve algebraic connectivity through multi-start optimization, Journal of
Complex Networks, vol. 9, no. 1, pages 1-27, 2021.

[13] S. Moothedath, P. Chaporkar, M. N. Belur, Approximating constrained
minimum cost input-output selection for generic arbitrary pole placement
in structured systems, Automatica, vol. 107, pages 200-210, 2019.

[14] V. Nikiforov, Bounds on graph eigenvalues I, Linear Algebra and its
Applications, vol. 420, issues 2-3, pages 667-671, 2007.

[15] A. Nilli, On the second eigenvalue of a graph, Discrete Mathematics,
pages 207-210, 1991.

[16] K. Ogiwara, T. Fukami, and N. Takahashi, Maximizing algebraic connectivity
in the space of graphs with a fixed number of vertices and edges, IEEE
Transactions on Control of Network Systems, vol. 4, no. 2, pages 359-368,
2017.

[17] M. Russell, Laplacian matrices of graphs: a survey, Linear Algebra and its
Applications, vol. 197–198, pages 143-176, 1994.

[18] X.D. Zhang, On the two conjectures of Graffiti, Linear Algebra and its
Applications, vol. 385, pages 369-379, 2004.

[19] X.D. Zhang and R. Luo, The spectral radius of triangle-free graphs, Aus-
tralasian Journal of Combinatorics, vol. 26, pages 33-39, 2002.

Karim Shahbaz received the B.Tech. degree in Elec-
tronics Engineering from the Aligarh Muslim University,
U.P., India, in 2010, the M.Tech. degree in Electrical
engineering from IIT Delhi, India, in 2012, and currently
pursuing PhD degree in electrical engineering from IIT
Bombay, India. His areas of interest are graph theory, op-
timization, model order reduction, system identification
and estimation.

Madhu N. Belur is at IIT Bombay since 2003, where he
is currently a professor in the Department of Electrical
Engineering. His interests include dissipative dynamical
systems, behavioral systems theory, graph theory, open-
source application implementation, and the development
of railway timetabling and capacity estimation and sim-
ulation tools.



11

Ajay Ganesh is a Research Associate at the University
of Alberta with research interests spanning the cross-
roads of complex energy systems engineering and data
analytics. He is a well-seasoned engineer, inculcating the
best of both academia and industry. A researcher-cum-
educator, trained by prestigious Universities in Canada,
the United States, and India in complex systems &
control engineering and data science. He also possesses
industrial experience as a software engineer, where he
acquired project management documentation skills apart
from code development.


