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Abstract

This paper describes a system for face detection and recog-
nition in an image sequence. Motion information is used to
find the moving regions, and probable eye region blobs are
extracted by thresholding the image. These blobs reduce the
search space for face verification, which is done by template
matching. Eigen analysis of edginess representation of face
is used for face recognition. One dimensional processing is
used to extract the edginess image of face. Experimental re-
sults for face detection show good performance even across
orientation and pose variation to a certain extent. The face
recognition is carried out by cumulatively summing up the
Euclidean distance between the test face images and the
stored database, which shows good discrimination for true
and false subjects.

1. Introduction
Face detection and recognition are challenging tasks due
to variation in illumination, variability in scale, location,
orientation (up-right, rotated) and pose (frontal, profile).
Facial expression, occlusion and lighting conditions also
change the overall appearance of face. Face detection
and recognition has many real world applications, like hu-
man/computer interface, surveillance, authentication and
video indexing.
Face detection using artificial neural networks was done by
Rowley [7]. It is robust but computationally expensive as
the whole image has to be scanned at different scales and
orientations. Feature-based (eyes, nose, and mouth) face
detection is done by Yow et al.[15]. Statistical model of mu-
tual distance between facial features are used to locate face
in the image [4]. Markov Random Fields have been used
to model the spatial distribution of the grey level intensities
of face images [1]. Some of the eye location technique use
infrared lighting to detect eye pupil [2]. Eye location using
genetic algorithm has been proposed by Wechsler [3] . Skin
color is used extensively to segment the image, and localize
the search for face [13, 12]. The detection of face using skin
color fails when the source of lighting is not natural. In this

paper, motion information is used to reduce the search space
for face detection. It is known that eye regions are usually
darker than other facial parts, therefore probable eye pair
regions are extracted by thresholding the image. The eyes
pair region gives the scale and orientation of face, and re-
duces the search space for face detection across different
scales and orientations. Correlation between averaged face
template and the test pattern is used to verify whether it is a
face or not.
Recognition of human face is also challenging in human-
computer interaction [6, 10, 11, 14]. The proposed system
for face recognition is based on eigen analysis of edginess
representation of face, which is invariant to illumination to
certain extent [8, 9]. The paper is organized as follows: Sec-
tion 2 describes the face detection process. The method of
obtaining edginess image and eigenedginess of a faces are
discussed in Sections 3 and 4, respectively. Experimental
results are presented in Section 5.

2. Face Detection
In an image sequence the position of the head is not station-
ary, as there is always some motion. Therefore the regions
having significant motion are extracted by subtracting con-
secutive frames and thresholding it. Figure 1 shows two
consecutive frames from a video sequence. Let � � represent
the image at time �. The difference image� is given by
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where ��� �� are the (row,column) indices of the image, and
	 is the threshold, which is set such that � is zero when
there is no significant motion. The contour in the difference
image � is traced to find an approximate bounding box.
The corresponding region in image � � is referred as �. Fig-
ure 2 shows the thresholded difference image � with the
bounding box, and the corresponding grey level image �.
Since objects other than face can also be in motion, a deci-
sion has to be made whether it is a face or not. Correlation
between the averaged face template and the test pattern is



computed, and the test pattern is accepted as face if the cor-
relation exceeds a certain threshold. To localize the face in
the image�, the face template has to be passed over the im-
age with different scales and orientations. To speed up the
process, first the possible region of the eye pair is extracted.
It is known that the eye region is usually darker than other
facial parts such as nose and mouth. To extract these dark
regions, a threshold � is calculated as

� � �� � �� (2)

where �� is the mean and �� is the standard deviation of
the image �. Let � be the binary image given by
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where ��� �� are the (row,column) indices of the image �.
Figure 3(a) shows the binary image �. Morphological op-
erators are used to close small discontinuities in the image
�. This results in blobs as shown in Figure 3(b). Along
with the possible eye pair region there may be other dark
regions which are extracted. The size of the eye region is
approximately known, and larger regions than this size are
filtered out. Figure 3(c) shows the image after region filter-
ing. The pair of blob gives the orientation of face, which is
used to normalize the test pattern to the size of the face tem-
plate. Correlation between the face template and test pattern
is computed. If the correlation exceeds certain threshold
level, it is accepted as face. This eliminates the search for
face in all scales and orientations. Figure 3(d) shows the de-
tected face resized to 50x50 pixels after template matching.
Figure 4 shows the detected faces for 5 different subjects.

Figure 1: Two consecutive frames from a video.

3. Edginess Image of Face
To extract the edginess image of a face, computationally ef-
ficient method of one dimensional (1-D) processing of im-
ages proposed in [5] is used. In this method, the image is
smoothed using a 1-D Gaussian filter along the horizontal
(or vertical) scan lines to reduce noise. A differential oper-
ator (first derivative of 1-D Gaussian function) is then used
in the orthogonal direction, i.e., along the vertical (or hori-
zontal) scan lines to detect the edges. This method differs

Figure 2: (a) Thresholded difference image � and (b) cor-
responding grey level image �.

Figure 3: (a) Thresholded image�.(b) Image after morpho-
logical operator applied to �.(c) Image after region filter-
ing.(d) Detected face resized to 50x50 pixels after template
matching.

from the traditional approaches based on 2-D operators in
the sense that smoothing is done along one direction and
the differential operator is applied along the orthogonal di-
rection. The traditional 2-D operators smooth the image in
all directions, thus resulting in smearing of the edge infor-
mation.
The smoothing filter is a 1-D Gaussian filter, and the differ-
ential operator is the first order derivative of the 1-D Gaus-
sian function. The 1-D Gaussian filter is given by
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where �� is the standard deviation of the Gaussian function.
The first order derivative of 1-D Gaussian is given by
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where �� is the standard deviation of the Gaussian function.
The smoothing filter and the differential operator are shown
in Figure 5. The values of �� and �� decide the spatial ex-
tent of these 1-D filters.
The response of the 1-D Gaussian filter applied along a par-
ticular scan line of an image in one direction (say, along the
horizontal scan line �� of pixels) can be expressed as
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Figure 4: Result of face detection (faces resized to 50x50
pixels).

Figure 5: (a) Gaussian function in the horizontal direction
(smoothing filter) and (b) first derivative of Gaussian func-
tion in the vertical direction (differential operator).

where � denotes the 1-D convolution operator, ���� repre-
sents the 1-D Gaussian filter, ���� ��� represents the �� row
of the image �, and ���� ��� is the corresponding filter re-
sponse. The response is computed for all rows in the image
to obtain ���� ��.
For the 1-D Gaussian filter output ���� ��, obtained using
Equation 6 for all the rows, the differential operator is ap-
plied along each column �� to extract the edges oriented
along the horizontal lines of the pixels. The result is given
by

����� �� � ����� �� � ���� (7)

where ���� is 1-D differential operator, and����� �� denotes
the ��� column in the 1-D Gaussian filtered image ���� ��.
The resulting image ���� ��, obtained by applying Equation
7 for all columns, produces the horizontal components of
edginess (strength of an edge) in the image. Similarly, the
vertical components of edginess are derived by applying the
1-D smoothing operator along all the vertical scan lines of
the image and further processing with the 1-D differential
operator along the horizontal scan lines of pixels. Finally,
the partial edge information obtained in both the horizon-
tal and vertical directions are added to extract the edginess
map of the original image. Figure 6 shows a grey level im-

age, binary edge image and edginess image of a face. It is
obvious that the edginess image carries additional informa-
tion which is missing in the binary edge image. The edgi-
ness of a pixel in an image is identical to the magnitude of
the gradient of the grey level function, which corresponds
to the amount of change across the edge. Hence captur-
ing directly the gradual variation present in a facial image
is better and accurate than constructing the edginess image
artificially from the edge image of the face.

Grey level image Edge image Edginess image

Figure 6: Different representations of facial image.

4. Eigenedginess
Consider a set of � sample images � ��x�, � = 1, 2, � � �,
� , with resolution x�. The pixels in the image are
vectorized into a � -dimensional vector ��, � = 1, 2,
� � �, � , where � �  x �. The vectors obtained in this
manner from all the � sample images can be denoted as
 � ������� � � � � � � ��� �.
For a given set of � -dimensional vector representation of
faces, principal component analysis (PCA) can be used
to find the subspace whose basis vectors correspond to
the directions of maximum variance in the original space.
Let ! represent the linear transformation that maps the
original � -dimension space onto a " -dimension feature
subspace, where" �� � . This yields a set of projection
vectors, �� #��, where �� � ! �

��, � � �� � � � � � . The
columns of ! are the " eigenvectors �	 corresponding
to the first " eigenvalues obtained by solving the eigen
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The reduced dimension representation of the edginess
image of a face is determined using the PCA technique.
Eigenvectors of the covariance matrix of the edginess
images are referred as ����%�&��%���.
In an image sequence, number of face images are captured
for training. For each of the training face vector � 
��, the
projection vector is given by

�
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where ( is the number of subjects, and * is the number
of face images per subject. The identity of the person (+)



from , test face vectors � , - � �� � � � � ,, is calculated as
follows:
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where � is the projection vector of the - �� test face vec-
tor, and &
� is the minimum Euclidean distance of test face
image - from the '�� subject.

5. Experimental Results
The experiment is conducted with 5 subjects. For each sub-
ject 30 faces are captured to form the training set. Similarly
for the testing data set, 30 faces per subject were collected
on a different day. Each face image is resized to 50x50
pixels. The edginess image of the face is calculated as de-
scribed in Section 3. To reduce the dimension of the vector,
the first 20 eigenvectors of the edginess images, are used.
The test face pattern is classified by taking the minimum
Euclidean distance between the stored pattern and the test
pattern in the eigenedginess space. Face recognition results
for a total of 150 test face patterns for 5 subjects (30 faces
per subject) is shown in Figure 7. The graph shows the num-
ber of faces classified into a particular class for each subject.
For test face patterns of subject 1 the graph shows that 23
faces were recognized correctly as subject 1, none were rec-
ognized as subject 2, 4 faces were recognized as subject 3,
2 faces were recognized as subject 4, and 1 face was recog-
nized as subject 5. The performance is 86% for 150 faces.
Figure 8 shows the minimum Euclidean distance plot for
the test face patterns (subject 4) against all subjects. Figure
9 shows the cumulative Euclidean distance for the test face
patterns of subject 4. The cumulative sum of Euclidean dis-
tance for the test face patterns gives better discrimination
than from a single test face pattern.

6. Conclusions
In this paper we presented a face detection and localization
technique in a video. To speed up the process of face de-
tection, motion information is used, and probable eye pair
regions are extracted, which guides the template matching
for face verification. With this approach, scanning the im-
age for different scales and orientation is avoided. In our
method eigen analysis of edginess representation of face is
used for recognition. For each subject, 30 face images are
captured from the video, and the face is recognized based
on minimum cumulative sum of the Euclidean distances,

Figure 7: Face recognition performance. The bar graph
shows the number of faces classified out of 30 test face pat-
terns for each subject

Figure 8: Minimum Euclidean distance plot for test face
pattern (subject 4) against 5 different subjects

Figure 9: Cumulative Euclidean distance plot for test face
pattern (subject 4) against 5 different subjects



which gives better performance than the distance from a sin-
gle face image.
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