High-Resolution Photo Album Through Video Shooting

Dipti Rani Taur, Santosh Gavali and Subhasis Chaudhuri 
Department of Electrical Engineering

Indian Institute of Technology, Bombay, Powai, Mumbai-400076

e-mail: {dipti, sdgavali, sc}@ee.iitb.ac.in

Abstract

In this paper we present a method for creating a high-resolution photo album of still images from the compressed video. Initially, cuts are detected in the video sequence where consecutive frames show a large difference. Key frames are then extracted to represent each shot. This forms a compact pictorial representation of the video. The key frames are then subjected to a super-resolution algorithm to form the high-resolution photo album using motion as the cue.
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1. Introduction

In recent years, technology has reached a level where a vast amount of digital video information is available at a low price. The ease and the low cost of obtaining and storing digital information make it a popular means of capturing the data. Therefore, at present people often shoot a video of special occasions to keep alive all the wonderful memories ever after by using a digital motion camera. But they prefer to view a photo album rather than the video, because of sentimental upbringing of individuals. Also, old video often tends to be monotonous due to its non-interactive nature and poor quality. In this paper we present a novel technique to extract high-resolution key frames from such a compressed video. 
It is generally accepted that the content analysis of video sequences requires a preprocessing procedure that first breaks up the sequences into temporally homogenous segments called shots [1], [2]. These segments are condensed into one or few representative frames (key frames) to yield a pictorial summary of the video. Object and camera motion can also be used in analyzing and annotating video [3], [4], [5]. Video annotation is often facilitated by a prior knowledge of some general structure for the class of video under study [6]. An efficient method for analysis of MPEG compressed video involves exploiting the encoded information contained in the compressed representation.

Video camera has a limited spatial resolution. Lossy compression of such low-resolution video introduces additional compression artifacts. Therefore we need to super-resolve the key frames for creating a high-resolution photo album. Several methods have been proposed in the literature for obtaining high-resolution frames from the decompressed low-resolution video frames. A motion compensated transform domain super-resolution procedure for creating high-quality video or still images that directly incorporates the transform-domain quantization information by working with the compressed bit stream is proposed in [7]. The same problem is formulated as one of regularized image recovery in [8], [9]. According to this formulation, the image in the decoder is reconstructed by using not only the transmitted data but also a prior knowledge about the smoothness of the original image, which complements the transmitted data. Two methods are proposed in [8] for solving this regularized recovery problem. The first is based on the theory of projection onto convex sets (POCS), while second is based on the constrained least square (CLS) approach.

Another approach to super-resolution is a warping based algorithm. One of the first uses of image warping for super-resolution was proposed in [10]. The initial guess of the high-resolution image was estimated. The image formation process was then simulated via image warping so that the difference between observed and simulated low-resolution images was minimized. Another approach [11] used back projection similar to that used in tomography to minimize the same difference. A gradient-based optimization technique by combining the apriori knowledge for obtaining a super-resolution solution was proposed in [12]. A novel technique for image consistent reconstruction and warping based on integrating resampler, which better approximates the reconstruction of image and the warping characteristics of a real system was proposed in [12], [13]. 

In this paper we present a novel approach to generating a high-resolution photo album of still distinctive images given a compressed video of any event. The idea is to upload the holiday video data to a computer at the end of a great vacation and the high-resolution shots will be ready by the next morning! One can then take an appropriate printout for albumation purposes. 


The paper is divided as follows. Section 2 discusses the method for extracting the key frames from the compressed video sequence. In Section 3 warping-based and compressed domain super-resolution algorithms are described. Results are presented in Section 4. Finally Section 5 concludes the paper.

2. Extraction of Key Frames

2.1.1 Temporal Segmentation
The partial encoding of a MPEG video bit stream using only the DC term of each DCT macro block, gives a spatially decimated version of the video. Operating only on the luminance channel we form the DC sequence of the video, and this DC sequence is used to perform the temporal segmentation of the video [14]. 

2.1.2 Abrupt Scene Changes
To detect abrupt scene changes, peaks are detected in the plot of the pixel level differences of successive frames in a DC sequence. Let fk, k=1,2,...,N be a sequence of DC images. A difference sequence Dk=d(fk, fk+1)
[image: image42.wmf]is formed. A sliding window is used to examine m successive frame differences. A scene change is declared from fk to fk+1 if  
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 is the next largest value within the same window [-m, m]. The condition (i) detects the actual peak and the condition (ii) guards against fast panning or zooming scenes. The window size m is set to be smaller than the minimum duration between two consecutive scene changes. It has been found that values of ( ranging from 3.0-4.0 give good results. 

2.1.3 Gradual Scene Changes

A robust way of detecting gradual transition due to dissolve and fade out is by using not a single frame difference Dk , defined earlier, but the qth frame difference 
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 = d(fk, fk+q). By selecting q greater than the duration of the transitions, we get “plateaus” in the plot of 
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. We declare the start of a plateau at frame k=l (i.e., start of a gradual scene change) if
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where є1 is a threshold that allows small variations in the height of the plateau, є2 is a large threshold (usually є2 >> є1) that demands that the plateau rises quite steeply when the gradual transition starts, and the parameter q  (as explained earlier) defines the minimum dissolve or fade out duration. 


It may be noted that most of the holiday videos do not have gradual scene changes since amateur cam coders do not offer this facility. 

2.1.4 Overall Scene Change Detection

Combine both the algorithms discussed earlier to detect both abrupt and gradual scene changes, keeping in mind that after any scene change, a gradual scene change cannot take place before a particular number (n0 where n0 > m) of frames. Hence, if a scene change is declared at a particular frame, then we look for the gradual scene change n0 frames after the abrupt scene change. However, there could be another abrupt scene change and hence the scheme restricts the computation to searching only an abrupt scene change immediately after a detected shot. Each shot, thus obtained, forms the basis for further analysis, that is, selection of key frames.  
2.2 Key Frames Selection

The approach to identifying a set of distinctive and temporally isolated still images in a video involves extracting a set of key frames for the entire video clip. Since the pictorial summary has to show the temporal variations of visual content within individual shots, therefore there could be multiple key frames in the same shot.


We compare the histogram of the DC-images for selecting key frames. The similarity metric used to compare the histogram of the ith and jth DC images is L(i,j) metric, defined as:
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where hi(k) denotes the kth histogram bin value of the ith DC image. We declare the ith frame to be the next key frame if it is sufficiently different from the previous key frame, i.e. if  
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Here β is a threshold that controls the density of temporal sampling and KF denotes the last key frame detected in the sequence. The second condition ensures that the chosen key frame is maximally apart from the previous KF compared to the rest of the candidate frames.


The described process is applied to I-frames only since they are readily available and two consecutive I-frames have a larger inter-frame difference than two consecutive P or B-frames. The first I-frame in a shot is always declared as the key frame. Then the other I-frames are compared to this frame. We declare the ith frame to be the new key frame if it satisfies conditions (iii) and (iv). The subsequent frames are then compared to this new key frame. These key frames are at fairly low resolution as offered by video camera. We use the motion cue to obtain the high-resolution stills of these key frames.

3 Generation of High Resolution Photographs

            Super resolution refers to the task of increasing spatial resolution by exploiting the sub- pixel shifts in multiple low-resolution frames. These shifts are introduced by motion in the sequence and make it possible to observe samples from the high-resolution image that may not appear in the single low-resolution frame. There are two ways of solving the super-resolution problem. First method (discussed in Sec. 3.1) incorporates the quantization information and the motion vectors transmitted to the decoder and is therefore faster because motion estimation is not required. The second method (Sec 3.2) works on decompressed data. It estimates the motion to realign data and then merge all of them to get the super-resolved image. This method is more accurate but slower than the earlier one since motion is computed with a sub-pixel accuracy.

3.1 Compressed Domain Method

The following degradation model is used to relate the original low-resolution image sequence xk acquired by the camera to the high-resolution sequence zk 
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where 
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 represents the noise, which is assumed to be additive Gaussian with zero mean and variance 
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 is a matrix that denotes the integration and the sub-sampling operations. Ck,k+i is the motion compensation operator from high-resolution frame k to k+i. The low-resolution frames
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, k=0,…,L  are compressed using any of the video compression standards, such as MPEG, to obtain the compressed sequence of low-resolution frames 
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Based on the degradation model of Eq.(3), an estimate of 
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high resolution key frame, 
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 (which is an I frame) is obtained by reducing the compression artifacts while enhancing the spatial resolution [8], using all the subsequent decoded frames 
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where Q1 and Q2 are high pass operators that capture the within block and between block smoothness of the estimated frame zk, respectively. 
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 are regularization parameters that control the within block and the between block smoothness respectively. These parameters are adjusted to obtain the optimal results. Rk+i is the residual error transmitted by the encoder for each k+ith frame. For each frame the minimization in     Eq. (4) is accomplished iteratively with a cyclic gradient descendent algorithm. In the approach, high-resolution image is estimated using the motion vectors transmitted by the encoder. The motion field is then re-estimated using the current solution for the high-resolution frame because the motion vectors provided by the encoder cannot be used directly for the problem at hand since: (i) they do not provide enough accuracy; (ii) not all needed motion fields are available. The process iterates alternatively between finding the motion field and the high-resolution image. After obtaining the first picture in the album we proceed similarly to super-resolve the other key frames.

3.2 Warping based Method

The following image formation model is used to relate low-resolution sequence 
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 acquired by the camera to the high-resolution frame z.
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where 
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 are the warp and the decimation processes, respectively. Warping is a process of transforming the geometry of one frame to the other frame according to a mapping function. So it is used to realign the geometry of the test frames using an inverse mapping function.

 
Given 
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 low-resolution frames
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, from the current to next I frame, the high-resolution key frame is estimated via image warping. Image warping requires the frames to be resampled at noninteger; spatially varying locations using a mapping function between the test frame and the key frame so as to align the geometry of test frame to the key frame. This mapping function is a dense motion field with sub-pixel accuracy. The dense map is computed using a sum of squared difference matching algorithm with an 11x11 template, and sub-pixel estimates are obtained by fitting a quadratic to each point where match is unique. The integrating resampler algorithm [12], [13] uses this map to warp the test frames to the reference frame for a given scale of resolution. So the warping based super resolution algorithm can be formulated as 

1. Choose the key frame as a reference and find out motion field between it and all subsequent frames.   

2. Scale up the reference frame using cubic interpolation for a given scale and warp all other frames at that scale, this will give us interpolated and aligned frames with respect to the key frame.

3. Obtain the super-resolution image by fusing all the frames together. It can be done either by pixel wise averaging or median filtering.

4 Results

We have applied the proposed algorithm to a wide variety of MPEG video test sequences. All video clips are digitized at 25 frames/sec and at a resolution of 352x288 pixels. The video sequences are then compressed at 256 kbps using an MPEG-1 encoder. The results for the entire scheme are presented for the clips from the movie “Sound of Music (SoM)” and the video sequence “MB”, taken at IIT main building using a Sony cam coder. They are mostly panning of a camera around a natural surrounding. Table1 shows the number of key frames detected for each of the video sequences using the proposed key frame detection technique.

	File
	Total Frames
	Key Frames

	SoM
	3117
	126

	MB
	1610
	22


Table 1

We randomly picked a key frame from each of the video sequences and applied warping and compression domain based super-resolution algorithms to these key frames. Fig. 1(a) and Fig.1 (b) show these low-resolution key frames. These frames suffer from blocking artifacts inherent due to MPEG coder of the camera. The corresponding super-resolved frames are shown in Fig.1(c), (d), (e), (f) which are much better than the low-resolution key frames. Because the warping based method super-resolves only the area common to all the frames, M=8 number of frames were used for obtaining the high-resolution stills. For the compressed domain algorithm, we used all frames up to the next I-frame for super-resolution purpose. For the current example, this involved handling 13 consecutive frames. In order to super-resolve the key frames using the compressed domain method, the smoothness parameters were set to 
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 = 0.1, and 
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 = 0.2. A bilinear interpolation was used for estimating the initial high-resolution frame. We also compared these results with the bilinear and cubic interpolated images. The super-resolved images are of much better quality and show less blocking artifacts than the bilinear and cubic interpolated images.


By comparing the two results Fig. 1(c and d), and (e and f), we conclude that the warping based method yields better results than the compression based method; because the motion is estimated with sub-pixel accuracy for each of the frames in warping based method, while in the compression based method motion vectors transmitted by the encoder (one motion vector for each macro blocks) are just getting refined. However, the 
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Figure 1. (a) and (b) are original low-resolution frames from two different video sequences; (c) and (e) are corresponding super-resolved frames using the warping based method for M=8; (d) and (f) are the corresponding super-resolved frames using the compressed domain method. (Note: The warping based method super-resolves the area common to all M frames only).

warping based method is slower than the compression based algorithm due the same reason.

5 Conclusion

We propose an automated way to obtain a high-resolution photo album from a compressed video sequence by analyzing the video based on motion characteristics. The pictorial summary created through key frame selection compactly represents the original video with considerable fidelity. Thus they serve as ideal candidates for generating a photo album. Two methods have been used to super-resolve them. Motion and quantization information present in the compressed bit stream is utilized in the compressed domain method. The second method is based on image warping, which gives much better results but tends to be slower than the first one.
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