
Logo Retrieval Using Morphological Pattern Spectrum

Rajashekhar Subhasis Chaudhuri
Department of Electrical Engineering,

Indian Institute of Technology Bombay, Powai, Mumbai-400706.
{raja,sc}@ee.iitb.ac.in

Abstract

In this paper we propose a geometric approach to cap-
ture the shape and spatial relation attributes in binary im-
ages to build an efficient logo retrieval system. We extract
the shape feature by computing the morphological pattern
spectrum (MPS) for various structuring elements. The spa-
tial relation among the disjoint components in the logo im-
age is described by defining a simple and computationally
inexpensive spatial relation graph (SRG). The SRG is ob-
tained by joining the centroids of the two largest compo-
nents with the centroids of the rest of the components. For
retrieval purposes, the similarity measure is defined with
respect to similarities in both shape and spatial relation-
ship (MPS and SRG). The joint shape and spatial relation
features enable us to obtain a very good precision rate. A
relevance feedback mechanism is used to obtain the weights
for various components in the similarity measure. The de-
tails of the method as well as results of experimentations are
presented.

1 Introduction

Content based image retrieval (CBIR) systems retrieve
the images based on visual features like color, texture,
shape, spatial relation, etc. Most of the recent work in the
image retrieval has concentrated on developing a single or a
combination of such features.

Swain and Ballard [24] have developed a technique of
identifying the objects in an image using the color his-
togram. This technique has been shown to be robust to the
changes in the object’s orientation, scale and viewing po-
sition. Since the color histogram lacks the spatial informa-
tion, authors extended the approach to capture the spatial re-
lation using the color correlogram as suggested in [12]. The
color correlogram encodes the relationship between pixel
intensities at two different locations, but it lacks the invari-
ance to intensity variations. Jhanwar et al. presented in
[15] a translation and illumination invariant image retrieval
scheme using the motif cooccurence matrix. It makes use
of the optimal Peano scan to encode an image.

Shape is also an important feature that describes the pres-
ence of specific types of objects in scene. Hence researchers
have also explored the usefulness of shape features in CBIR
applications. Shape representation falls into two categories,
namely the boundary-based and the region-based. One of
the boundary based shape representatives is a Fourier de-
scriptor. The basic idea of Fourier descriptor is to use the
Fourier transformed boundary as the shape feature. One
such early work on this can be found in [25]. In order to
incorporate digitization noise, Rui et al. proposed [30] a
modified Fourier descriptor which is noise resilient and in-
variant to geometric changes. Similar work on boundary
based shape representation has been proposed in [33]. The
shape descriptor has been derived from the two dimensional
Fourier transform on a polar-raster sampled shape image.
One typical region based shape representative is moment
invariants. Moment invariants are the spatial moments com-
puted using the entire segmented region, which are invariant
to shape transformations. Hu [11] identified seven moments
to describe the shape completely. This work has been im-
proved in [32] and moments have been evaluated based on
the discrete version of Green’s theorem. These techniques
did not consider the influence of image digitization on in-
variants. A solution to this problem has been proposed in
[7], which preserves the qualitative differential geometry of
the object boundary. Mehtre et al. [23] compared the per-
formance of boundary-based representations, region based
representations, and combined representations. A scheme
of obtaining a shape measure which requires only a minimal
amount of segmentation has been proposed in [6]. Fariborz
et al. in [20] extracted the shape feature from the orientation
edge map. In [21, 22] authors have shown that the shape
and the size of an object can be described effectively by the
morphological pattern spectrum. Kosir and Talsic [18] have
proved the translation and scale invariance properties of the
pattern spectrum.

Spatial relation is another important image attribute that
needs to be considered when an image contains multiple
(disjoint) components. Many researchers have exploited
the use of spatial relation feature to describe the spatial dis-
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tribution of disjoint components. A string based approach
to capture the spatial knowledge for representing symbolic
pictures has been proposed in [4]. The proposed approach
captures the spatial knowledge in terms of the orthogonal
projections. Petraglia et al. [26] extended the approach to
introduce the rotation invariance through a transformation
in polar coordinate system. To take into account the binary
spatial relationships, Gudivad et al. [9] further extended the
approach and proposed an algorithm based on spatial orien-
tation graph. The algorithm has a quadratic time complexity
in terms of total number of objects in the image. A geome-
try based image representation to capture the spatial relation
has been proposed in [8] to reduce the time complexity.

In this paper we present an approach to the retrieval of
binary images of similar content from a database of logo
images. This has applications at trademark registration of-
fices while allocating logos to new companies during the
registration process. Although we use it for logo retrieval
purposes in this paper, the CBIR application is equally valid
for query images having any type of binary pattern. Most
of the recent logo retrieval systems are based on either the
shape or the spatial relation attributes. Authors in [1] pre-
sented an affine model based shape matching and retrieval
scheme. Kim et al. proposed [17] a trademark retrieval sys-
tem which exploits a region based shape description tech-
nique. Zernike moments or pseudo Zernike moments have
been used for representing the entire region. To explore
the characteristics of both boundary-based and region-based
representations, Aditya et al. proposed in [14] a trade mark
retrieval system that uses the histogram of the edge direc-
tions and seven invariant moments to describe the global
shape information. Recently Eakins et al. compared in [5]
the comparative effectiveness of a number of different shape
features and matching techniques in retrieving multicompo-
nent trademark images.

Earlier research works on logo retrieval are mostly based
on the shape features. Although moment based shape ex-
traction method [14] provides good results, one finds it
difficult to predict precisely the order of the moments by
which shape of an object can be completely described. Also
one finds that considerable computational complexity is in-
volved in computing the moments. Further, one cannot han-
dle partial matches of shapes. One common problem of the
edge based shape recovery methods [34, 10] is sensitivity
to noise, which is a main cause for inaccurate shape de-
scription. In other words, most of the edge extraction based
methods have moderate success. One promising solution
to the above problems is shape description using the mor-
phological pattern spectrum (MPS). One key advantage of
the MPS over moment based method lies in the extraction
of precise shape information. It means, one can precisely
terminate the computation of the spectrum as soon as the
selected kernel completely inscribes the object. Morpho-

logical operations make MPS based method to outperform
the edge based methods in the presence of noise. One may
find the use of MPS in literature [19] for shape recognition.
Our idea in this paper is to address the selection issue of
structuring elements and efficient shape representation us-
ing the MPS due to several such kernels. One advantage of
using multiple kernel based MPS over a single MPS lies in
better capturing the global shape information by integrating
the spectral characteristics due to multiple shape primitives.
For an effective shape retrieval, the MPS feature vectors
due to four different standard kernel shapes, such as square,
circle, triangle, and rotated triangle are computed and in-
tegrated with the appropriate weights. Here the multiple
kernel based MPS itself serves as the shape feature vector
(SFV) of the logo. We also take into account the user’s
subjectivity by incorporating human interaction during the
retrieval process. This is done by exploiting an appropriate
relevance feedback mechanism to make the system more in-
teractive.

The shape based methods in [10, 14] become inappro-
priate retrieval schemes, when there are multiple (disjoint)
components in the image, since they do not consider the
spatial relationships among the components. Therefore
shape based retrieval technique is suitable when the logo has
only one component in the binary image. This motivates us
to use an efficient shape as well as spatial relation feature
based technique for logo retrieval. Despite having many
methods [27, 8], where complexity involved in computing
the spatial relationship is comparatively low, we propose a
spatial relation graph (SRG) based matching technique to
capture the (spatial) relational attribute. This is found to be
very useful for retrieval purposes. We obtain a topological
representation of the binary image comprising multiple dis-
joint components. We call this topological representation as
SRG. We derive the spatial relation feature vector (SRFV)
from the SRG. This SRFV is combined with the SFV in
terms of similarity measures with suitable weights to de-
scribe the shape-spatial similarity measure. We incorporate
translation, rotation, and scaling-invariance in the features
to strengthen it further. In addition, a basic morphologi-
cal prefiltering is used to make the system noise resilient.
We demonstrate the performance of the method by provid-
ing experimental results by taking into account the shape
and spatial relation attributes. We also show that our preci-
sion rates compare very favorably with those of other exist-
ing logo retrieval schemes. The basic problem addressed in
this paper can thus be defined as follows: given a database
of logo images we retrieve the logos of similar shape and
spatial relationship by making use of multiple kernel based
morphological pattern spectra and the spatial relation graph.
The details of the method are discussed in this paper.

The remainder of the paper is organized as follows. sec-
tion 2 presents the fundamentals of the pattern spectrum,
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Figure 1: (a) An example of a logo, and (b) its MPS due to
a square shaped structuring element.

its use in the shape feature extraction, selection issue of
various kernels shapes, shape similarity matching and rel-
evance feedback mechanism. In Section 3 we describe
the extraction of the spatial knowledge among the various
components in the binary image and the spatial similarity
measure. Experimental results based on the shape and the
shape-spatial similarity measures are discussed in section 4.
We also discuss the retrieval accuracy, stability and speed
aspects in comparison with the three recent retrieval tech-
niques. We conclude in section 5.

2 Retrieval using MPS

2.1 Morphological Pattern Spectrum

In signal processing the spectral contents of a signal f(t)
can be extracted from the Fourier transform. Here the pat-
tern e−iωt probes into the signal f(t) to get the spectral in-
formation. For geometric analysis of the two dimensional
signals, a different kind of spectrum emphasizing the ge-
ometry is required. The morphological pattern spectrum
(MPS) is one such feature used for geometric analysis of
two dimensional signals. The pattern spectrum is the car-
dinality of the set comprising of the successive difference
between the opening of a binary image X by the structuring
element B of size n and n+1, respectively. Mathematically,
the MPS of the jth image in the image database due to the
ith structuring element is defined by the following equation

PSij(n) = Area{Xj ◦ nBi − Xj ◦ (n + 1)Bi},

for n = 0, 1, · · ·Nij − 1 and

PSij(n) = 0, for n ≥ Nij (1)

Where ◦ denotes the morphological opening operation and
Nij is the minimum size of the structuring element Bi, such
that the erosion of an image Xj with NijB results in a null
set. The MPS of an image due to a square shaped structur-
ing element is shown in fig 1(b). The horizontal axis repre-
sents the size (n) of the structuring element B. The various
entries in the plot tells us how much of the area in the im-
age has been opened out for an incremental change in the

size of the structuring element. Thus the sum of all the en-
tries would be equal to the total area of the object. We use
the total area to normalize the spectral components in fig 1.
The example shows that the maximum inscribable square
window inside the logo is of dimension 53×53 pixels. Fun-
damentals of the MPS and its other properties have been
described in [22, 18, 19].

2.2 Shape feature

When we consider any logo, its shape usually resembles
some of the standard geometrical structures like square, cir-
cle, triangle, rhombus, or any combination of these primi-
tive shapes. This motivates us to use the shape as one of
the possible features for logo retrieval. Since the MPS is
known to capture the shape information well [18, 19], and
since it is quite easy to compute the MPS for a given struc-
turing element, we propose to use the MPS as a feature for
the shape description of the logo. However, the MPS due
to just a single kernel will be able to extract strong points
of similar attributes only. This will be able to retrieve only
a subset of the relevant images. This inspires us to explore
the idea of integrating spectral characteristics due to differ-
ent geometrical primitives in identifying the shape of the
logo and trying to span the whole space of relevant shapes
during retrieval.

In our approach we consider four different geometrical
structures to describe effectively the shape of the logo. The
geometrical structures define the structuring elements while
computing the MPS. The reason behind using four structur-
ing elements lies in the fact that one single primitive shape
may not be able to capture effectively the shape of the logo.
We obtain the shape features by computing the MPS of each
logo in the database due to above mentioned structuring el-
ements according to the equation 1.

When the size of the database logo is different from that
of the query logo, we make it scale invariant by perform-
ing a linear scale interpolation on the shape feature vector.
Thus the length of the morphological pattern spectra can be
normalized with respect to a scale such that they all have
the same size of the maximum inscribable structuring ele-
ment. In other words, all the images should have the same
Ni for a given structuring element. The MATLAB function
INTERP1 is used to rescale the MPS. This is illustrated in
fig 2. In this study, morphological pattern spectra of all the
database images due to a structuring element are normal-
ized with respect to the median size of all spectra (Ni in
equation 1) in the database. The advantage of normalizing
with respect to the median is that the MPS of the database
images need not be normalized for a new query. Only the
query image needs to be normalized with respect to the me-
dian size of the MPS. This drastically reduces the computa-
tional complexity of our scheme. The median is preferred
over the mean to avoid any outlier data in the database. Fig-
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Figure 2: (a) Scaled logo of fig 1(a), and (b) its MPS due to the same structuring element. (c) The MPS after scale normal-
ization through linear interpolation.
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Figure 3: (a) Logo rotated by 10o(CCW) of fig 1(a) and (b)
its MPS due to the same structuring element.

ure 2 illustrates how to make our approach scale invariant.
Figure 2(a) is a magnified version of the figure given in fig
1(a). This is evident from the fact that the highest spectral
component is Ni=53 in fig 1(b), but Ni=58 in fig 2(b). The
spectrum is resized in fig 2(c) to make Ni=53 even for fig-
ure 2(a). One can see that both the spectra of fig 1(b) and
2(c) are very similar.

Morphological operations are not rotation invariant un-
less either the structuring element or the object is. Use of
the circle as the primitive satisfies the rotational invariance
requirement. However, the MPS due to a circular structur-
ing element is not good enough to capture all the details of
the shape and the corresponding retrieval is not very good.
Hence we also use other structuring elements, albeit they
are not rotation invariant. The logo shown in fig 1(a) is ro-
tated counter clockwise by 10o and is shown in fig 3 (a).
One can observe that the spectra in fig 3(b) and 1(b) for a
rectangular structuring element are quite similar and such
a similarity suffices for retrieval purposes. The translation
invariance is easy to prove. Since the computation of MPS
involves only the opening operations, and opening is proven
to be translation invariant, the MPS is translation invariant.
We also consider the robustness property of the MPS against
noise. The shape feature vectors of such images are com-
puted after a preprocessing step. During the preprocessing
we appropriately apply morphological filtering operations

before computing the MPS. There are two kinds of noise
that can exist in the logo. One is inside the background re-
gion and the other is within the foreground region, inside
the logo. Initially we apply morphological CLOSE oper-
ation using a small structuring element of size 3 × 3 to
minimize the noise in the background region. Followed by
CLOSE operation we use the OPEN operation to eliminate
the noise within the logo. This successive CLOSE-OPEN
operation eliminates most of the noise in the logo image.
When the noise extends to multiple pixels a structuring el-
ement of larger size is required. However, it disturbs the
precision of detecting the object boundary. Therefore one
should appropriately choose the size of the structuring el-
ement. One such noisy logo image is shown in fig 4(a).
The logo image with noise removed and its MPS due to the
square structuring element are shown in fig 4(b,c), respec-
tively. This shows that the MPS broadly remains unchanged
even in the presence of noise. Hence we use the MPS as the
shape feature to retrieve logo images similar to the query
image from the database. However, as mentioned earlier,
instead of using the MPS for a single structuring element,
we use the pattern spectra for several structuring elements.

2.3 Similarity measure

One may measure the distance between the feature vec-
tors of the query image and the database image using the
Euclidean distance norm as discussed in [31]. The distance
of the jth image Xj for the ith structuring element can be
computed using the following equation

dij =

√

√

√

√

n=Ni
∑

n=1

(PSij(n) − PS
′

i(n))2,

where Ni denotes the length of the MPS after scale normal-
ization for the ith structuring element and PS

′

i is the corre-
sponding MPS of the query image Q. However, since the
higher spectral components in the the MPS characterizes the
shape of the logo more closely, the higher components are
emphasized and the smaller ones are deemphasized. This is
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Figure 4: (a) A noisy logo, (b) Logo with noise removed and its (c) MPS due to the square shaped structuring element.

Figure 5: A new logo created by spatially shifting the components of the logo given in fig 1 (a).

achieved by modifying the distance function as

dij =

√

√

√

√

n=Ni
∑

n=1

wi(n) ∗ (PSij(n) − PS
′

i(n))2,

where wi(n) = e
−S(1− n

Ni
) and S is a non-negative control

variable called the slope factor which emphasizes or deem-
phasizes various spectral components appropriately.

As mentioned earlier, one particular structuring element
may not be able to capture the shape variation very well.
Hence we suggest the use of four different structuring ele-
ments to compute the corresponding MPSs. When we con-
sider all these four MPSs, the distance between the query
image Q and the jth image Xj in the database is given by

SIM Shape(Xj , Q) =

i=4
∑

i=1

αidij , (2)

where αi is an appropriate weight for the ith structuring
element.

Now we discuss the choice of structuring elements. Typ-
ically, the circle is a preferred choice of structuring element
as this is rotation invariant. Hence we select circle as one
of the structuring elements. Next we observe the typical
shapes that occur in various logo images and we find that
there is a preponderance of square and triangular shapes.
The advantage of selecting a square shaped structuring el-
ement is that it is invariant with respect to horizontal and
vertical positioning. The square, thus, becomes our second
choice of the structuring element. We also select the trian-
gle as another structuring element, due to its prevalence in

logo shapes. However we note that the triangle (defined as
a Pascal’s triangle on the discrete grid) is not rotation in-
variant and hence we select a rotated triangle (rotated by
90o) as the fourth structuring element. One can use more
number of such primitive shapes to compute the respective
MPS. However a choice of four such structuring elements
was experimentally found to suffice for logo retrieval pur-
poses.

2.4 Relevance feedback
Most of the CBIR systems use one-shot approach in re-

trieval where query is specified in the form of a feature
vector and retrieval is done based on the similarity of fea-
ture vectors. However, usually in these systems the sub-
jectivity of human perception is not considered. In order
to capture the user’s perceptual subjectivity and allow the
user to have more control over the search criteria we in-
corporate an interactive mechanism that involves human as
a part of retrieval process. We now ask the question how
one can select the weights ρi in equation 2 using an appro-
priate relevance feedback mechanism. Initially we experi-
mented with the optimization technique proposed in [28] to
compute the explicit optimal solutions for the query vector
and inter weights ρi. The optimal update formula for inter
weights ρi has been shown to be

ρi =

m=4
∑

m=1

√

gm

gi

,

where gi =
∑M

j=1 σjdij , and ~σ = [σ1, · · · , σM ] is the de-
gree of relevance vector of M training images provided by
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Figure 6: Pattern spectrum for corresponding components in fig 1 (a) for a square shaped structuring element, (a) circular
shaped component, (b) the bottom component, and (c) the triangular shaped component.
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Figure 7: (a) A database logo similar to the query logo in fig 1(a) and (b), (c), (d) are its components in the descending order
of their areas.

the user. However this inter weight update formula does not
fully utilize the information of all the retrieved images and
the performance was not found to be satisfactory. Hence,
we use the scoring method proposed in [29]. The scoring
approach makes use of all the retrieved images, and an ef-
ficient use of these retrieved images has been made in [16].
Therefore we use the relevance feedback method proposed
in [16]. In this method both the retrieved relevant and re-
trieved irrelevant images are considered for updating the
weights αi.

In this section we have used the shape as the predominant
and the distinguishing visual feature to describe the shape of
a logo. The proposed shape descriptor extracts the shape of
the logo effectively by appropriately integrating the MPSs
for four different kernels. Another important characteristic
of the proposed shape descriptor is its translation, and scale
invariance. Indeed, it is very easy to compute the above fea-
tures. Experimental results does strongly support the above
analyses. These results are further improved using a rele-
vance feedback mechanism, which makes a greater use of
information of all the retrieved images. However, we no-
tice that there is scope of improvement for the cases when
the logo consists of several disjoint components. It is easy
to prove that the pattern spectrum remains the same even
when one randomly displaces each component of the logo,
thus destroying the overall shape of the logo. For a proper
retrieval, it is imperative that one considers the spatial re-
lationships among various components in the logo image.
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Figure 8: The MPS of the component in fig 7 (c).

Now we discuss how this can be achieved in the next sec-
tion.

3 Inclusion of spatial similarity

Some of the recent works [14, 10] mainly focus on dif-
ferent shape representation strategies in CBIR. Identifying
the shapes of the logos using the shape based approach dis-
cussed in section 2 can only provide at best a partial so-
lution. This is evident from fig 1(a) and fig 5 where the
shape based retrieval scheme considers both the logos to be
similar. Although they are similar in terms of shape of the
individual components of the logo, spatially they look very
different. They should be classified as different logos. How-
ever, they both have identical MPS. This motivates us to use
the spatial relation attribute in addition to the shape attribute
to capture logos similar to the query logo. To tackle this



problem several authors have proposed in [4, 9, 8] various
models to describe the spatial similarity. In this section we
focus on a simple and computationally inexpensive spatial
relation representation.

When an image contains multiple isolated segments, to
extract the shape feature, we decompose the image using
the connected component labeling algorithm. For exam-
ple a query logo in fig 1(a) or fig 5 has three independent
components. We extract the feature vector (MPS) for each
connected component by computing its individual pattern
spectrum. These are shown in figures 6 (a-c) for the rect-
angular structuring element. The MPS shown in fig 1(b) is
indeed the sum of all the three pattern spectra of the com-
ponents (see fig 6 (a-c)). In order to account for the scale
invariance, the pattern spectra are normalized with respect
to the scale of the largest inscribed structuring element. For
illustration, a database logo which is slightly distorted ver-
sion of the logo given in fig 1 (a) and its components are
shown in fig 7. Since the second component in fig 7(c) is
partly different from that of the given logo image, there is
some difference in the corresponding pattern spectrum (see
fig 8) and compare it to the MPS given in fig 6 (b). The
other two components have the identical pattern spectra.

To capture the spatial relation, we obtain a topological
representation of the binary image containing multiple dis-
joint components. We name this topological representation
as a spatial relation graph (SRG). To obtain the SRG, we
label the components in descending order of their area. The
position of a connected component is specified by its center
of mass (centroid). Now we compute the centroid of each
component. Each component is represented by a node with
its location at its center of mass. We consider the top two
largest nodes as the reference. The SRG is obtained by join-
ing the centroids of the two largest nodes with the centroids
of the rest of the nodes. Thereby we obtain the topological
representation in terms of nodes (vertices) and their connec-
tivities (arcs). Note that the SRG representation is invariant
to translation, rotation and scaling of the image. An ex-
ample of the SRG representation among the components of
an arbitrary binary image is shown in fig 9(a), where the
components 1, 2, 3, 4, and 5 correspond to the nodes and
the lines connecting centers of mass correspond to the arcs.
Each node of SRG is associated with certain geometrical
and physical attributes. Physical attributes associated with
each node are area, center of mass, and the MPS for four
structuring elements. As discussed in section 2 we perform
matching of the individual physical attributes to define the
shape similarity. The geometrical attribute associated with
each node is its reference angle subtended by the two largest
components 1 and 2 at a given node (see fig 9(b)). The spa-
tial similarity is defined by matching the SRG of the query
logo with the SRG of the database logo.

To perform graph matching we extract the geometri-

cal attributes defined as the spatial relation feature vector
(SRFV) from the SRG by computing the angles with re-
spect to the centers of mass of the largest two components
as the consideration of spatial similarity is meaningful only
when there are at least three components in the image. In
order to match the two logos shown in images 1 and 2 in fig
9, we expect that θ

′

3 ≈ θ3, θ
′

4 ≈ θ4, and the area of node 5 to
be very small compared to the other nodes, besides match-
ing the MPS for each individual components. The SRFV is
given by the following quantities

θ = {θ3, θ4, · · · θL},

where L is the number of disjoint nodes in the image. We
now define spatial similarity measure for the jth image Xj

to the given query image Q by (see fig 9)

SIM Graph =

m=min(L,L
′

)
∑

m=3

wm | sin(θm − θ
′

m) | +

max(L,L
′

)
∑

m=min(L,L
′)+1

wm, (3)

where L and L
′

are the number of nodes for the two images
to be matched, and wm is the weight based on the areas of
the nodes. The weight wm is chosen as

wm =
Am + A

′

m
∑max(L,L

′)
l=1 Al + A

′

l

,

where Am and A
′

m are the areas of the mth nodes for the
database and query images, respectively. When the two im-
ages do not have the same number of nodes, we append a
number of zero mass nodes to the SRG with lower number
of nodes so that both the SRGs have the same number of
nodes and the weights wm can be calculated. The use of
area of each component to define the weights in equation 3
helps us in assigning more weights to the larger components
as these larger components play a bigger role in defining the
similarity between the images.

We use the sine function for the similarity measure to
handle the modulo 2π nature of θ. We define the overall
similarity measure by integrating the shape and the spa-
tial relation similarities with appropriate weights. The total
similarity TSIM(Xj, Q) measure for the jth image Xj to
a given query image Q is given by

TSIM(Xj , Q) = SIM Shape(Xj , Q) +

βSIM Graph(Xj , Q), (4)

where β is the relative weight assigned to the spatial simi-
larity.



θ
θ

θ
1

2

5

4

3
4

3

5

|

|

|

Image 1

1

2

m

ψ

ψ1

2

θm
=ψ2

_ ψ1

node  m

θ4

θ3

4

3

1

2

Image 2

(a) (b) (c)

Figure 9: Illustration of SRG representation. (a) An SRG for an image with five disjoint components, (b) Illustration of how
the angles are defined. (c) SRG of another image to illustrate how the matching is performed (see text).

In summary, the spatial relation has the following char-
acteristic features. It can be computed very easily and fol-
lows the linear time complexity and compares favorably
with existing methods. It may be noted from equation 3 that
we are actually not doing any graph matching. The nodes
of the SRGs of two images are matched based on their la-
bels and the labels are assigned based on the relative size
of the components in the image. Ideally one may want to
perform an exhaustive search for all possible pairs of nodes
in the SRGs for matching the MPSs. Although it is compu-
tationally more expensive, an exhaustive search would be
expected to yield a better retrieval. However, experimen-
tal results show that the gain in retrieval precision is quite
marginal when one uses an exhaustive search. On evaluat-
ing the retrieved results, we realize that the area of a compo-
nent is probably as important as its shape (captured by the
MPS) to claim that two images are quite similar. Hence we
refrain from doing an exhaustive search in this paper.

4 Experimental Results

Our ground-truthed test image database con-
sists of 200 different binary image datasets. Each
image in the dataset contains 25 similar images.
This database is downloaded from secured ftp site
ftp.cse.msu.edu/pub/prip/database/trademark.tar.gz”. We
ran extensive experiments for various queries on this binary
logo test image database. We conducted experiments
considering initially only the shape similarity and then
combining it with the spatial similarity. The first image in
each result is the query itself. Ranking begins in all the
cases after the query image and it follows from left to right
and top to bottom.

Figure 10: Retrieved images due to all four structuring ele-
ments.

4.1 Use of shape similarity alone
We initially performed experiments considering an indi-

vidual structuring element (SE) to extract the shape feature
due to a single SE.

Although morphological operations are not rotation in-
variant, in all the experimental results we also find the ro-
tated images as the relevant retrievals. Since the logo in the
database is rotated by a small amount (about 10o), its MPS
does not differ significantly from the MPS of the query logo.

The experimental results for retrieval using a single
SE indicate a low retrieval efficiency of our scheme.
Therefore we integrated the contributions of all these SEs
and the corresponding results are shown in fig 10. De-
spite integrating the contributions we find a few irrele-
vant retrievals having rank 14 and 15 (see fig 10). We



Figure 11: Retrieved images using relevance feedback
based on only shape similarity.

then adopted a relevance feedback mechanism to ob-
tain optimum weights (α1=0.13(square), α2=0.10(circle),
α3=0.44(triangle), α4=0.33(rotated triangle)). The results
of retrieval after the relevance feedback is given in fig 11.
We observe that most of the retrievals, barring the 11th, 16th
and 17th retrievals are quite relevant. Hence, we use the
spatial similarity also to improve on our retrieval results.

4.2 Use of both shape and spatial similarity

We conducted experiments incorporating the spatial
neighborhood similarity along with shape similarity to re-
trieve more number of relevant logos which are similar in
both the shape and the spatial relation. Experimental results
(see fig 12) indicate that the top 18 retrieved logos match
perfectly with the query logo. A few irrelevant images do
exist but they have much poorer rank. Figure 13 shows the
shape similarity results for a second query image. We no-
tice that the retrieved list not only contains relevant images
but also some irrelevant images. After incorporating spa-
tial similarity, we obtain more relevant retrievals (see fig
14). This has improved the overall retrieval efficiency of our
scheme. These results indicate the need for both the shape
and spatial features to obtain a favorably good retrieval ac-
curacy.

Figure 15 describe these experimental results for another
query image. Since both these query images have a single
component, there is no need for spatial similarity. The ob-
tained results are quite good in terms of retrieval accuracy.

4.3 Retrieval accuracy

In [13] Jain et al. address some of the features of an
efficient CBIR system such as accuracy, stability and speed.

Figure 12: Retrieved images using both shape and spatial
neighborhood similarity.

The retrieval evaluation in all these cases is performed using
standard evaluation benchmarks such as precision and recall
rates [2]. Let x1 be the number of images retrieved in top
20 positions that are close to the query. Let x2 represent
the number of images in the database similar to the query.
Evaluation standards recall and precision are defined as
follows:

Recall =
x1

x2
× 100%

Precision =
x1

20
× 100%

The precision-recall curves for different structuring ele-
ments are shown in fig 16(a). The search performance in
each case is not as significant as the case when the contribu-
tions of all the SEs are considered. We notice a peak search
performance when both the spatial relation and shape at-
tributes are considered. It does perform significantly better
than the other methods.

We also compared the performance of two different rel-
evance feedback mechanisms. As discussed in section
2.4, we found two different relevance feedback methods,
namely Rui-Huang’s method [28], and Jin-King-Li method
[16], suitable for the current application. The correspond-
ing precision-recall rates are shown in fig 16(b). Although
both the methods offer a similar nature of the curves, the
Jin-King-Li method [16] yielded better results and hence
this method of relevance feedback is adopted in this study
for all further analysis.

We now compare the performance of the proposed
method with three recently proposed retrieval schemes
[10, 34, 3]. The recall rates for all these methods are given
in fig 17(a) and this shows that the proposed method offers



Figure 13: Retrieved images for a second query using the
shape similarity alone.

a better accuracy. We argue that these schemes [10, 34, 3]
lack some distinguishability features which reduce the re-
trieval accuracy. Although the curvature scale space rep-
resentation of contour in [3] extracts the shape features at
multiple scales, it lacks the description of structural infor-
mation of edges and global features of the edge curve. The
shape descriptor in [34] relies on several special edges in
the images, which may not furnish the appropriate shape de-
scription of an object. Both the retrieval schemes in [3, 34]
follow an one-to-one matching strategy while computing
the similarity measure, which is usually harmful to retrieval
process. Although one obtains quite promising results with
the shape based retrieval scheme [10], it may not be an ap-
propriate approach when the logo has multiple disjoint com-
ponents. To overcome the disadvantage of [10] we combine
the spatial relation attribute with the shape attribute to ob-
tain the highest retrieval accuracy.

4.4 Computational efficiency

The retrieval time primarily depends on the size of the
image database, the software and the hardware versions that
system runs on, size of the feature vector, and the simi-
larity measure used. We implemented our scheme under
a Linux-9.0 platform. We used a Pentium-4 2.0GHz PC
with 512MB DRAM as the main memory. Implementation
software includes both C and MATLAB codes. We com-
puted the retrieval time for every image in the database as
a query. In the proposed approach maximum size of the
shape feature vector is Ni and maximum spatial feature vec-
tor size is (r−2) where r is the number of logo components.
The value of Ni depends on the median size of the logo in
the database. Therefore the length of the feature vector is
(r

∑4
i Ni + r − 2). The summation refers to the use of

Figure 14: Retrieved images using the shape and the spatial
neighborhood similarity for the second query image.

four different structuring elements. The proposed approach
was found to require an average time of 0.3s for retrieval.
We compare the computational time requirement of the pro-
posed method with those of [10, 34, 3]. Fig 17(b) shows the
average retrieval time for all the four approaches. This fig-
ure clearly shows the usefulness of the proposed method.

In summary, we conducted extensive experiments on the
ground-truthed test database. To test the robustness of our
approach we have used every image in the dataset to serve
as a query image. We obtained favorably good results in all
the cases. The retrieval time of our approach is consider-
ably less in comparison to the two approaches [10, 3] and
is marginally better than that of the approach in [34]. These
observations provide appropriate validation to the useful-
ness of our scheme.

5 Conclusions

In this paper, we presented a robust and efficient logo
retrieval scheme using shape and spatial relation attributes.
Here we showed how multiple kernel based morphologi-
cal pattern spectrum can be used as an effective shape fea-
ture descriptor by considering four different standard ker-
nel shapes. When an image contains multiple disjoint com-
ponents, we exploited the spatial relation among the com-
ponents with a simple computationally inexpensive repre-
sentation technique. We also demonstrated an effective re-
trieval of the logos by combining the shape attribute with
the spatial relation attribute. Proper selection of weights us-
ing an appropriate relevance feedback mechanism has been
suggested. The performance of the proposed technique has
been shown to be better than those of different recent re-
trieval schemes. Translation , and scaling invariance prop-
erties of our scheme have been demonstrated. The working



Figure 15: Retrieved images for yet another query based on
shape similarity.

of the technique in presence of noise has also been demon-
strated. We also show that the proposed technique is com-
putationally very efficient compared to some of the recent
CBIR methods. In future we would like to study the useful-
ness of other types of similarity measures for the retrieval
purposes. Currently we are investigating the logo retrieval
problem in gray scale and colored logo databases.
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Figure 16: (a) Precision/recall diagram for logo retrieval using various shape primitives, (b) Precision/recall diagram for two
different relevance feedback methods.
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