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Abstract: This paper presents the study of phonemes
in the Indian languages for developing good quality
speech synthesis. Harmonic plus noise model (HNM)
which divides the speech signa in two sub bands:
harmonic and noise, is implemented with the objedive
of studying its capabilities and to investigate the
adaptation needed. Childers and Hu's agorithms are
used for voicing and pitch detedion. Asthe analysisand
synthesis of the speech is pitch synchronous, so dottal
closure instants (GCls) should be accurately cdculated.
For comparison, impedance glottograph is aso used to
extract the GCIs. Investigations iow that HNM is
capable of synthesizing al syllables and passages
spoken in dfferent styles in Indian languages with
natural soundng output. The qudity of synthesized
speech improves if the GCls are taken from the glottal
signa instead o being obtained by processng the
speech signal. As HNM uses amplitudes and phases of
the pitch harmonics, interpdating the spedrum at the
desired pitch harmonics and synthesizing using these
values can achieve pitch scding.

1. INTRODUCTION

There ae two approaces to generate synthetic speech:
waveform and model based. Waveform based approach
uses prerecorded passages of speech and plays a subset
of these passages in a particular sequence for generating
the desired speech output. This method provides high
quality and naturalness but has a limited vocabulary
and wuadly only one voice [1],[2]. Model based
synthesis approach uses a model of the speech
generation such as sourcefilter, articulatory, or
acoustic, and a set of parameters. For example, formant
synthesizer uses the source-filter model of speech
production. There ae many variants of formant
synthesizers such as cascade, padle, and
cascade/paralel formant synthesizer. Although formant
synthesizer can synthesize infinite number of sounds
with only small number of parameters but generation of
fricaives, nasalized sounds, and plosive bursts are
difficult to synthesize with aceptable qudity [2]. In
formant synthesis, the set of rules controlling the
formant frequencies, amplitudes, and the charaderistics
of the excitation source is large. The parameter
extraction is adso very difficult and time consuming.
Articulatory synthesis models the human speech
production system directly, with a set of area functions
between glottis and mouth. It allows accurate modeling

of transients due to abrupt area changes. Although it can
be used for high quality speech output, the colledion of
data and implementation of rules to driive the data
corredly is very complex [2]. Acoustic model of speech
is used in sinusoida modeling [3]. Each frame of the
speech is represented as simmation of sine waves with
different amplitudes, frequencies, and phases. Harmonic
plus noise mode (HNM) is a variant of sinusoida
modeling of speech and dvides the spectrum of the
speech into two sub bends, ore is modeled with
harmonics of the fundamenta and the other is $mulated
using random noise. It gives high qudity speech with
less number of parameters. Also, the pitch and time
scdingisrelatively essy [4]. Because HNM seemsto be
a promising model for speech synthesis, it is
implemented and its suitability for phoneme sets in
Indian languages, particularly for features, which are
peculiar to Indian languages, isinvestigated.

2.HARMONIC PLUS NOISE MODEL

HNM divides the speech signa into two parts:
harmonic, and noise. The harmonic part is responsible
for the quasi-periodic components of the speech signal
and the nose part accounts for the non-periodic
components guch as fricaive or aspiration noise, period-
to-period variation of the glottal excitation, etc. These
two bands ae separated by a frequency cdled
maxi mum voiced frequency Fm[4].

In the lower band, the signd is represented only by
harmonicadly related sine waves with sowly varying
amplitudes and frequencies:

L(t)

s()=Re a (1) exp{ j[I;Iwo(a)da B O

a(t) and 4(t) are the amplitude and phase at time of the
Ith harmonic, @ is fundamenta frequency and L(t) is
the number of harmonics. The noise part is modeled by
an AR model and is supposed to have been obtained by
filtering a white Gaussian noise b(t) by atime varying,
normaized dl-pole filter h(zt) and multiplying the
result by an energy envel ope function w(t):

n(t) = w(t)[h(t;t)* b(t)] @
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Along with maximum voiced frequency Fn, the other
parameters such as voiced/unvoiced, GCls, pitch,
amplitudes and phases of harmonics of fundamental
frequency (pitch), parameters of noise pat are
cdculated for each frame. Fig. 1 shows block diagram
for analysis using HNM.

The speet signa is applied to the voicing detector,
which dedares the frames either voiced or unvoiced
using the method poposed by Childers [5]. As the
analysis and synthesis in HNM are pitch synchronous,
the glotta closure instants (GCls) are cdculaed
acarately. Childers and Hu's algorithm is used for these
cdculations [5],[6]. For comparison, we have aso
obtained GCls from the glottal waveform from an
impedance glottograph [7],[8]. First the glottal signal is
bandpass filtered (100 Hz - 900 Hz) and given to the
hysteresis comparator to convert the input into a
recdanguar waveform for caculating the period d the
input signd. The threshdds of the hysteresis comparator
are dynamicdly caculated using peaks, valeys, and
average anplitude of the input [7]. Voiced part of the
speech is obtained by retaining the voiced segments and
inserting silence désewhere. The analysis frame is taken
twice the locd pitch period and maximum voiced
frequency is cdculated for each frame. This voiced part
of the speech is andyzed a each GCI for caculating
amplitudes and phases of al the pitch harmonics up to
the maximum voiced frequency.

For cdculating the noise parameters, the synthesized
voice part of speech is obtained using (1) and noise part
is obtained by subtrading this from the origina speed.
Noise part is analyzed for obtaining LPC coefficients
and energy envelope.

Adding the synthesized harmonic and synthesized noise
part gives the synthesized speech. It is to be noted that
the harmonic synthesis is used in the anaysis of the
speech for obtaining the noise part as own in Fig. 2.

Once the amplitudes and phases of the pitch harmonics
are avail able, pitch scding is easy to achieve. Scheme
for pitch scding is $own in Fig. 3. The parameters of
the original speed (amplitudes and phases) are
interpdated at the harmonics of the desired pitch. The
number of harmonics to be interpolated depends on the
maximum voiced frequency Fn. The last harmonic
shoud be less than Fy,. Then synthesis is performed
with these interpdated parameters and pitch scaed
speech is obtained.
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Fig. 3. Pitch scding.

3.RESULTS

After implementing the HNM, sounds (vowels, syllables
in Hindi with vowel taken as /a/, al-voiced passages,
interrogati ve sentences spoken in three different styles:
normal, high articulatory rate, showing anger) were
recorded, andyzed and synthesized. First channel of
line-in of the sound card was connected to impedance
glottograph and second channel was used for recording
of speech. The recording was done in an acoustic room
a a sampling rate of 10 ksa/s with male and femae
speakers.

The quality of the synthesized vowels and al syllables
with vowel taken as/a/ areintelligible with good quality
if synthesized with only harmonic part except /ala/ and
/asa/. Synthesized harmonic parts of these two sounds
sound amost the same as confirmed by listening and
spectrograms (Fig. 4). After adding synthesized noise
part to these, sounds become well differentiable.
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Fig. 4. Spectrograms for synthesized /ala/ and /asal.
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HNM could synthesize all the passages spoken in
different styles and at different articulatory rate. For
synthesizing these passages, two options were tried. In
the first option the GCls were extracted from the speech
signal, and in the second the glottal signal was used to
extract these GCls. It is seen that the speech quality of
the one synthesized with GClIs from glottal signd is
better than using the GClIs from speech signal. Fig. 5
shows the pitch contours obtained from speech and
glottal signal for the passage "/ap k/han ja r AhE hAn/".
It is ®en that the GCls calculated from speech signdl do
deviate from those obtained from the glottal wave.
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Fig. 5. Pitch contours for the passage "/ap k/han ja
rAhE hAn/". The units for x-axis are in samples and y-
axisare Hz.

Experiments with pitch scaling gave satisfactory results.
Pitch scding fador a was varied in therange 0.5t0 1.5.
Fig. 6 shows the original speed /aka/. Fig. 7 & 8 show
the synthesized speech /aka/ without pitch scding and
with pitch scding by a = 1.5 respedively. The pitch of
the origina speedt was around 142Hz. If the value of a
is varied beyond this range, the qudlity of the speech is
severely degraded.
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Fig. 6. Original speech /aka/.
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Fig. 7. Synthesized speech /aka/ without pitch scding.
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Fig. 8. Pitch scded speech /akal/ by a = 1.5.

4. CONCLUSIONS

The qudity of the synthesized sounds using HNM s
satisfactory. It synthesizes al the vowels and syllables
properly with good intelligibility and naturalness All
the syllables are intelligible if synthesized using ony
harmonic part except /ala/ and /asal. HNM is able to
synthesize the passages spoken with dfferent styles and
articulatory rates. The quality of the synthesized
passages improves if we use GCls obtained from the
glottal signal instead of speech signa. Findly, the
synthesis can be done with pitch scding.
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