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ABSTRACT

Harmonic plus noise model (HNM) which divides
the speech signal in two sub bands: harmonic and
noise, is implemented with the objective of
studying its capabilities for improving the quality
of speech synthesis in Indian languages.
Investigations show that HNM is capable of
synthesizing all vowes and syllables with good
quality. All the syllables are intdligible if
synthesized using only harmonic part except /aja/
and /asa/. This fact can reduce the size of the
database. For pitch synchronaus analysis and
synthesis glottal closure instants (GCls) should
be acauratdy caculated. The quality of
synthesized speech improves if these instants are
obtained from the glottal signal (output of an
impedance glottograph) instead o these being
obtained by processng the speech signal. Further
the noise part is g/nthesized pitch synchronausly
for voiced frames. A database of HNM
parameters for VCV gyllables is developed for
Indian languages. The number of parameters for
each frame is comparable to that of formant
synthesizer but the quality of synthesized speech
is much better.

1. INTRODUCTION

There are two approaches to generate synthetic
speech: waveform and modd based. Waveform
based approach uses prerecorded passages of
speech and plays a subset of these passages in a
particular sequence for generating the desired
speech autput. This method provides high quality
and returalness but has a limited vocabulary and
usually only ore voice [1], [2]. Modd based
synthesis approach uses a modd of the speech
generation such as articulatory, sourcefilter, or
acoustic, and a set of parameters.

Articulatory synthesis modds the human
speech production system directly, with a set of
area functions between dottis and mouth. It
alows acaurate modding d transients due to
abrupt area changes. Although it can be used for
high quality speech autput, the collection d data
and implementation d rules to dive the data
correctly is very complex [2].

Formant synthesizer uses the sourcefilter
modd of speech production. There are many
variants of formant synthesizers sich as cascade,
paralld, and  cascade/paralld formant
synthesizer. Formant synthesizer can synthesize
infinite number of sounds with a small number of
parameters, but generation d fricatives, nasalized
sounds, and plosive bursts are difficult to
synthesize with acceptable quality [2]. In formant
synthesis, the set of rules controlling the formant
frequencies, amplitudes, and the characteristics of
the ecitation source is large. Extraction d
parameter tracts is also very difficult and time
consuming.

A vey flexible acoustic modd for speech
synthesis is based onsinusoidal mood of speech
— the waveform is represented as simmation d a
finite number of sinusoids with arbitrary
amplitudes, frequencies, and phases. There are
many limitations of the sinusoidal moddling such
as computation load and a big number of
parameters [3]. Harmonic plus noise modd
(HNM) is a variant of sinusoidal modding o
speech and dvides the spectrum of the speech
into two sub hands, one is modded with
harmonics of the fundamental and the other is
simulated using randam naise [4].

Sdection d a modd depends on many factors
such as quality of synthesized speech, ease of
parameter extraction, modfication d parameters,
number of parameters, and computation load.
HNM gives high quality speech with lessnumber
of parameters. Also, the pitch and time scaling is
relatively easy [4], [5]. Because HNM seams to
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be a promising modd for speech synthesis, it is
implemented and its auitability for phoneme sets
in Indian languages, particularly for features that
are peculiar to Indian languages, is investigated.

2. IMPLEMENTATION OF HNM

HNM asaumes the speech signal to be composed
of two parts: harmonic, and nase. The harmonic
part acoounts for the quasi-periodic components
of the speech signal while the ndise part is
responsible for nonperiodc comporents (e.g.,
fricative or aspiration nase, periodto-period
variation d the glottal excitation etc.). The
frequency separating the two bands is called
maximum voiced frequency Fp, [4].

In the lower band, the signal is represented
only by harmonically rdated sine waves with
slowly varying amplitudes and frequencies:

L)

S =Re a0 exp{j[f;l(0)do 0}

1)
a(t) and G(t) are the amplitude and phase at time
t of the Ith harmonic, @, is fundamental
frequency and L(t) is the time-varying number of
harmonics included in the harmonic part. The
upper band, which contains the noise part, is
modeled by an AR modd and modulated by a
time-domain amplitude envelope. The noise part,
n'(t), is therefore supposed to have been obtained
by filtering a white Gaussian noise b(t) by atime
varying, normalized all-pole filter h(z;t) and
multiplying the result by an energy envelope
function w(t):

n'(t) = w(t)[h(r;t)* b(t)] )

Along with maximum voiced frequency Fn,
the other parameters auch as voiced/unvaiced,
glottal closure instants, pitch, amplitudes and
phases of harmonics of fundamental frequency
(pitch), and parameters of noise part are
calculated for each frame Figure 1 shows a
block diagram for analysis using HNM.

The speech signal is applied to the voicing
detector, which declares the frames either voiced
or unvoiced using the method proposed by
Childers [6]. As the analysis and synthesis in
HNM are pitch synchronaus, it is necessary to
calculate glottal closure instants (GCIs)
acaurately. Childers and Hu's algorithm is used

for these calculations [6], [7]. For comparison,
we have also dotained GCls from the glottal
waveform recorded by using an impedance
glottograph [8], [9]. First the glottal sigral is
bandpassfiltered (100 Hz - 900Hz) and gven to
the hysteresis comparator to convert the input
into a rectangular waveform for calculating the
period d the input signal. The threshdds of the
hysteresis comparator are dynamically calculated
using peaks, valleys, and average amplitude of
the input [8]. Voiced part of the speech is
obtained by retaining the voiced segments and
inserting silence dsewhere. The analysis frame is
taken twice the local pitch period and maximum
voiced frequency is calculated for each frame.
This voiced part of the speech is analyzed at each
GCI for calculating amplitudes and phases of all
the pitch harmonics up to the maximum voiced
frequency.

For calculating the ndise parameters, the
synthesized vdce part of speech is obtained using
(1) and nadse part is abtained by subtracting this
from the original speech. Noise part is analyzed
for obtaining LPC coefficients and energy
envelop. The length o the analysis window for
naise part is taken as two local pitch periods for
both vdced and unvoiced frames. For voiced
frames the local pitch is the pitch o the frame
itsdf. For unvoiced frames the pitch o the last
voiced frameis taken.

Addng the synthesized harmonic and
synthesized ndse part gives the synthesized
speeh. It is to be noted that the harmonic
synthesis is used in the analysis of the speech for
obtaining the ndise part as siown in Figure 2.

3. CONCATENATION OF SEGMENTS

The purpose of the concatenation d segments is
to generate longer units of speech from smaller
units. So we can generate unlimited words from a
small database of phoretic units. Most of the
synthesizers use  phoremes,  morphemes,
diphores, triphores, or syllables as basic acoustic
units. Combination d these units is also used in
some synthesizers [2]. But we have amployed
VCV (vowd-consonant-vowel) syllables for
creating the database of Indan
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Figure 2. Synthesis of speech using HNM, modified from [5].
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languages. As the full natural transitions across
the consonants are preserved, the quality of the
speechis not affected [10], [11].

After recording and labding the VCV
syllables, analysis is done to extract the HNM
parameters. These parameters are stored in a
database for future reference. The average
number of parameters for each voiced frame is
around 40 and for unvoiced frame is only 11. It
should be noted that the number of parameters
are comparable to that of a formant synthesizer.
A phrase may be synthesized by parsing its
phonetic transcript, fetching the parameters of the
required units from the database, and
concatenation of parameter tracts after pitch
contour smoothening and energy normalization.

As the parameters are defined only at the
analysis instants (one set for each frame), the
parameters are interpolated for the remaining
instants in-between the frame boundaries. Then
using (1) & (2) the speech can be synthesized.
Interpolation in the parametric domain minimizes
the spectral distortion at the joints.
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Figure 3. Hardware setup for recording, modified
from[8].

4. RESULTS

After implementing the HNM, speech segments
including vowels, syllables in Hindi, all-voiced
passages, interrogative sentences spoken in three
different styles: normal, high articulatory rate,
showing anger were recorded, analyzed and
synthesized. The recording was done using a B &
K 4176 microphone (set up is shown in Figure
3). The microphone is connected to precision
sound level meter (B & K, Type 2235) and its
AC output is amplified and given to second
channd of the line-in input of sound card. The
first channd is used for recording glottal signal
using an impedance glottograph. The signals at

the input of the sound card must be in the range +
500 mV. The recording was done in an acoustic
room at a sampling rate of 10 k samples/s.
Speech was recorded from both male and female
speakers.
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Figure 4. Spectrograms for synthesized /aha/.

The synthesis of the noise part was done using

10th order LPC filter. Both pitch synchronous
and asynchronous methods of synthesizing the
noise part were investigated. The results can be
summarized as follows.
 For unvoiced stops, difference between
aspirated and unaspirated is the voice onset time
(VOT). VOT for aspirated stop is greater than
that for unaspirated stop. For example in /aka/
and /ak'a/, the VOTs are 49 ms and 60 ms
respectively. When the VOT of /aka/ is increased
by adding silence, /ak'a/ is perceived.
» For voiced stops, the distinguishing feature
between the aspirated and unaspirated is the
different from the above. Although the duration
of the release phase is greater for aspirated stop
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Figure 5. Spectrograms for synthesized /asa/.

than the corresponding unaspirated stop, but after
adding noise, silence, or repeating the burst in the
release phase does not produce the aspirated stop.
On the contrary, when the rdlease duration of the
aspirated stop is decreased, the corresponding
unaspirated stop is perceived.

» The quality of the synthesized voweds and
syllables is intdligible and natural. Harmonic
part is sufficient for good quality and
intdligibility except for /ala/ and /asal.
Synthesized harmonic parts of these two syllables
sound almost the same as confirmed by listening
and spectrograms (Figure 4, Figure 5, and
Figure 6). After adding synthesized noise part,
sounds become well differentiable. So it is not
necessary to store the parameters of noise for all
syllables. Thisfact is very useful for reducing the
size of the database.

« It was observed that the HNM could synthesize
all the passages spoken in different styles and at
different articulatory rate.
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Figure 6. Spectrograms for synthesized /ala/.
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Figure 7. Pitch contours for the passage "/ap
k/hanja r AhE ho/"

For synthesizing these passages, two options
were tried. In the first option, the GCls were
extracted from the speech signal. In the second
the glottal signal was used to extract these GCls.
The speech quality with GCls from glottal signal
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is better than with the GCls from speech signal.
Figure 7 shows the pitch contours abtained from
speech and glottal signal for a sentence.

Figure 7 also shows mismatching at certain
instants between the pitch contour obtained from
the glottal signal and the one obtained from the
speech. This mismatching is due to the limitation
of the algorithm employed for determination of
pitch.
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Figure 8. Spectrograms for isolated syllables used
in the synthesis of the word /b mani/.

» When larger speech units are constructed by
concatenating the parameter tracts of smaller
units, the quality is not affected much. For
example //b"imani/ can be generated using three
VCV syllables //b"/, /lma/, and /ani/
spectrograms for these three syllables are shown
in Figure 8. After adjusting the parameters for
pitch contour smoothening and energy
normalization, the synthesis is done For
comparison, two methods are tried for
concatenation of the three units. In the first,
individual  units are synthesized and

concatenation is done in time-domain. Second
method used concatenation in parametric domain
followed by synthesis.

For comparison, //b"lmani/ is also recorded
as a single word. The spectrograms for the
recorded word and the two synthesized versions
are shown in Figure 9. Listening tests and
spectrograms show that concatenation in time-
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Figure 9. Spectrograms for the recorded and
synthesized word //b" mani/.

domain degrades the quality dlightly due to
discontinuity at the joints.

5. CONCLUSIONS

Investigations with some peculiar sounds of
Indian languages showed that one difference
between aspirated and unaspirated stops is the
release duration. Unvoiced aspirated stops can be
synthesized using the corresponding unaspirated
stops by increasing the release duration. Voiced
aspirated and unaspirated stops behave in a
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different manner. Voiced unaspirated stops can
be synthesized by reducing the rdease duration o
correspondng aspirated stops.

The quality of the synthesized sound using
HNM is stisfactory. It can synthesize all the
vowds and syllables properly with good
intelligibility and returalness All the syllables
are intdligible if synthesized using oy harmonic
part except /ajal and /asal. This fact can reduce
the number of parameters neeaded for these
sounds. HNM is able to synthesize the passages
spoken with dfferent styles and articulatory
rates. The quality of the synthesized passages
improves if we use GCls obtained from the
glottal signal instead o speech signal. Larger
speech units can be constructed from smaller
units without loss of appreciable quality,
naturalness and intelli gibili ty.

Further work is being carried aut on pitch
modfication, generation d parameter tracts
invaving allophores, modfication d articulatory
rate, and aher speaker characteristics.
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