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Abstract-Speaker transformation is a technique that modifies a 

source speaker’s speech to be perceived as if a target speaker has 

spoken it. Compared to statistical techniques, warping function 

based transformation techniques require less training data and 

time. The objective of this paper is to investigate the 

transformation using quadratic surface interpolation. Source and 

target utterances were analyzed using harmonic plus noise model 

(HNM) and harmonic magnitudes were converted to line spectral 

frequencies (LSFs). Transformation function was found using 

LSFs of the time aligned source and target frames using dynamic 

time warping. The transformed LSFs were converted back to 

harmonic magnitudes for HNM synthesis. This method was able 

to transform speech with satisfactory quality. Further, the results 

were better if pitch frequency was included in the frame vectors.  

 

I. INTRODUCTION 
 

 Speaker transformation is a technique that modifies a source 

speaker’s speech to be perceived as if a target speaker has 

spoken it. This is carried out using a speech analysis-synthesis 

system, in which the parameters of the source speech are 

modified by a transformation function and resynthesis is 

carried out using modified parameters. The transformation 

function is obtained by analyzing the source and target 

speaker’s utterances. Precise estimation of the transformation 

function is very difficult as there are many features of speech 

which are difficult to extract automatically, such as meaning of 

the passage and intention of the speaker [1], [2]. Mostly, the 

transformation function is derived using dynamics of the 

spectral envelopes of source and target speakers [3].  

 Instead of using the whole spectrum, only few formants can 

also be used for speaker transformation. The problem of using 

this method is that it requires automated estimation of the 

frequency, bandwidth, and amplitude of the formants, which 

can not be accurately estimated. Further, formant based 

transformation is not suitable for high quality synthesis [4]. 

Sinusoidal models also have been used for speech 

modification, but the results are not very encouraging [5]. 

Many researchers have used codebook mapping for speaker 

transformation [6]-[8]. In this approach, vector quantization 

(VQ) is applied to the spectral parameters of both the source 

and the target speakers. The two resulting VQ codebooks are 

used to obtain a mapping between source and target 

parameters. The quality of the converted speech using this 

method is mostly low as the parameter space of the converted 

envelope is limited to a discrete set of envelopes. A number of 

researchers have reported satisfactory quality of the trans-

formed speech using Hidden Markov Model (HMM), Gaussian 

Mixture Model (GMM), and Artificial Neural Networks 

(ANN) based transformation systems. The main difficulty with 

these methods is the dependence of the quality of the 

transformed speech on training and amount of data [9]-[12]. 

 Iwahashi and Sagisaka [13] investigated speaker inter-

polation technique. Spectral patterns for each frame of the 

same utterances spoken by several speakers are stored in the 

transformation system. The spectral patterns are time-aligned 

using dynamic time warping (DTW). The values of the interpo-

lation ratios are determined by minimizing the error between 

the interpolated and target spectra. Set of interpolation ratio is 

frame and target dependent. For generating the speech of the 

given target, it is gradually changed from frame to frame. The 

spectral vector for each frame of the source speech is compared 

with the stored spectral vectors to find the nearest one. The set 

of interpolation ratio for this frame and the given target is 

fetched from the database. The target speech is generated using 

the spectral parameters estimated by interpolation. Good results 

using this technique have been reported [14], with a reduction 

of about 25% in the distance between the speech spectra of the 

target speaker and the transformed as compared to that for the 

target speaker and the closest pre-stored speaker. 

 In dynamic frequency warping (DFW) for speaker trans-

formation [15], spectral envelope and excitation are derived 

from the log magnitude spectra for source and target speaker. 

Then a warping function between the spectral envelopes is 

obtained, one for each pair of source-target spectral vectors 

within the class. An average warping function is obtained for 

each class of acoustic units and then it is modeled using a third 

order polynomial. The target speech is obtained by using an 

all-pole filter derived from modified envelope and modifying 

the excitation for adjusting the prosody. They have also used 

linear multivariate regression (LMR) based transformation 

between the cepstral coefficients of the corresponding classes 

in the acoustic spaces of the source and the target. The speech 

converted by both the methods had audible distortions. 

Although the number of parameters needed for mapping is 

lesser in DFW, the quality of the converted speech using LMR 

was reported to be better [15], [16]. The quality was assessed 

using ABX test with vowels and CVC. 

 Most of the techniques for speaker transformation discussed 

in this section can be grouped into four major categories: 
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frequency warping, vector quantization, statistical, and 

artificial intelligence based. Although the statistical and arti-

ficial intelligence based techniques try to capture the natural 

transformation function independent of the acoustic unit, these 

techniques need a lot of training data and time. Vector 

quantization is also associated with many problems, such as 

discrete nature of the acoustic space. It hampers the dynamic 

character of the speech signal and hence the converted speech 

loses naturalness. In frequency warping technique, the 

transformation function can be estimated using lesser data, but 

a different transformation function is needed for each acoustic 

class. Estimation of all acoustic classes requires a lot of speech 

material and computation power. 

 We have investigated the use of quadratic surface 

interpolation [17]-[19] for estimating the mapping between the 

source and the target acoustic spaces, for harmonic plus noise 

model (HNM) based speaker transformation. HNM is a variant 

of sinusoidal modeling of speech and divides the spectrum of 

the speech into two sub bands, one is modeled with harmonics 

of the fundamental and the other is simulated using random 

noise. HNM has been chosen as it provides high quality speech 

output, smaller number of parameters, and easy pitch and time 

scaling [20], [21]. The other advantage is that it can be used for 

concatenative synthesis with good quality of output speech. 

 In general, the system developed can be used for any speech 

transformation if proper amount of training data are provided 

for adaptation. Because of the time constraints of alignment of 

the source and target utterances for training of the model, the 

investigations have been restricted to vowels. This technique is 

explained in Section II. Methodology of the investigations is 

described in Section III. Results and conclusion are presented 

in Section IV and Section V, respectively.  

 

II. QUADRATIC SURFACE FITTING 
 

 If a multidimensional function 1 2( , , , )mg w w w…  is known 

only at q points, a quadratic surface 1 2( , , , )mf w w w… can be 

constructed such that it approximates the given function within 

some error 
1 2ε( , , , )mw w w… at each point [17]-[19],  
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The multivariate quadratic surface function can be written as  
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where p is the number of terms in the quadratic equation 

formed by m variables, ck represents coefficient of quadratic 

term k, and 1 2φ ( , , , )k mw w w…  represents the term k itself. 

For example, this expression for 3 variables becomes 
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The coefficients 
kc are determined for minimizing the sum of 

squared errors 
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Now (1) and (2) can be combined to form the matrix system of 

equations 

 εB = AZ +   (5) 

where the matrices B, A, Z, andε are given by 
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 If the number of given data points q p≥ , then (3) can be 

solved for minimizing the error as given in (4), giving the 

following solution 

 
T 1 T-

=( )Z A A A B   (6) 

where matrix 
T -1 T

( )A A A  is known as pseudo–inverse of A 

[19]. 

 

III. METHODOLOGY 
 

A. Analysis-parameter modification-synthesis 

 Investigations were carried out using recordings of a passage 

read by five speakers (two males and three females) in the age 

group of 20-23 years having Hindi as their mother tongue. The 

recordings were carried out in an acoustically treated room. 

The total recordings were of about 30-minute duration. The 

sampling frequency and number of bits used for quantization 

were 10 k sa/s and 16 bits, respectively. The ten vowels shown 

in Table 1 were extracted from these recordings taking the 

context same for all the speakers. The labeled vowels for the 

speakers were aligned manually in the same sequence for the 

source and the target and HNM analysis was performed for 

obtaining parameters such as pitch, voiced/unvoiced decision, 

maximum voiced frequency, harmonic magnitudes, harmonic 

phases, and noise parameters (linear predictive coefficients and 

energy contour) [20], [21]. 

 The harmonic magnitudes were converted to autocorrelation 

coefficients using Wiener-Khintchine theorem [22]. The 

autocorrelation coefficients were transformed to line spectral 

frequencies (LSFs) [23]. The order of the LSFs was fixed as 

20. The LSFs are related to formant frequencies and 

bandwidths, and show good linear interpolation properties [23].  

Hence, target vectors can be assumed as linear combinations of 

source vectors. Further, LSFs can be reliably estimated using a 

limited dynamic range, and estimation errors have localized 
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effects; a wrongly estimated value of LSF only affects the 

neighboring spectral components [23].  

 Before obtaining the transformation function, a number of 

frames in source and target training data were aligned using 

dynamic time warping (DTW) [15]. For each aligned frame of 

source and target speakers, feature vectors consisting of 20 

LSFs and pitch frequency were constructed for each frame. Let 

the source frame vector X  and the target frame vector Y be 

 
0 1 20

x x x=   X �  (7) 

 
0 1 20

y y y=   Y �  (8) 

Each component in the target feature vector is modeled as a 

multivariate quadratic function of source components 

 ( , , ..., )
0 1 20

y f x x xi i= , 0,1, ..., 20i =  (9) 

Coefficients for these quadratic functions were obtained using 

(6), providing the mapping from source to target frame vectors.  

 A few vowels from the speech of the source speaker were 

taken. These vowels were different from the vowels used for 

training. These vowels were analyzed using HNM and frame 

vectors were calculated for each frame. The frame vectors for 

each frame were transformed using the mapping in (9) with 

coefficients obtained from the training data. Transformed LSFs 

were used for obtaining LPC spectrum and sampling of it at 

modified harmonic frequencies provided the modified 

harmonic magnitudes. Harmonic phases were estimating from 

the harmonic magnitudes by assuming minimum phase system 

[24]. These modified HNM parameters were used for 

resynthesizing the target speech. 

 In this paper, we are presenting the investigations regarding 

transformation of harmonic part of the vowels using HNM 

based analysis-synthesis. As HNM divides the speech into 

harmonic and noise parts, both parts should be transformed 

independently for speech involving phonemes other than 

vowels.  The transformation of harmonic part of all phonemes 

is similar, but extra steps are needed for transforming noise 

part. In our present investigations, we are simulating the noise 

part using only the magnitudes and frequencies of the 

perceptually important peaks in the spectra. The magnitudes of 

the frequencies other than these peaks are replaced with zeroes 

and this spectrum is converted to LSFs before finding the 

transformation function for the noise part. It is to be noted that 

transformation functions based on mel frequency cepstrum 

coefficients (MFCCs) and harmonic magnitudes themselves 

also need to be investigated. 

 

B. Evaluation  

 To assess the extent of the closeness of the transformed 

speech to that of the target, both subjective and objective 

evaluations were carried out.  

 Objective evaluation has been done at two levels: for 

transformed parameters and for the transformed spectra. 

Mahalanobis distance has been reported to be an efficient 

measure for multidimensional pattern comparisons [25]-[30] 

and has been often used for distance in parametric space in 

speech research [29], [30]. We have used it for estimating the 

errors in the transformed LSF vectors and the corresponding 

target LSF vectors. Log spectral distance measure is generally 

used to estimate the closeness of the spectrum of the modified 

speech and the spectrum of the target speech [31]-[35]. It is 

calculated between the spectral values for each frame, and then 

averaged across frames [31] 
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where ( )S k and ( )S k′ are the DFT values of the signals for 

index k with K = 4096. 

 For subjective evaluation of the closeness of the transformed 

and target speech, generally, ABX test has been often used [4], 

[6], [36]-[40]. In this test, the subject is asked to match the 

speech stimuli (X) with either source or target stimuli. The 

source and target stimuli are represented by A and B. The 

subjects do not know whether the source, target, or modified 

stimulus is presented at A, B, or X. For this, an automated test 

setup employing randomized presentations and a GUI for 

controlling the presentation and recording the responses was 
used. In each presentation, sound X could be randomly selected 

as source, target, or the modified speech. The subject had to 

select sound A or sound B as the best match to presentation X. 

Either source or the target sounds were randomly made A or B. 

Subject could listen to the sounds more than once before 

finalizing the response and proceeding to the next presentation. 
In a test, each vowel appeared 5 times. This test was conducted 

with 10 subjects with normal hearing. 

  

IV. RESULTS 
 

 In order to assess the level of distortion in the analysis-

transformation-synthesis process, the transformation was 

carried out for the vowels of the same speaker as both source 

and target. Informal listening tests have confirmed that the 

identity of the speaker was not disturbed, except some loss of 

quality due to phase estimation assuming minimum phase 
system.  

 For investigating the speaker transformation abilities of the 

quadratic surface interpolation method, the transformation 

function was estimated by using quadratic surface fitting in the 

parametric space (normalized F0 and LSF) of the source and 
target aligned vowels by DTW. Using this function, the vowels 

not included in the training sets, were transformed and 

Mahalanobis distances between the source-target (ST), target-

synthesized target (TT’), and source-synthesized target (ST’) 

pairs in parametric space were calculated. A plot of the 

distance for consecutive frames of three cardinal vowels, in 

Fig.1, shows that the distance between target and the trans-

formed vowel (TT’) is less than the original distance between 

the source and the target. This implies improved transformation 

from the source to target. It has been observed that the 

reduction of distance between transformed vowel and the target 

is maximum for /a/ and minimum for /i/. Further, this distance 
is slightly less for the transformation taking pitch as one of the 

feature components.  

 Investigations were also carried out using the harmonic 

magnitude envelopes of the source (S), transformed source 
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(T’), and the target (T). These envelopes for the three cardinal 

vowels are shown in Fig. 2. It is clear from this figure that the 
harmonic magnitudes for the transformed source and the 

corresponding target are very close to each other. Log spectral 

distances between the spectra of source and the target (ST) and 

the target and the converted speech (TT’) for various vowels 

are given In Table 1. It is seen that conversion by including F0 

in the feature vector results in an additional reduction in the 

distances. 

 Subjective evaluation showed that the transformed speech 

was satisfactory in quality and it sounded near to that of the 

target speech. Analysis of the scores from the XAB listening 

test showed that more than 90 % responses labeled the 

modified speech as that of the target.  

   

V. CONCLUSION 
 

 Investigations were carried out to explore the use of 
quadratic surface interpolation for speaker transformation using 

HNM based analysis/synthesis. Results from objective and 

subjective evaluation showed that the method was able to 

transform vowels with satisfactory quality. Further, the results 

improved if pitch frequency was included in the feature 

vectors. We are presently investigating the use of this 

technique for continuous speech. 

 

 

 
 

 

 

 

 

 
 

Fig. 2. Harmonic magnitude envelopes for the source (S), 
modified source (T’), and the target (T) cardinal vowels. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

TABLE 1. LOG SPECTRAL DISTANCES BETWEEN THE 

VOWEL SPECTRA 

Log spectral distance 

TT’ Vowel 
ST Without 

F0 

With  

F0 

� अ 11.46 5.61 5.32 

ɑ आ 9.77 4.52 4.26 

� इ 8.25 4.13 3.79 

I ई 9.03 4.57 4.19 

ε ए 8.78 4.35 4.02 

æ ऐ 11.93 5.03 4.63 

ʊ उ 8.79 4.45 4.15 

u ऊ 8.46 4.72 4.16 

oʊ ओ 9.21 4.48 4.07 

aʊ ऑ 9.99 4.49 4.12 
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Fig. 1. Mahalanobis distance between the 

LSFs of source-target (ST), target-modified 

source (TT’), and source-modified source 

(ST’) cardinal vowel pairs. 
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