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Abstract—Place of articulation obtained by analysis of the 
speech signal is useful for visual feedback of articulatory efforts 
for speech training of hearing impaired children and for 
improving pronunciation by learners of second languages. Its 
estimation by direct imaging of the oral cavity is needed for 
validating the estimation from the speech signal. For such 
applications, an automated technique is presented for estimating 
the place of articulation by graphical processing of the upper and 
lower contours of the oral cavity image. It iteratively estimates 
the axial curve as an axis of symmetry of the oral cavity, such 
that the curve approximately bisects the normals to it. Distance 
between the contours along the normal to the axial curve gives 
the oral cavity opening and position of the smallest opening 
provides the place of articulation. The values estimated using the 
automated technique closely matched those obtained by manual 
marking of the visually estimated place of maximum constriction 
for the oral cavity images of vowels, stops, and fricatives, from 
the XRMB and MRI databases. 
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I.    INTRODUCTION 
Hearing-impaired children have difficulty in acquiring 

ability to control the articulators involved in speech 
production, due to lack of auditory feedback. Speech training 
aids can provide non-auditory feedback to help the process of 
speech acquisition. A visual feedback of articulatory efforts 
has been found to be useful in improving vowel articulation by 
the hearing-impaired children [1], [2]. It can also help a 
second-language learner in improving pronunciation [3]. Place 
of articulation, i.e., the place of maximum constriction in the 
oral cavity is the most significant information for speech 
training. It can be estimated using imaging techniques, 
acoustic measurements, and analysis of the speech signal. 
However, only the estimation obtained by analysis of the 
speech signal can be used for speech training. In the 
commonly used methods, analysis of the speech signal is 
based on linear predictive coding with the oral cavity modeled 
as a lossless acoustic tube with plane wave propagation [2], 
[4], [5]. Although the lower and upper contours of the oral 
cavity have varying curvatures, the cavity is modeled as a tube 

with equal-length segments of varying cross-section areas. 
Place of articulation estimated by speech analysis needs to be 
validated with reference to the value obtained from direct 
imaging of the oral cavity during speech production.  

Direct imaging provides upper and lower contours of the 
oral cavity. Irregular shapes of the contours cause difficulties 
in locating the maximum constriction and finding its distance 
from the lips in a consistent manner. As a solution to this 
problem, an automated technique involving graphical 
processing of the contours is presented. The acoustic wave 
propagation is assumed to be along an axial curve between the 
two contours with the normal to the curve representing the 
wave front. The axial curve is iteratively estimated as an axis 
of symmetry, approximately bisecting the normals to it. 
Segment of the normal to the axial curve between the two 
contours provides an estimate of the oral cavity opening. 
Values of oral cavity opening as a function of distance from 
the lips are used for estimating the place of articulation.   

The second section provides a review of the direct imaging 
techniques and some of the earlier methods for estimation of 
place of articulation. The proposed automated technique is 
presented in the third section. The test results are presented in 
the fourth section, followed by conclusion in the last section.  

II.    PLACE OF ARTICULATION BY DIRECT IMAGING 
Commonly used direct imaging techniques to capture the 

movement of the articulators in the mid-sagittal plane (side 
view) during speech production are ultrasound imaging, 
electropalatography (EPG), X-ray microbeam (XRMB),  
electromagnetic articulography (EMA), and magnetic 
resonance imaging (MRI) [6]–[11]. Speech production 
databases have been developed using the last three techniques. 

The XRMB technique [6] uses narrow X-ray beams for 
recording articulatory movements in the mid-sagittal plane by 
tracking the gold pellets glued to the articulators. It permits 
simultaneous recording of speech signal. The database [7], 
developed at the University of Wisconsin, provides 
articulatory plots consisting of four pellet points (T1-T4) on 
the tongue and one each on the upper lip (UL), lower lip (LL) 
and incisor (MNi), at 160 frames/s and audio recordings for 
vowels, vowel-consonant-vowel syllables, sentences, and 
paragraphs, from 25 male and 22 female speakers.    
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The EMA technique [8] tracks the movement of tongue, 
jaw, lips, and teeth by measuring the alternating voltages in 
the receiver coils placed on them due to the magnetic fields 
generated by transmitter coils on a plastic helmet. The Multi-
channel Articulatory (MOCHA) database [12], developed at 
the Edinburgh Speech Production Facility, provides 
articulatory data at 500 frames/s and audio recordings for 460 
sentences, from one male and one female speaker.   

The MRI technique can be used to capture images of the 
oral cavity [10] without radiation hazard. It permits recording 
of the speech signal, but the signal gets corrupted by a high 
intensity gradient noise. Bresch et. al. [13] used a setup with 
FPGA-based hardware to synchronize the audio and image 
acquisition and two optical microphones to capture the speech 
signal and the ambient noise. The noise in the speech signal 
was suppressed by offline processing using the ambient noise 
as a reference. The database [14], developed at the University 
of Southern California, has MRI data and noise-suppressed 
audio recordings for 460 sentences (same as in the MOCHA 
database) from five male and five female speakers, and EMA 
data from two of the male and two of the female speakers.  

The XRMB and EMA techniques provide high frame rate 
and noise-free audio recordings. However, the instrumentation 
provides the oral cavity contour information only at discrete 
points and  accurate place of the tongue tip is unknown as the 
tongue tip pellet or receiver coil is placed about one cm away 
from the actual tip. The XRMB technique poses a radiation 
risk. The MRI technique provides oral cavity contour 
information along the entire length of the oral cavity, but the 
frame rate is low and the audio recordings are noise corrupted.  

Several methods have been reported to estimate the oral 
cavity shape and place of articulation from the images in the 
direct imaging databases [15]–[17]. Story [15] used an 
iterative bisection method to obtain the axial curve of the oral 
cavity contours from the XRMB data. As shown in Fig. 1, the 
iteration is initiated using points A and B, the midpoints 
between the contours at two ends of the oral cavity. The oral 
cavity is segmented by perpendicular bisector Lp of line 
segment AB, cutting the upper and lower contours at D and E, 
respectively. The segment DE is taken as the mouth opening at 
the interface of the two segments. The midpoint of DE is used 
to get the line segments AC and CB. Repetition of the 
segmentation process results in the four segments AG, GC, CI, 
and IB. The process is iterated for obtaining the desired 
numbers of segments. Using 5 iterations providing 33-point 
axial curve, oral cavity shapes were obtained for 11 vowels 
and vowel-vowel sequences from four speakers. Bresch et. 
al.[16] used the iterative bisection method using 3 iterations to 
obtain 9-point axial curve and corresponding oral cavity 
shapes from the MRI images and fitted a cubic smoothing 
spline through these points. Oral cavity configuration for the 
vowel /a/ was obtained and the corresponding resonant 
frequencies, estimated using VTAR software [18], matched 
well with those obtained from analysis of the speech signal.  

Jagbandhu [17] used a segmentation method for estimating 
the place of articulation from the XY articulatory plots of the 
XRMB database. In this method, the upper and lower contours 
are divided into 50 equal segments. The midpoints of line 

segments joining the corresponding points on the two contours 
are obtained as the points forming the axial curve. Normal to 
the axial curve at a given point is drawn by taking the mean of 
the slopes of the line segments on the left and right sides of the 
point as the slope of the curve. The length of the normal 
between the two contours is taken as the oral cavity opening at 
the point. The method was applied for finding the place of 
articulation for /ΛCa/ utterances with stop consonants /b/, /d/ 
and /g/ from 35 speakers. The results were validated by 
comparing them with those obtained by manual measurement 
along the length of the oral cavity, using tongue profile 
method [5], by adding the straight line distances along the 
curve joining the lower lip marker and the pellet markers.  

To evaluate the methods reported in [15]–[17], they were 
used for estimating the oral cavity shapes from MRI images. 
Results for /a/, as used in the investigation by Bresch et. al. 
[16], are shown in Fig. 2 as an example. In Fig. 2(a) for the 
iterative bisection method, the normals drawn to the axial 
curve (marked as dotted lines) deviate from the bisector lines 
(marked as dark lines). As this method starts with a global 
slope and captures the local axial slope in subsequent 
iterations, it may not be able to capture the local axial slope at 
bisectors in the initial iterations. Further, the bisector lines 
after a few iterations start crisscrossing due to the sharp bends 
in the axial curve. Sharp bends can be avoided by limiting the 
number of iterations and applying smoothing spline [16] as 
shown in Fig. 2(b). A significant deviation between the 
smoothened axial curve (marked as dotted) and the curve 
joining the midpoints of the normals (marked as dark) 
indicates that the axial curve may not divide the oral cavity 
symmetrically. Fig. 2(c) shows the result for the segmentation 
method [17]. The estimated axial curve (marked as dotted) 
deviates from the curve joining the midpoints of the normals 
(marked as dark) in the region where the two contours are not 
symmetric. Similar problems were observed in application of 
these methods on many other images. Hence, there is a need 
for an automated method for estimating the axial curve which 
approximately divides the normals into two equal segments, 
such that the deviation between the axial estimate and curve 
joining the midpoints of normals is minimal. 

III.    PROPOSED TECHNIQUE 
An automated technique is developed for estimating the 

place of articulation by graphical processing of the upper and 
lower contours of the oral cavity. It assumes the acoustic wave 
propagation to be along an axial curve between the two 
contours with the normal to the curve representing the wave 
front. The axial curve is iteratively estimated as an axis of 

Fig. 1. Iterative bisection method used by Story [15] 
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symmetry, approximately bisecting the normals to it. Length 
of the normal between the two contours provides an estimate 
of the oral cavity opening.   

A set of equidistant points are marked on the lower and 
upper contours. Midpoints of the lines joining the 
corresponding points on the two contours form the initial 
estimate of the axial curve. A least-squares approximation 
based B-spline is fitted on these points for smoothening the 
curve by reducing sharp bends. For this purpose, Matlab 
function "spap2", with internal generation of the knot vector 
for specified number of knots is used. The smoothening 
controls the curve locally where it does not bisect the normals 
without significantly affecting it at other places. Normals are 
drawn at a set of equidistant points on the smoothened curve. 
The points of intersection of normals with upper and lower 
contours are obtained and their midpoints form the revised 
estimate of the axial curve. The process of smoothening and 
revising the axial curve is repeated to improve the 
approximation, until the RMS difference between the 
successive estimates is less than a specified fraction of the 
mean oral cavity opening  

An increase in the number of knots in the B-spline 
decreases the approximation error but it also reduces the 
smoothening of the axial curve, leading to crisscrossing of 
normals at sharp bends. Iterations are started with the knot 
vector length of 12 and stopped if the RMS difference is less 
than 5% and number of crisscrossing is 5 or less. If this 
criterion is not satisfied after 30 iterations, the knot vector 
length is decremented by one and the iterative process is 
repeated. It was found that the condition for stopping the 
iterations was satisfied with knot vector length of 5 or higher.  

Fig. 3 shows an example of the processing for /a/. Fig. 3(a) 
shows the initial axial curve as a continuous curve and the 
revised estimate as a curve with circle markers. Result from 
the final iteration is shown in Fig. 3(b). The dotted curve is the 
estimated axial curve and the dark curve is formed by joining 
the midpoints of the normals. The two curves are almost 
superimposed. Thus the deviation between the two curves is 
much smaller than the corresponding deviations observed in 
the results shown in Fig. 2 as obtained by the earlier methods.  

IV.    TEST RESULTS 
The technique presented in the previous section was 

evaluated using oral cavity images for 8 phonemes (3 vowels, 
3 stops, and 2 fricatives) by two speakers (one male, one 
female) from the XRMB database [7] and two speakers (one 
male, one female) from the MRI database [14] as the test 
material. Accuracy of the estimated values was obtained with 
reference to the manually marked and measured values of the 
visually estimated place of maximum constriction in prints of 
the oral cavity images. An axial curve was marked for 
symmetrically dividing the cavity in upper and lower halves 
and the place of maximum constriction was marked on this 
curve. The distance of the maximum constriction from the lips 
along the axial curve was measured to get the place of 
articulation. The distances measured in the print were scaled 

(a) 

(c) 

(b) 

Fig. 2. Estimation of oral cavity opening from the lower and upper 
contours in an MRI image of /a/ using (a) iterative bisection method [15], 
(b) iterative bisection method and smoothening spline [16] with 
smoothening factor of 0.99, and (c) segmentation method [17]. The x and 
y distances are in number of pixels. 

(b) 

Fig. 3. Application of the proposed Iterative Axial Curve method for 
estimation of the oral cavity opening from the lower and upper contours 
in an MRI image of /a/: (a) first iteration, (b) final iteration. The x and y 
distances are in number of pixels. 

 

(a) 
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back to mm in case of XRMB articulatory plots and to number 
of pixels in case of MRI images. Means of the values as 
measured by 5 observers (fellow researchers in the lab) were 
used as the reference values.  

A consistent manual marking of the place of articulation 
for the medial vowel /a/ was difficult due to a relatively large 
opening and a lack of well defined place of maximum 
constriction. For other seven phonemes, the places of 
articulation could be consistently marked. For these 
phonemes, the values obtained by manual measurement and 
those estimated by the automated technique are given in Table 
I. Very small standard deviations of the manually measured 
values indicate consistency of manual marking across 
observers. A relatively large standard deviation for /i/ from 
Speaker 2 was due to two nearly similar places of maximum 
constriction. For the bilabial stop /p/, the place of articulation 
is clearly visible in the images and hence the standard 
deviation is negligible.  

The errors in the estimated values with reference to the 
manually measured values are of the same order as the 
standard deviation of the manually measured values. Hence 
the two set of values may be considered to have a close match 
for all phonemes from both the databases. The two set of 
values for oral cavity opening (not given in the table) at the 
place of articulation also showed a good match.  

IV.    CONCLUSION 
A technique has been presented for automated estimation 

of the place of articulation from the upper and lower contours 
of the oral cavity image. The axial curve of the oral cavity is 
iteratively estimated as an axis of symmetry, approximately 
bisecting the normals to it. The estimation of the place of 
articulation has been validated for utterances with eight 
phonemes for four speakers. It needs to be further validated 
for utterances from a larger number of speakers. Its use for 
validation of the place of articulation estimated by analysis of 
speech signal will help in the development of speech training 
aids. It can also be useful as a tool in speech production 
related research. 
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TABLE I. PLACE OF ARTICULATION: (A) MANUALLY MEASURED (MAN.) 
MEAN AND STANDARD DEVIATION (SD) OF THE VALUES OBTAINED BY 5 
OBSERVERS AND (B) ESTIMATED (EST.) VALUES USING THE AUTOMATED 
ITERATIVE AXIAL CURVE TECHNIQUE. 

 

Pho-
ne-
me 

Place of articulation (distance of maximum constriction along 
the axial curve from the lips): mm for XRMB, pixels for MRI 

Speaker 1 
(F, XRMB) 

Speaker 2 
(M, XRMB) 

Speaker 3 
(F, MRI) 

Speaker 4 
(M, MRI) 

Man. Est. Man. Est. Man. Est. Man. Est. Mean SD Mean SD Mean SD Mean SD 
/i/ 53.9 0.8 54.2 35.8 10.2 53.7 47 4 47 108 2 105 
/u/ 60.2 0.7 60.5 69.4 0.6 70.2 124 1 126 108 2 106 
/p/ 0.0 0.0 0.0 0.0 0.0 0.0 8 1 10 6 1 5 
/t/ 30.7 0.4 30.3 23.3 0.5 22.9 36 2 36 49 5 49 
/k/ 63.4 0.4 63.2 61.9 0.4 62.1 135 7 133 119 4 119 
/s/ 27.2 1.9 24.8 23.3 0.5 22.6 36 2 35 47 1 46 
/sh/ 31.9 0.7 32.7 26.1 0.5 25.4 47 1 50 60 1 61 
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