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Abstract— Hearing-impaired children lack auditory feed-

back and experience difficulty in acquiring speech production. 

They can benefit from speech training aids providing visual 

feedback of key articulatory efforts. Requirements for such aid 

are developed through extended interaction with speech 

therapists and special education teachers. The aid is developed 

as a PC-based app for ease of distribution and use. It has two 

panels to enable comparison between the articulatory efforts of 

the learner and a teacher or a pre-recorded reference speaker. 

The visual feedback for an utterance is based on the informa-

tion obtained from its audiovisual recording.  The speech 

signal is processed to obtain time-varying vocal tract shape, 

level, and pitch.  The vocal tract shape estimation uses LP-

based inverse filtering, and the pitch estimation uses glottal 

epoch detection using Hilbert envelope for excitation enhance-

ment. Visual feedback comprises a variable-rate animation of 

the lateral vocal tract shape, level, and pitch, and time-aligned 

display of the frontal view of the speaker's face along with 

playback of time-scaled speech signal. The graphical user 

interface and modules for signal acquisition, speech analysis, 

and time-scaled animation are developed and integrated using 

Python. The app has been tested for its functionalities and user 

interface and needs to be evaluated for speech training of 

hearing-impaired children. It may also be useful to second-

language learners in improving the pronunciation of 

unfamiliar sounds. 
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I. INTRODUCTION 

Children with hearing impairment lack auditory feedback 
during speech production. They consequently experience 
difficulty in the acquisition of speech production despite 
functional articulatory organs.  Speech therapy often uses a 
mirror for a visual feedback on movements of the external 
articulators (lips, jaw), but movements of the internal 
articulators (tongue, vocal tract shape, glottis) remain hidden. 
Computer-based speech-training aids providing a dynamic 
display of acoustic parameters (speech level, voicing, pitch, 
spectral features, etc.) and articulatory parameters (move-
ments of lips, jaw, tongue, etc.) have been found to be useful 
for speech training [1]–[15]. These aids include 'Speech 
Viewer' [9], 'Video Voice Training System' [10], 'Dr. Speech' 
[11], and 'Box-of-Tricks' [12], concatenative articulatory 
video synthesis [13], 3-D virtual talking head [14], speech 
rehabilitation system [15], system based on automatic lip-
reading recognition [16]. These aids display acoustic 
parameters to help persons with hearing impairment to 
improve the articulation. Several mobile-based apps have 
been developed, including 'Voice Analyst' [17], 'Voice Tools' 
[18], and 'Voice Pitch Analyzer' [19], to display speech level 
and pitch information for use in speech therapy. The 
usefulness of most of these aids is limited as they use 

language-dependent processing and machine learning for 
generating corrective feedback. 

Despite the development of several speech-training aids, 
most speech therapists and special education teachers in the 
schools for hearing-impaired children find it more 
convenient to use mirrors and improvised methods with 
gestures, repeated and extended articulations, etc. It indicates 
a need to co-design the aid with the speech therapists and 
teachers, by interacting with them to understand their 
difficulties with the available aids and getting their 
assessment of the features in the new aid. It has been 
reported that optimizing the level of details on the display, 
emphasizing the key articulatory efforts, adapting the 
feedback to the learner's level, and augmenting with 
complementary information can improve the usefulness of 
the aids [20]. Interaction with the users showed the 
usefulness of a two-panel aid with a variable-rate display. It 
enables visual comparison of the teacher's and learner's 
articulatory efforts at a rate suitable for the learning level, 
avoids the need for repetitive articulation by the teacher, and 
facilitates remote learning with pre-recorded utterances of a 
reference speaker.  

An aid in the form of a PC-based app with two-panel 
display and a reconfigurable graphical user interface (GUI) 
was developed to display level, pitch, and lateral vocal tract 
shape estimated from the speech signal, with a variable-rate 
animation of the articulatory efforts [8]. The app was 
demonstrated and installed for extended use by the speech 
therapists in three speech therapy clinics and the special 
education teachers in four schools for hearing-impaired 
children. Responses were received from 35 users. They 
suggested improving the GUI layout, extending the signal 
acquisition duration, and introducing a selection of faces 
(male/female, young/adult) for vocal tract shape animation. 
They also suggested a facility for playback of the speech 
signal time-aligned with the variable-rate animation of the 
articulatory efforts to improve speech acquisition in children 
using hearing aid or cochlear implants. As in [21], some 
respondents suggested displaying the frontal view of the 
speaker's face to serve the mirror function for feedback on 
the lip movements. Based on these inputs, a speech-training 
aid with two-panel display for variable-rate audiovisual 
feedback of the articulatory efforts is developed. 

The main features of the speech-training aid include (i) 
variable-rate animation of the lateral vocal tract shape, (ii) 
display of the level and the pitch, and (iii) a time-aligned 
audiovisual playback comprising the time-scaled speech 
signal and the time-scaled video of frontal view of the 
speaker's face. As suggested in [22], the aid uses signal 
processing for generating the feedback of articulatory efforts 
and enables a language-independent speech visualization. 



The system implementation of the aid is described in the next 
section, followed by the test results in the third section and 
the conclusion in the last section.  

II. SYSTEM DESCRIPTION 

Speech training involves repeated utterances of syllables, 
words, word clusters, and sentences by the learner and 
feedback for correct production by the teacher. The speech-
training aid is developed to assist this learning process by 
providing information not visible on the speaker's face. The 
feedback is in the form of slow-motion animation of the 
vocal tract shape, pitch, and signal level, obtained by 
processing the speech signal. It is enhanced by complement-
ary information on lip movements by a time-aligned display 
of the frontal view of the speaker's face so that the learner 
can relate the various articulatory efforts together. For 
facilitating the learning process, the rate of audiovisual 
feedback can be altered with the learning level. The aid also 
includes playback of the time-scaled speech signal for 
children with hearing aids or cochlear implants.  

The aid is developed as a Windows-based app using 
Python to integrate the information processing modules and 
GUI and to ease its distribution for machines with other 
operating systems. For a large-scale deployment in schools 
for children with hearing impairment, the app is developed to 
work using the machine's audio and video peripherals 
without additional hardware or software.  

The app is developed with modules for signal acquisition, 
speech analysis, and time-scaled animation of the key 
articulatory efforts, along with a GUI for user inputs and 
information display. The signal acquisition comprises 
recording the speaker's utterance with the speech signal as an 
audio signal and frontal view of the speaker's face as a video 
signal. A segment of the audio recording and the correspond-
ing video recording are selected from the acquired 
audiovisual signal for analysis and animation. The speech 
analysis comprises analyzing the selected audio segment to 
obtain the time-varying level, spectrum, pitch, and vocal tract 
shape, and generating time-scaled audio with different 
scaling factors. The display comprises animation of the time-
varying lateral vocal tract shape and indicators for pitch, 
level, and place of articulation, with settable display rate. 
The animation may be accompanied by playback of a time-
scaled video of the speaker's face with speech signal. The 
three information processing modules and the GUI are 
described in the following subsections. 

A. Signal Acquisition 

The signal acquisition module is used for recording the 
speaker's utterance with the speech signal as an audio signal 
and the frontal view of the speaker's face as a video signal. 
The audio signal acquisition and playback use the machine's 
audio peripheral. The audio signal is displayed in real-time 
during signal acquisition, with three color bands to indicate 
the utterance volume as low, acceptable, and high. The audio 
signal acquisition is carried out at 10 kHz as it is considered 
adequate for the pitch and vocal-tract shape estimation [23]. 
A video of the speaker's face is recorded and displayed in 
real-time using the machine's video peripheral at the frame 
rate of ten frames/s. The low frame rate is selected to reduce 
memory requirement and execution time on low-resource 
machines. The video is displayed in a frame, with its center 
marked by vertical and horizontal lines to assist the speaker 
in adjusting the face position. A previously recorded 

audiovisual signal can also be used for analysis and display. 
The utterances used for speech training are usually shorter 
than 2 s. The signal acquisition module permits a recording 
of up to 10 s, allowing flexibility for the timing of the 
utterance and multiple utterances to adjust the level, etc. The 
maximum duration is selected for real-time display of the 
audio signal with a fixed time axis, and it can be relaxed by 
providing a scrolling display. A segment of the audio signal 
is selected for analysis and animation, and the time-aligned 
video segment is selected automatically for simultaneous 
display of articulatory efforts visible on the speaker's face.  

B. Speech Analysis  

 This module is used for obtaining the information for 
speech therapy and providing feedback for speech training. It 
comprises analysis of the selected audio segment to obtain 
the time-varying level, spectrum, pitch, and vocal tract 
shape, and generation of time-scaled audio with different 
time-scaling factors. 

 The pitch estimation uses a glottal epoch detection 
method using the Hilbert envelope for excitation 
enhancement and reported in [24] as suitable for speech 
signals with voice disorders. The vocal tract shape estimation 
uses Wakita's inverse filtering method based on linear 
prediction (LP) for obtaining the vocal tract area function 
[25]. The analysis is carried out using a window length of 
two average pitch periods and a window shift of 5 ms. For 
improving consistency of the vocal tract shape estimation, 
the area values for analysis windows positioned at the 
minimum windowed energy are linearly interpolated to 
obtain area values every 5 ms, as reported in [26]. The cubic 
B-spline interpolation is used to estimate 20 uniformly 
placed area values along the length of the oral cavity for 
smoothing the estimated vocal tract area function. For 
synchronized audiovisual playback, the speech signal is 
uniformly time-expanded by the selected scaling factor using 
synchronous overlap add with fixed synthesis (SOLAFS) 
method [27]. 

C. Time-Scaled Animation  

The animation module formats the information obtained 
by the speech analysis module and displays the vocal tract 
animation and indicators for pitch, level, and place of 
articulation. A time-aligned video of the speaker's face is 
also displayed to provide simultaneous feedback of articula-
tory efforts visible on the speaker's face. The vocal tract 
animation and video of the speaker's face can be displayed at 
the selected speed for speech training, along with a playback 
of the time-scaled audio signal.  

The estimated area values are used for vocal tract 
animation with a 2D mid-sagittal view of the head, as in [2]. 
The estimated oral cavity opening is represented as the area 
between the fixed upper curve (comprising upper lip, upper 
teeth, and palate) and moving lower curve (comprising lower 
lip, lower teeth, and tongue). The place of maximum 
constriction along the vocal tract length is indicated as the 
place of articulation.  

The vocal tract area function is estimated with a 5-ms 
window shift resulting in 200 frames/s for real-time 
animation, while the video of the speaker's face is available 
at ten frames/s. The vocal tract animation, level, and pitch 
are time-scaled for the selected animation speed by down-
sampling. The video of the speaker's face is time-scaled for 
the selected animation speed by frame repetition.  



D. GUI for Speech-Training Aid  

The aid's GUI is developed for integrating it with the 
modules for signal acquisition, speech analysis, and time-
scaled animation. A two-panel design is used to enable 
comparison of the articulatory efforts of the learner and the 
teacher or a pre-recorded reference speaker. It can also be 
used to validate the animation of the vocal tract shape using a 
side-by-side display of analysis and animation of the same 
signal segment. Each panel has a vertical menu bar, with 
three graphical controls for module selection: Signal (signal 
acquisition), Analysis (speech analysis), and Animation 
(time-scaled animation). The information display is 
controlled by graphical controls located on the bottom 
horizontal and center vertical toolbars. 

The display panels for the signal acquisition module are 
as shown in Fig. 1. Each panel has graphical controls for 
recording (record, start, stop), file opening, segment 
selection, playback (play/pause, reset), and saving, and three 
display sections. The upper section is for the audio signal, 
the middle section is for the video of the speaker's face, and 
the lower section is for the selected audio segment. A 
segment of the acquired speech signal is selected using 
movable cursors for input to the analysis module.  

In the analysis module, the time-varying spectrum is 
displayed as a spectrogram, and a 2D plot of time-varying 
vocal tract area function is displayed as an 'areagram' [23]. 
These two plots are accompanied by plots of the speech 
signal, level, and pitch.  An example of the display of this 
module is shown in Fig. 2. The plots in this display can be 
used by speech therapists and for seeing the analysis results. 
The plot values in either of the panels can be read by placing 
the cursor at the corresponding position.  

The animation module displays the selected speech 
segment, frontal view of the speaker's face, and vocal tract 

shape animation, as shown in Fig. 3. Specific graphical 
controls are provided for customizing the display: display of 
level and pitch bars along with the animation, a marker for 
the place of articulation, the face for animation (man, 
woman, boy, or girl, and as left or right facing), and the 
animation slowdown factor (1, 2, 5, 10, and 20). There is a 
provision for simultaneous animation in the two panels. 

III. TEST RESULTS 

The app has been extensively tested for its speech 
analysis results, functionalities of its modules, the 
correctness of the animation for speech signals from adult 
male and female speakers, and ease of use of its graphical 
controls. The displayed vocal tract shapes conformed to the 
corresponding shapes obtained through MRI images in [8] 
for different vowel and semivowel utterances. An earlier 
version of the app, not having the facility for video recording 
and time-scaled audio playback, was evaluated by a group of 
35 users (speech therapists and special education teachers). 
The processing delay of about 5 s to generate the animation 
for a 1-s speech segment was considered acceptable, with 
preference for a shorter delay. The processing delay of the 
app's current version for a 1-s speech segment was measured 
on several notebook PCs. The smallest delay was 2.6 s for 
execution on a Windows 10 machine with 8 GB RAM (Intel 
Core i5-8265U CPU, 1.6 GHz, Windows 10 (x64) Home). It 
was up to 4.5 s on machines with lesser RAM and exceeded 
5 s on Windows 7 machines and having lesser RAM.  

IV. CONCLUSION 

A speech-training aid has been developed as a standalone 
PC-based app for providing visual feedback of key 
articulatory efforts for an utterance based on the information 
obtained from its audiovisual recording. It has two panels to 
enable a comparison between the articulatory efforts of the 
learner and the teacher or a reference speaker. The app has 

 

Fig. 1. Display of the app during signal acquisition, with a male speaker on the left panel and a female speaker on the right 
panel. 



been tested for its functionalities and user interface. The 
speech processing part may be revised for reducing the 
processing delay for the animation generation. The app needs 
to be further tested for children's speech. Subsequently, it 
should be evaluated by the special education teachers for 
improving the speech production in hearing-impaired 
children and also by second-language learners for improving 
the pronunciation of unfamiliar sounds. The app may also 

find application in the diagnosis of voice disorders and 
speech rehabilitation therapy for pitch and intonation control. 
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