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Abstract— A technique is presented for excitation epoch 
and voicing detection in speech signal using its Hilbert 
envelope and employing single-pass processing. The excita-
tion epoch detection comprises dynamic range compression 
for reducing amplitude variability, Hilbert envelope calcula-
tion and dynamic peak detection for excitation saliency 
enhancement, and epoch marking by locating the maximum-
sum subarray peaks. The voicing detection is based on 
thresholding the inter-epoch similarity calculated as the 
normalized covariance of the adjacent inter-epoch intervals of 
the Hilbert envelope. The total algorithmic delay is less than 
60 ms. The epoch detection and the voicing detection for clean 
and telephone-quality speech showed a good match with those 
obtained from the EGG, and the detection performances 
compared favorably with the earlier techniques. 

Keywords— excitation epochs; Hilbert envelope; voicing 

detection. 

I. INTRODUCTION 

Speech signal can be segmented into voiced and unvoiced 
segments depending on the mode of excitation of the vocal 

tract [1]−[4]. The excitation is characterized by significant 
glottal vibration during the voiced segments and its absence 
during the unvoiced segments. The voiced speech signal can 
be modelled as the output of a time-varying vocal tract filter 
excited by pulsatile airflow due to significant quasiperiodic 
vibration of the glottal folds [2]. The pulsatile excitation 
occurs around the instants of glottal closure, known as the 
excitation epochs (also as glottal closure instants and pitch 
marks) [1]. The duration between two successive excitation 
epochs in a voiced segment is termed the pitch period. The 
voicing and pitch detection is needed in most speech 

processing applications, namely speech coding [5]−[7], voice 
conversion [8], [9], speech synthesis [10], [11], voice disorder 

classification [12]−[14], speech recognition [15], [16], etc.  

Excitation epoch detection involves epoch saliency 
enhancement and epoch marking [17]–[25]. The epoch 
saliency enhancement may be carried out by calculating the 
LP residual, decomposing the signal into multiple bands, 
phase spectrum analysis, etc. In [17], the speech signal is 
passed through two cascaded marginally-stable zero-
frequency resonators (ZFRs) to reduce the vocal tract filter 
related responses. The positive zero-crossings of the near-
sinusoidal signal obtained by repeated mean-trend subtraction 
are marked as the epochs. In [18], the epochs are initially 
marked between the local-minimum and positive zero-
crossing on the speech signal after a moving-average filter 
with the Blackman window of length 1.75 times the average 
pitch period. These locations are refined by detecting the 
neighboring LP-residual peaks. Teager energy of the lowpass 
filtered speech signal is used for epoch detection in [19]. The 
technique in [20] uses integrated LP residual of the Hamming-
windowed and pre-emphasized signal and the modified short-
time crest factor, termed as dynamic plosion index.  

The main difficulties in voicing detection are due to non-
stationarity and quasiperiodicity of the voiced speech signal 
and interaction between the vocal tract and the glottal source 
[3], [31]. Several voicing detection techniques [7], [11], [15], 

[26]−[35] have been reported for use with pitch or epoch 
detection. They generally employ the processing steps of 
signal parameter calculation, voicing decisions, and post-
processing to suppress errors. The parameters used include 
energy, zero-crossing rate, autocorrelation peaks, cepstral 
peaks, excitation strength, spectral entropy, etc.  The voicing 
decisions can be based on thresholding or statistical 
approaches. In the thresholding-based decisions, the para-
meters are individually compared with empirically set 
thresholds and the comparison outputs are combined hierarch-
ically. Errors may occur due to a significant overlap in the 
parameters of the voiced and unvoiced segments. In the 
statistical approaches, the distribution parameters of the 
features are estimated from the training data and subsequently 
used for voicing decisions.  

The pitch and voicing detection technique by Hermes [26] 
is based on periodicity in the spectrum of voiced speech and 
its absence in unvoiced speech. The analysis uses 40-ms 
frames and 10-ms frameshift. The magnitude spectrum up to 
1250 Hz is processed to enhance the peaks, the frequency axis 
is logarithmically compressed, the subharmonic-sum spec-
trum is obtained by log-step shifts, and the peak location is 
used to estimate the pitch. For each frame, the correlation 
coefficient is calculated between the signal segments of 
duration equal to the pitch period and selected symmetrically 
on either side of the frame's midpoint. The correlation 
coefficients are smoothed and thresholded for voicing 
decisions. The technique by Drugman and Alwan [27] uses 
summation of the LP residual harmonics for framewise pitch 
estimation and voicing detection. The summation residual 
harmonic (SRH) spectrum  is calculated as SRH(�) from the 
LP residual spectrum �(�) by adding �(��) and subtracting 
�((� − 1⁄2)�) to suppress peaks at even harmonics. Its peak 
location is used for fundamental frequency estimation, and the 
peak is thresholded for voicing detection. Optimal results were 
obtained for 100-ms frames, 10-ms frameshift, and summa-
tion over five harmonics. Processing with a second pass was 
used to suppress the detection errors.  

In the technique by Gonzalez et al. [29], framewise funda-
mental frequency and voicing probability are estimated by 
applying a harmonic summing filter on the normalized power 
spectrum with 90-ms frames and 10-ms frameshift. The 
harmonic summing filter is realized as a convolution of the 
log-frequency power spectrum with an impulse response 
chosen to sum the harmonics and attenuate smoothly varying 
noise components. The frequency location of the highest peak 
in the harmonic-sum filtered spectrum is obtained, and its 
track is smoothed by applying a temporal continuity constraint 
to output the pitch track. Two features are calculated: log-
mean power of the normalized spectrum and ratio of the sum 
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of the highest three peaks in the harmonic-sum filtered spec-
trum to the mean power of the normalized spectrum. These 
features are applied as inputs to two GMM-based classifiers, 
one for voiced frames and the other for unvoiced frames. The 
voicing probability is calculated from the likelihood ratio of 
the two classifier outputs. 

Qi and Hunt [30] used a multi-layer perceptron with 
cepstral coefficients, energy, and zero-crossing rate as the 
features to classify the signal frames as voiced, unvoiced, and 
silence. The voicing detection technique by Ahmadi and 
Spanias [31] thresholds the maximum cepstral peak within the 
quefrency range corresponding to the pitch range, energy, and 
zero-crossing rate, using the parameter medians over the 
speech signal as the thresholds. A frame is unvoiced if the 
cepstral peak is lower than the cepstral threshold, the energy 
is lower than the energy threshold, and the zero-crossing rate 
is higher than the zero-crossing rate threshold. The decision 
errors during weak voiced frames are suppressed using a time-
varying cepstral threshold based on voicing decisions over 
three consecutive frames, and isolated errors are suppressed 
by a 5-point median filter. 

The technique in [33] is based on robustness of the voiced 
epochs and the excitation strength. The epochs are detected 
after ZFR-filtering the signal, and the excitation strengths are 
calculated from the mean-subtracted output as the slope at the 
excitation epochs. The epochs are also detected from two 
noisy speech signals with each signal obtained by adding a 
white noise at 10-dB SNR. An epoch is declared voiced if the 
inter-epoch interval is less than 15 ms, mismatch of the epochs 
detected from the two noisy signals is less than 1 ms, and the 
excitation strength is above 1% of the peak excitation strength. 
The technique in [11] uses the excitation strength of the 
epochs detected from the ZFR-filtered signal with 25-ms 
frames and 10-ms frameshift. The excitation strength cal-
culated as the slope of the mean-subtracted ZFR-filtered 
signal at the epoch location varies with the window size for 
the mean subtraction, and this variation may cause voicing 
detection errors in weak segments. Therefore, epoch detection 
and excitation strength calculation are carried out by varying 
the window over 2–15 ms in 1-ms steps. The maximum-sum 
of the excitation strengths at the epochs detected in the frame 
for these windows is used for voicing detection. 

The technique by Ananthapadmanabha et al. [34] detects 
the excitation epochs by processing the LP residual and uses 
signal similarity in two successive inter-epoch intervals for 

voicing detection. The maximum of the normalized cross-
correlation function for two successive inter-epoch intervals is 
calculated as the similarity measure. An inter-epoch interval 
is declared voiced if the smoothed measure is above 0.6. 

The voicing detection techniques based on periodicity in 

the voiced speech spectrum [26], [27], [29] require a 

relatively long frame length. Hence, the detections may be 

erroneous in segments with pitch changes, vocal tract transi-

tions, and nonmodal voicing characterized by amplitude and 

frequency perturbed glottal vibrations. Similar errors may 

occur due to the long window length used in the techniques 

based on cepstral peaks, energy, ZCR, etc. [30], [31]. The 

voicing detectors based on epoch detection [11], [33], [34] do 

not employ a long window length. However, detection errors 

may occur due to erroneous epoch detection, particularly in 

highpass-filtered speech. Some of the techniques are not 

suited for single-pass processing [11], [27], [31], [33]. For 

addressing these problems, an excitation epoch and voicing 

detection technique employing single-pass processing and 

based on the Hilbert envelope of the speech signal and an 

inter-epoch similarity measure is presented and evaluated. The 

proposed technique is described in the second section. The 

evaluation method and results are presented in the third and 

fourth sections, followed by the conclusion in the last section. 

II. PROPOSED TECHNIQUE 

The proposed technique comprises excitation epoch detec-
tion, voicing detection, and epoch post-processing, as shown 
in Figure 1. It employs single-pass processing. The excitation 
epoch detection is a variant of the Hilbert envelope-based 
epoch detection in  [36], modified for single-pass processing 
with a low algorithmic delay. It detects the excitation epochs 
during voiced segments and may detect spurious epochs 
during unvoiced and silence segments. The voicing detection 
is based on the observation that the signals in the successive 
inter-epoch intervals have high similarity during the voiced 
segments and low similarity during the unvoiced segments, 
and this difference is enhanced in the squared Hilbert 
envelope. A framewise inter-epoch similarity measure is 
calculated from the squared Hilbert envelope, smoothed, and 
thresholded to obtain the voicing decisions, and these 
decisions are used in the epoch post-processing to suppress the 
spurious epochs during the unvoiced and silence segments. 

The excitation epoch detection in [36] has been reported 
to be robust against highpass filtering, and its performance for 

Figure 1: Block diagram of the proposed voicing and epoch detection technique. 
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speech signals with voice disorders is shown to be better than 
or similar to state-of-the-art techniques. Therefore, the 
proposed technique may suit applications involving highpass-
filtered speech and voice disorders. The processing blocks are 
described in the following subsections. 

A. Excitation Epoch Detection 

The excitation epoch detection is shown as the upper block 
in Figure 1. It comprises dynamic range compression, Hilbert 
envelope calculation, excitation saliency enhancement, and 
epoch marking. 

The dynamic range compression employs feed-forward 
compression based on A-law [37] applied on the input speech 
signal's magnitude envelope, to reduce the misdetection possi-
bility due to the signal amplitude variability. The squared 
Hilbert envelope 
��(�) is calculated on the dynamic-range 
compressed output. It enhances the instants of significant 
excitation, even in the fundamental's absence. The squared 
Hilbert envelope 
��(�) is calculated using a Hilbert trans-
former realized as a causal linear-phase FIR filter with its 
impulse response obtained from the ideal noncausal impulse 
response by applying a 15-ms Hamming window. The excita-
tion saliency enhancement uses a dynamic peak detection and 
a two-step median-mean smoothing to further reduce the 
residual ripples in 
��(�)  without reducing the epoch 
saliency. A 5-point differentiation is applied on the smoothed 
peak envelope to emphasize the instants with a high rate of 
change to obtain the saliency-enhanced peak envelope �(�).  

The epoch marking comprises segmenting �(�)  in 
overlapping frames with the frame length equal to the largest 
pitch period, multiplying the frames with an exponentially 
decaying window, obtaining contiguous maximum-sum sub-
arrays, and locating the subarray peaks. It is a modification of 
the epoch marking in [36] to reduce the algorithmic delay. 

The �� -sample frame ��(�)  for the sample index �  is 
obtained from the saliency enhanced peak envelope �(�) as  

��(�) = �(� − �� + 1 + �),       0 ≤ � < �� − 1 (1)

The frame ��(�)  is multiplied with an exponentially 
decaying window to get  

���(�) = ��(�)exp (−�/�"),   0 ≤ � < �� − 1 (2)

where �" is empirically selected as two-thirds of the mean of 
the previous five pitch periods for 95% decay in two pitch 
periods. The average pitch period is initially set as 10 ms. The  �"  value of less than half or more than three-fourths of the 
mean pitch period deteriorates the epoch detection. The 
contiguous maximum-sum subarray of ���(�) is obtained 
using Kadane’s one-pass optimal search algorithm (described 
in [38], [39]). With #$ and #% as the subarray boundary indices, 
the subarray peak location is calculated as  

�% = argmax
*

��(�),              #$ ≤ � ≤ #%    (3)

and used as the candidate epoch location. The sample index � 
is marked as an epoch if the number of samples after the last 
epoch location is more than a refractory period �+  and the 
subarray peak location �% is less than �+/2. The refractory 
period �+  is the smallest pitch period, and the frame length �� is the largest pitch period.  

B. Voicing Detection and Epoch Post-processing 

The voicing detection, lower block in Figure 1, comprises 
frame segmentation of the delayed squared Hilbert envelope, 

inter-epoch similarity measure calculation, and voicing 
decision. The squared Hilbert envelope 
��(�)  is delayed by 
a delay equal to that introduced in the excitation saliency 
enhancement and epoch marking. The delayed squared Hilbert 
envelope 
��-(�) is segmented into overlapping frames, and 
the normalized covariance of the signal segments in the first 
two inter-epoch intervals is calculated as the frame's inter-
epoch similarity measure. The measure is set as zero if there 
are less than three epochs. This calculation requires at least 
three excitation epochs in the frame, and hence the frame has 
to be 3�� samples or longer.  

For the delayed squared Hilbert envelope frame at the 
sample index n, first three epoch locations within the frame 
are obtained as �%/, �%0, and �%1. The shorter of the first two 
inter-epoch intervals is obtained as 

�$ = min(�%1 − �%0,  �%0 − �%/) (4)

This interval is used to mark two segments 
��/(�)  and 

��0(�) from the frame 
��-(�) as the following: 


��/(�) = 
��-(�%/ + �),        0 ≤ � ≤ �$ − 1 (5)


��0(�) = 
��-(�%0 + �),        0 ≤ � ≤ �$ − 1 (6)

These two segments are used to calculate the mean-subtracted 
segments 
̂��/(�) and 
̂��0(�) as the following: 


̂��/(�) = 
��/(�) − (1/�$) 5 
��/(#)
678/

9:;
 (7)


̂��0(�) = 
��0(�) − (1/�$) 5 
��0(#)
678/

9:;
 (8)

From these mean-subtracted segments, the normalized 
covariance is calculated as 

<(�) = ∑ [
̂��/(�) 
̂��0(�)]678/
*:;

max {A∑ [
̂��/0 (�)] 678/
*:; ∑ [
̂��00 (�)]678/

*:; , B}
 (9)

It is used as the inter-epoch similarity measure for the frame 

ending at the sample index n. Here D is a floor parameter to 

avoid numerical instability during low-level segments 

without significantly affecting the < value during the voiced 

segments. This floor parameter is empirically selected as 

108E for an input signal range [−1, 1]. The measure <(�) is 

smoothed using 10-ms median and 10-ms moving average 

filters to get smoothed inter-epoch similarity measure IESM, 

and it is thresholded for voicing decision. The resulting 

voicing decisions have some isolated errors, and a 30-ms 

median filter is used to suppress them and provide the voicing 

detector output F(�). 

The epoch post-processing is shown between the 

excitation epoch detection and voicing detection blocks in 

Figure 1. The excitation epoch detection output ep(�)  is 

delayed by the delay introduced in the voicing detection. The 

delayed epoch detection output epG(�) is multiplied by the 

voicing detection output F(�)  to suppress the spurious 

excitation epochs during unvoiced and silence segments and 

to output the processed excitation epoch detection epHH(�).  

C. Technique Implementation 

The proposed technique was implemented using 
MATLAB (MathWorks, Inc., Natick, MA, USA). The 
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processing parameters were selected for the pitch range of 
100−500 Hz, with the refractory period �+  for the epoch 
detection as 2 ms (smallest pitch period) and the frame length �� as 10 ms (largest pitch period). The processing was carried 
out with 30-ms frames and one-sample frameshift. It has an 
algorithmic delay of 54.8 ms (dynamic range compression: 
12.5 ms, Hilbert envelope calculation: 7.5 ms, saliency 
enhancing: 0.8 ms, epoch marking: 9 ms, voicing detection: 
25 ms with 10 ms for smoothing the inter-epoch similarity 
measure and 15 ms due to the 30-ms median filter).  

An example of the processing with a sampling frequency 

of 16 kHz is shown in Figure 2. It shows the detected 

excitation epochs and the voicing detector output in good 

agreement with the glottal excitation instants and voicing in 

the EGG signal, respectively. 

III. EVALUATION METHOD 

The technique was evaluated using the excitation epochs 
and voicing detected from the EGG as the reference for signals 
with a sampling frequency of 16 kHz. The performance 
measures for excitation epoch detection are identification rate 
(IDR), miss rate (MR), and false-alarm rate (FR) as reliability 
measures; identification bias (IDB) and identification 
accuracy (IDA) as accuracy measures; and accuracy-weighted 
identification rate (AWIDR) as a combined reliability-
precision measure as in [24] and [36]. The performance 
measures for voicing detection are unvoiced-to-voiced error 
(UV-V), voiced-to-unvoiced error (V-UV), and the voicing 
decision error (VDE = UV-V + V-UV) as in [27] and [31]. 

Some studies have used manually marked epochs and 
voicing tracks as the reference for evaluation, and some have 
used automated epoch detection and voicing decisions from 
the EGG signal with manual corrections to avoid manual 
marking and the associated variability. The databases with 
parallel speech and EGG signals in these evaluations include 
APLAWD [40], CSTR [41], Keele [42], and CMU-ARCTIC 
[43]. The number of speakers and the speech material in these 
databases are summarized in Table 1. CSTR and Keele have 
reference pitch tracks with pitch breaks during the unvoiced 
segments. The CSTR track was obtained by detecting the 
excitation epochs from the EGG signal by amplitude 

thresholding and subsequently using the pitch periods for 
voicing decisions [41]. The Keele track was obtained from the 
EGG's autocorrelation and manual correction by observing the 
speech and EGG signals [42]. Such tracks are not available in 
APLAWD and CMU-ARCTIC. In the evaluation using CMU-
ARCTIC in [33], the excitation strength was calculated from 
the mean-subtracted ZFR-filtered EGG as the slope of the 
sinusoid-like signal at the excitation epochs, and it was 
thresholded to detect the voiced segments. The evaluations in 
[11] and [27] used CSTR and Keele with reference pitch 
tracks. In [27], APLAWD was used with the reference voicing 
track obtained from the autocorrelation of the EGG signal. 

The APLAWD database has ten speakers (5 male, 5 
female) but only five sentences and a significant noise in some 
EGG signals. Keele has ten speakers (5 male, 5 female) but 
only a small paragraph with four sentences and significant 
artifacts in the EGG signals due to electrode movements. 
CSTR has 50 sentences and disturbance-free EGG, but only 
two speakers (1 male, 1 female). CMU-ARCTIC has speech 
material with significant diversity and disturbance-free EGG, 
but only five speakers with only one female speaker. 
Considering the EGG quality, speech material diversity, and 
the number of speakers with gender balance, the evaluation 
was carried out using the CSTR and CMU-ARCTIC data-
bases. The sampling frequency is 20 kHz in CSTR. It is 32 
kHz in CMU-ARCTIC for three speakers and 16 kHz for the 
others. The database signals with 20 and 32 kHz sampling 
frequencies were resampled to have all signals with a 
sampling frequency of 16 kHz for use in the evaluation. The 
silences were deleted to avoid affecting the performance 
measures, using a voice activity detector reported in [44] with 
the implementation in the VOICEBOX toolbox [45]. 

The pitch track in CSTR did not show any significant 
anomaly with respect to the speech and EGG waveforms. It 
was used to obtain the reference voicing track. In CMU-
ARCTIC, the reference epochs were marked as the negative 
peaks of the differentiated EGG (DEGG) by amplitude-
duration thresholding as described in [36]. The voicing 
decisions were obtained by thresholding the EGG amplitude 
envelope and autocorrelation peak. In this method, the EGG 
is bandpass filtered using a 20-ms FIR filter to suppress the 
baseline drift and noise. Its squared Hilbert envelope is 
calculated using a 15-ms FIR Hilbert transformer and 
smoothed using a 20-ms moving-median filter followed by a 
2-ms moving-average filter to obtain the amplitude envelope. 
The autocorrelation of the bandpass-filtered EGG is cal-
culated using 25-ms frames and one-sample frameshift. A 
sample is marked voiced if the amplitude is higher than one-
fifth of its maximum value and the autocorrelation peak within 
the 2–10 ms delay (for  100–500 Hz pitch) is higher than one-

Figure 2. A processing example (/asa/ from a male speaker): (a) 

speech signal, (b) Hilbert envelope, (c) nonlinear smoother output, 

(d) differentiator output, (e) IESM, (f) detected excitation epochs 

(black) and voicing (blue), and (g) EGG. 

Table 1: Databases with speech and EGG signals. 

Database Speakers and speech material 

APLAWD 
[40]  

5 males, 5 females. Ten repetitions of five sentences 
by each speaker. 

CSTR [41] 1 male, 1 female. 50 sentences by each speaker 

Keele [42] 5 males, 5 females. A paragraph by each speaker 

CMU-
ARCTIC 

[43]  

4 males, 1 female. 1132 sentences by two male 
speakers and one female speaker, a set of nonsense 

words by one male speaker, 452 TIMIT sentences by 

one male speaker. 
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third of its zero-delay value.  On the resulting voicing 
decisions, a 20-ms median filter is applied to suppress isolated 
errors and output the reference voicing track. The use of this 
method on the CSTR database and comparison with the 
available reference pitch track showed a voicing decision error 
of 6.96% (1.33% UV-V error and 5.62% V-UV error). A 
visual examination of the tracks for the two databases did not 
show a significant anomaly.  

The IESM histograms for the voiced and unvoiced frames 
in CSTR with its reference voicing track showed only a small 
overlap. For equal occurrences of the voiced and unvoiced 
frames, the voicing decision error for a threshold is mean of 
the cumulative distribution function (CDF) for the voiced 
frames and the complementary CDF for the unvoiced frames.  
Based on the plots in Figure 3, the threshold for minimum 
error is set as 0.5 and also used for CMU-ARCTIC. 

For evaluation with telephone-quality speech, the speech 
signal in CMU-ARCTIC was bandpass-filtered according to 
ITU-T P.862 [46]. The excitation epoch detection perfor-
mance was compared with four earlier techniques: ZFR [17], 
SEDREAMS [18], and MMF [21], DYPSA [24], and HEMSS 
[36]. The voicing decision performance was compared with 
two earlier techniques: SRH [27] with its implementation in 
[47] and PEFAC [29] with its implementation in [45].  

IV. RESULTS 

For result tabulation, the proposed technique is referred to 
as HECEVD (Hilbert Envelope and Covariance-Based Epoch 
and Voicing Detection). The performance measures for the 
two databases used in the evaluation showed similar results. 
Table 2 shows the epoch detection performances for clean and 
telephone-quality speech for the signals in the CMU-ARCTIC 
database. In case of the clean speech, the IDR is 93.91% for 
HECEVD, while it is highest as 97.42% for SEDREAMS and 
lowest as 91.39% for MMF. The IDA is 0.62 ms for 
HECEVD, while it is lowest as 0.60 ms for ZFR. The AWIDR 
is 80.49% for HECEVD, similar to the other techniques. In 
case of the telephone-quality speech, HECEVD has the best 
performance measures. The voicing detection performance 
measures for the CMU-ARCTIC database are shown in Table 
3. The VDE for HECEVD is 9.26% in case of the clean speech 
and 9.86% in case of the telephone-quality speech, and lower 
than the other two techniques. 

 In a threshold-based binary classifier, the errors may vary 
with the threshold setting and the class distribution. For 
examining it, the receiver operating characteristics (ROC) 
curve [48] was obtained by plotting the true-positive rate 
against the false-positive rate at various threshold settings, 
with the area under the ROC curve (AUC) as a performance 
index. The ROC curves for the three techniques for the CSTR 
database with the reference pitch track are shown in Figure 4. 
The AUC for HECEVD is 0.96, higher than 0.87 for SRH and 
0.80 for PEFAC, indicating a lower sensitivity of its threshold 
to class distributions. 

V. CONCLUSION 

A technique has been presented for excitation epoch and 
voicing detection. It uses Hilbert envelope of the speech signal 
for epoch detection and a normalized covariance of the 
adjacent inter-epoch segments for voicing detection. It 
employs single-pass processing with an algorithmic delay of 
less than 60 ms. The epoch detection and the voicing detection 
for clean and telephone-quality speech showed a good match 
with those obtained from EGG, and the performances 
compared favorably with the earlier techniques. Its perfor-
mance needs to be evaluated for speech signals with voice 
disorders. The algorithmic delay and computational require-
ments of the proposed technique need to be compared with 
state-of-the-art techniques employing single-pass processing 
for assessing its suitability in real-time applications.  
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Figure 4. ROC curves of voicing detection techniques, with the 

thresholds for results in Table 3 marked by stars. 

  
Table 2: Performance measures of excitation epoch detection 

(908,371 epochs across the speakers). 

Speech 

 

Technique 

  Performance measures 
 

  
IDR 
(%) 

MR 
(%) 

FR 
(%) 

IDB 
(ms) 

IDA 
(ms) 

A-0.25 
(%) 

AWIDR
(%)

Clean 
speech 

 SEDREAMS  97.42 1.86 0.72 0.61 0.63 68.85 83.28

ZFR  95.12 4.32 0.57 −0.82 0.60 50.22 81.96

DYPSA  93.70 2.60 3.70 0.59 0.68 72.41 78.84
MMF  91.39 3.15 5.46 0.50 0.80 73.85 74.79

HEMSS  95.08 2.84 2.08 0.54 0.62 69.67 81.32

  HECEVD   93.91 2.90 3.19 0.38 0.62 72.93 80.49
            

Tele-
phone- 

quality 
speech 

 SEDREAMS  92.32 1.50 6.18 0.38 0.81 44.78 74.80

ZFR  74.13 2.65 23.22 −0.77 0.68 47.98 63.22
DYPSA  92.83 3.28 3.88 0.37 0.67 73.58 78.41

MMF  90.43 3.85 5.72 0.46 0.78 72.06 74.30
HEMSS  92.77 3.78 3.45 0.57 0.65 66.07 79.15

  HECEVD   92.85 4.33 2.81 0.43 0.61 70.97 79.85

 
Table 3: Voicing detection performance measures (%). 

Technique 

  Normal speech    Telephone-quality speech 

 
UV-V V-UV VDE

 
UV-V V-UV 

 

VDE

PEFAC   3.95 9.26 13.21   5.35 9.86 15.21

SRH  5.90 3.79 9.69  6.30 3.99 10.28
HECEVD   4.22 5.04 9.26  4.42 5.44 9.86

 

Figure 3. CDF for the voiced frames, complementary CDF for  

the unvoiced frames, and voicing decision error. 
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