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ABSTRACT

This paper presents a robust shape-based on-line tracker for
simultaneously tracking the motion of both hands, that is
robust to cases of background clutter, other moving objects,
occlusions of one hand by the other, and a wide range of
illumination variations. The tracker is based on an on-line
predictive EigenTracking framework. This framework al-
lows efficient tracking of articulate objects, which change
in appearance across views. We show results of success-
ful tracking across all possible cases of motion dynamics of
both hands during occlusion, and a wide range of illumina-
tion conditions.

1. INTRODUCTION

A hand gesture-based interface is very intuitive and natural
for man-machine communication. The use of both hands is
an obvious choice for such systems. Such a system should
therefore be able to handle mutual occlusion of the hands.
In this paper, we propose an appearance-based, two hand
tracker which can handle all possible cases of motion dy-
namics during mutual occlusion, across a wide range of il-
lumination conditions.

Many different approaches have been explored in the lit-
erature. In [1] the authors use multiple cameras to track the
3-D position, posture and shape of the hand. They usebest
view point selectionto handle mutual occlusions. However,
having multiple synchronized (albeit uncalibrated) cameras
is often not feasible. Mammenet al. [2] estimate the oc-
cluded observation elements in terms of non-occluded ones
and their predicted values. However, authors do not con-
sider all possible cases of mutual occlusions. They also
can not identify or associate respective hands across an oc-
clusion. Peterfreund [3] presents a Kalman filter-based ac-
tive contour model (snake) to track non-rigid objects such
as hands. The work uses an optical flow-based detection
method to deal with occlusions and image clutter. The method
rejects measurements that are inconsistent with previous es-
timates of image motion. This may not be true for all cases
of mutual occlusions. Shamaie and Sutherland [4] approach
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the occlusion problem in a two hand tracker by modeling the
spatial synchronization in bi-manual movements by the po-
sition and temporal synchronization using the velocity and
acceleration of each hand.

Extensive research work has been carried out in the area
of tracking people during occlusion that could be consid-
ered analogous to the problem of two hand tracking. How-
ever, such systems often make domain-specific assumptions
about the features of the objects being tracked, which may
not hold for the case of two hands. Sherrah and Gong [5]
use a Bayesian network to track multiple interacting body
parts like faces and hands, during occlusion. Most of the
above systems would fail in case the moving objects change
their appearance substantially.

In our approach, we use our Predictive EigenTracker [6]
to track the hands. An EigenTracker [7] can track objects
that simultaneously undergo image motion and changes in
appearance. The paper [6] incorporates a prediction frame-
work in the basic EigenTracker to increase its efficiency.
The authors also use an efficient eigenspace update mecha-
nism to learn and track the unknown views of the object, on
the fly. We use two such trackers to track the hands. Our
algorithm handles all possible cases of occlusion, similar
to [4]. Appearance-based tracking also enables us to iden-
tify and associate both hands correctly across an occlusion.
We incorporate a novel neural network-based colour con-
stancy algorithm to make our tracker robust to variations in
the illumination conditions.

2. TWO HAND TRACKER

Figure 1 gives an overview of our two-hand predictive Eigen-
Tracker. We use skin colour and motion cues [6] to per-
form fully automatic initializationof the tracker. The Eigen-
Tracker approximates the object motion by an affine trans-
formation. This takes into account the effects such as trans-
lation, scaling and shear – commonly observed for articulate
objects like hands. We use the six affine coefficients as the
elements of the state vector,i.e., X = [a0 a1 a2 a3 a4 a5]T .
Alternately, one can use coordinates of three object points
as the state vector. The state vector transforms the view of
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Fig. 1. Predictive EigenTracking Algorithm for two hands:
An Overview

the object onto the eigenspace, given as

f(p,X) =
[

a0

a3

]
+

[
a1 a2

a4 a5

]
p (1)

wherep is the position vector of the point. An affine trans-
formation implies a parallelogram bounding box. A paral-
lelogram gives tighter fit to the object being tracked – an
important consideration for the on-line eigenspace update
mechanism (since we would like to avoid as much of the
background as possible). A commonly used model for de-
scribing the state dynamics is a second order AR process,
given asXt = A2Xt−2 +A1Xt−1 +Wt, wheret denotes
time. The values of six affine parameters obtained from the
image constitute the measurementZ (Step B.2 in Figure 1).
Measurements are modeled asZt = BXt + Ft. Here,
A1, A2 andB are the coefficient matrices andWt, Ft are
zero-mean, white, Gaussian random noise vectors. During
gesticulation, hands often undergo considerable changes in
appearance. It may not be always possible to learn the mul-

372 373 377 389 390

Fig. 2. Detection of occlusion start and end. Images in
the upper row are the input images while the images in the
lower row show the segmented hands based on skin colour
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Fig. 3. Occlusion begins at frame 42 and
ends at frame 69. Note that the bound-
ing window is a parallelogram. For videos:
http://www.ee.iitb.ac.in/ ∼sumantra/icip04b

titude of hand poses off-line even for a single person. As in
our work on predictive EigenTracking [6], we use efficient
eigenspace update mechanism of Chandrasekaranet al. [8].
Depending on the reconstruction error of the hands, the sys-
tem updates the appearance model of the hand (Step B.3 and
B.4 in Figure 1). In every frame the tracker checks for over-
lap of the hands. Occlusion prevents a tracker from making
measurements for the two hands. Figure 2 shows a case of
mutual occlusion. The next section describes our occlusion
handling strategy.

2.1. Occlusion Handling

Two trackers can not be used to track two overlapping ob-
jects as such. For the occlusion phase, the system can not
update the six-element state vector. For the cases when the
hands are not too tilted, we derive the measurements from
the bounding extents of the detected skin blob. This in-
creases accuracy of the system during occlusion. If a pair of
opposite boundaries is visible, we update the corresponding
difference variable (height or width). If only one bound-
ary is visible, we use the corresponding difference variable
to estimate position of the other. If both are unobservable,
we use the second order AR process to estimate their posi-
tions. Once all boundaries are estimated in a frame, we up-
date the translation parameters of the affine vector (we leave
the other affine parameters unchanged). Step C in Figure 1
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Fig. 4. Both hands moving in the same direction but with
different velocities. Occlusion: from frame 162 to frame
236

summarizes our occlusion handling strategy. This scheme
requires two measurements prior to occlusion, to be avail-
able. In a given video sequence, occlusions can therefore
begin from the third frame onwards. This delay also allows
the EigenTrackers to generate the appearance models of the
hands. Figure 3 shows the result of successful tracking of
the hands during occlusion, using our strategy. In Figure 4,
we demonstrate the efficacy of our method for another in-
teresting case. Here, both the hands move in the same di-
rection, but with different velocities. Our tracker success-
fully tracks and associates the hands across the occlusion.
If the hands change their direction of motion during occlu-
sion, it is known as acollision [4]. Our occlusion handling
strategy works not just for simple occlusions, it works for
all cases of collisions as well.After a collision, for a non-
appearance-based method, the hands may get wrongly iden-
tified because of the changes in their direction of motion.
We use appearance models generated by the EigenTrack-
ers to correctly identify and associate the respective hands
after a collision. Figure 5 shows the result of successful
tracking across a collision. Here, the hands approach each
other from opposite directions, and change their direction
of motion during occlusion to return back to their starting
positions.

2.2. Automatic Tracker Initialization

Our system is flexible in that it does not require the hands
to have a predefined shape at the beginning of the sequence.
This makes tracker initialization even more difficult in the
presence of multiple moving objects and background clut-
ter. Our tracker performsfully automatic initializationun-
der certain conditions. In general, one can use motion cues
for object segmentation (Dominant motion analysis [9]), but
depending on the application, other cues can be also used to
advantage. We combine the motion cues with skin colour
cues [10] to initialize our tracker. If multiple objects satisfy
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Fig. 5. Hands go back to their original position after occlu-
sion. Occlusion:from frame 481 to frame 559

(a) (b) (c)

Fig. 6. Tracker initialization. (a) shows the original image,
in (b) the detected skin coloured regions, and (c) shows the
tracker initialized

the motion and colour criterion, we assume the two largest
blobs to be the hands (Figure 6). Accurate tracker initial-
ization helps the tracker to generate the correct eigenspace
representations of both hands.

2.3. Use of Colour Constancy for Robust Tracking

If a gesture sequence is performed in a poorly illuminated
environment (as in the upper part of Figure 7), the skin
colour detection algorithm may fail to identify skin coloured
regions. To make our tracker robust against the variations
in illumination conditions, we apply a colour correction al-
gorithm [11] to the input frames before the tracker pro-
cesses them. This algorithm transforms the image taken
under poor illumination conditions to canonical illumina-
tion conditions. The canonical conditions are those used in
the training phase for skin colour detection [12]. We use
a neural network implementing the back-propagation learn-
ing rule to perform the transformation. We train it using a
skin colour palette under unknown illumination, and a sim-
ilar palette under known illumination conditions. The lower
sequence in Figure 7 shows the results of successful track-
ing after application of colour transformation algorithm.

3. CONCLUSIONS

This paper presents a two hand, shape-based, on-line tracker.
The system is robust to cases of background clutter, other
moving objects, and all possible mutual hand occlusions.
The EigenTracking framework allows us to identify and cor-
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Fig. 7. Use of colour correction for enhanced tracking. Con-
trast has actually been enhanced in the first set of frames for
clarity. Occlusion: from frame 104 to frame 116

rectly associate the hands across an occlusion. For certain
cases of hand motion, we propose a framework to take mea-
surements even during occlusion, thus enhancing tracking
accuracy. The use of colour constancy makes our tracker
robust to poor illumination conditions, as well. We show re-
sults of successful tracking for a large number of sequences.
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