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ABSTRACT

This paper presents a robust shape-based on-line tracker
for simultaneously tracking the motion of both hands,
that is robust to cases of background clutter, other mov-
ing objects, occlusions of one hand by the other, and
a wide range of illumination variations. The tracker is
based on an on-line predictive EigenTracking frame-
work. This framework allows efficient tracking of ar-
ticulate objects, which change in appearance across
views. We show results of successful tracking across
a wide variety of possible hand motions, and illumina-
tion conditions.

1. INTRODUCTION

A gesture interface using hand postures attempts to
make the communication between the user and the com-
puter more natural and intuitive. Use of two hands in
such a communication process is an obvious choice.
Due to the presence of two hands mutual occlusions
are possible and a method to handle these must be de-
vised. Utsumi and Ohya [1] propose a method to track
the 3-D position, posture and shape of human hands
from multiple view points, using a ‘best view point’
selection mechanism. In most cases, having multiple
synchronized cameras (even if they are uncalibrated)
is often not feasible.

Mammenet al. [2] estimate the occluded observa-
tion elements in terms of non-occluded ones and their
predicted values. The authors however do not consider
all possible cases of inter-hand occlusions, or identify
the respective hands before and after it. Peterfreund [3]
presents a Kalman filter-based active contour model
(snake) to track non-rigid objects such as hands. The
work uses an optical flow-based detection method to
deal with occlusions and image clutter. The method

rejects measurements that are inconsistent with previ-
ous estimates of image motion. This may not be true
for all cases of mutual occlusions.

Extensive research work has been carried out in
the area of tracking people during occlusion that could
be considered analogous to the problem of two hand
tracking. In their work on probabilistic framework for
segmenting people under occlusion, Elgammal and
Davis [4] demonstrate use of the segmentation result
obtained prior to occlusion, to conduct occlusion rea-
soning for recovering relative depth information. Ad-
ditionally, they use this depth information in the same
segmentation framework. McKennaet al. [5] define
visibility index as the ratio between the number of pix-
els visible of each person during occlusion to the ex-
pected number of pixels for that person when isolated.
They use the visibility index to deduce which person
is in front during occlusion. Haritaogluet al. [6] track
people during occlusion by keeping track of their heads,
based on the silhouettes of the foreground regions cor-
responding to the group. The system fails if the heads
of the people involved are not visible at some point
during occlusion. Weberet al. [7] use a ground plane
constraint to reason about occlusion between cars. This
implies however, that the tracker would fail if the ground
plane is not visible either due to clutter or occlusion by
other objects, or because the reference points are out
of view. Further, we note that the above systems make
domain-specific assumptions about features of objects
being tracked (people, cars) which may not hold for
the case of two hands.

Sherrah and Gong [8] use a Bayesian network to
track multiple interacting body parts like faces and hands,
during occlusion. Shamaie and Sutherland [9] approach
the occlusion problem in a two hand tracker by mod-
eling the spatial synchronization in bimanual move-
ments by the position and temporal synchronization



using the velocity and acceleration of each hand.
Most of the above systems would fail in case the

moving objects change their appearance substantially.
An EigenTracker [10] has the ability to track objects
simultaneously undergoing image motions and changes
in view. One of the main lacunae of the EigenTracker
is the absence of a predictive framework. The predic-
tive EigenTracker of Guptaet al. [11] removes this re-
striction, allowing for faster and more reliable track-
ing. Instead of a compute-intensive (albeit offline) learn-
ing phase for each object to be tracked, the authors use
efficient eigenspace updates to track any unknown ob-
ject, and learn its appearance on the fly.

In this paper, we have used two such predictive
EigenTrackers, one for each hand. We utilize the abil-
ity of an EigenTracker to track hands based on appear-
ance, to identify the left and right hands after occlu-
sion. Without an EigenTracker, such identification is
very difficult for unadorned hands, Our algorithm can
handle all possible cases of occlusions, just as in [9].
We achieve robustness to a wide range of illumination
variations using a neural network-based colour con-
stancy algorithm.

2. TWO HAND TRACKER

We use motion and skin colour cues [11] to infer the
position of hands in a given frame. Figure 1 gives
an overview of our two-hand predictive EigenTracker.
Our system automatically segments out the regions of
interesti.e., the two hands (Details in Section 2.2). We
model the motion of each hand by a six element affine
vector. This model takes into account the effects of ro-
tation, translation, scaling and shear - commonly ob-
served changes in hand shapes. Six affine parameters
imply a parallelogram bounding window, which offers
a tighter fit to the object being tracked, than a rectan-
gular window. One can use the coordinates of three
image points as elements of the state vector. Alterna-
tively, the six affine parameters themselves can serve
the purpose.i.e., X = [a0, a1, a2, a3, a4, a5]T . The
2-D affine transformation is given as

f(p,X) =
[

a0

a3

]
+

[
a1 a2

a4 a5

]
p (1)

wherep is a position vector of a point in two dimen-
sions..

TWO HAND PREDICTIVE EIGENTRACKER

A. Delineate moving objects of
interest i.e. , the two hands

B. REPEAT FOR ALL frames:
1. Obtain image MEASUREMENT

optimizing affine parameters a
& reconstruction coefficients c

2. ESTIMATE new affine parameters
for both hands using output of
step 1

3. FOR EACH hand:
IF reconstruction error ∈ (T1, T2]
THEN update eigenspace

4. IF reconstruction error for ANY
hand very large THEN construct
eigenspace afresh

C. Once occlusion begins:
1. Stop Eigenspace update for both

hands
2. Determine which edges of the

two hands are observable
3. Derive the unobservable edges

from the observable ones
4. Update the translation params.

of the affine vector
D. When occlusion is declared over:
1. If ANY recons. error v. large

THEN swap the bounding windows
2. Construct Eigenspace afresh

Figure 1: Predictive EigenTracking Algorithm for two
hands: An Overview.

A commonly used state dynamics model is the sec-
ond order Auto Regressive (AR) process (t denotes
time): Xt = A2Xt−2 + A1Xt−1 + Wt (Step B.2
in Figure 1). The particular form of the model will
depend on the application - constant velocity, random
walk model, etc. We use a CONDENSATION-based
framework [12] for propagation of state densities across
frames. We model the measurement as:Zt = BXt +
Ft whereXt is the state vector at time t andZt is the
observation vector (Step B.1 in Figure 1).A2,A1,B
are coefficient matrices andWt andFt are assumed
to be zero mean, white Gaussian noise vectors. We
estimate the required parameters for a particular form
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Figure 2: Detection of occlusion start and end. Images
in upper row are the input images while the images
in the lower row shows the segmented hands based on
skin colour.

38 42 46 53

58 63 69 76

Figure 3: Occlusion begins at frame 42 and ends
at frame 69. Note that the bounding window is a
parallelogram. All videos corresponding to this paper:
http://www.ee.iitb.ac.in/ ∼sumantra/ncc04

of the above models (depending on its suitability for
an application), from a large number of representative
observations.

In any sequence, hands often undergo considerable
changes in appearance across frames.Thus, one needs
to learn and update the relevant eigenspaces, on the
fly. As in [11], we use an efficient SVD update algo-
rithm of Chandrasekaranet al. [13]. Depending on the
subsequent reconstruction error, the system takes a de-
cision on updating the eigenspace, if required (Steps
B.3 and B.4 in Figure 1).

In every frame the tracker checks for overlap of the
two skin coloured blobs corresponding to two hands.
Figure 2 shows an example ofocclusion: the overlap-
ping beginning at frame 373, till frame 389. We cannot
update the appearance model of hands during occlu-
sion. The following section describes our occlusion
handling strategy.

31 47 58 62

68 73 77 82

Figure 4: Both hands moving in the same direction but
with different velocities. Occlusion begins at frame 47
and ends at frame 82.
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Figure 5: Hands go back to their original position after
occlusion. Occlusion begins at frame 481 and ends at
frame 559.

2.1. Occlusion Handling

Two EigenTrackers can not be used as such, to track
overlapping objects. For the occlusion phase, the sys-
tem uses a heuristic of not taking any measurements.
However, this may lead to inaccurate tracking during
this phase. For cases when the hands are not too tilted,
we can take measurements from the bounding extents
of the detected skin blobs.This makes measurements
possible even during the occlusion phase, thus mak-
ing the tracker even more accurate.If a pair of oppo-
site boundaries is visible, we update the correspond-
ing difference variable (height or width). If only one
boundary is visible, we use the corresponding differ-
ence variable to estimate position of the other. If both
are unobservable, we use the second order AR process
to estimate their positions. Once all the boundaries are
estimated in a frame, we update the translation param-
eters of the affine vector (we leave the other affine pa-
rameters unchanged). Step C in Figure 1 summarizes
our occlusion handling strategy. Figure 3 shows re-
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Figure 6: Applying skin colour and motion cues to (a)
gives (b). Selecting the two largest area blobs in (b)
segments out the two hands in (c).

sults of successful tracking of hands moving in oppo-
site directions during occlusion.

During the time the hands overlap, their motion
models may or may not change. ACollision occurs
if the hands change their direction of motion during
occlusion [9]. Our tracker successfully tracks hands
during not just ordinary cases of occlusion, it works
for collisions as well. After a collision hands may get
wrongly identified, because of a change in the underly-
ing motion model. We use the hand appearance mod-
els developed prior to the collision, to identify the left
and right hands, after collision. Figure 5 shows results
of successful tracking when the hands approach each
other from opposite directions, and change the direc-
tion of motion during occlusion, to return to their start-
ing positions.

2.2. Automatic Tracker Initialization

Initializing trackers is a challenging problem because
of clutter, other moving objects, and the possibility of
misclassifying the region of interest. Our tracker per-
forms fully automatic initialization of both hands. The
initialization method combines skin-colour and motion
cues. Further, since the initial hand shape is not pre-
defined, accurate initialization of the tracker helps us
to create an appearance model of the observed hand
shape. Among the several moving skin coloured blobs
in a frame, we select the two largest ones as the hands
(Figure 6).

2.3. Use of Color Constancy for Robust Tracking

If a gesture sequence is performed in a poorly illumi-
nated environment (as in the upper part of Figure 7),
the skin colour detection algorithm fails to identify skin
coloured regions. To make our tracker robust to dif-
ferent illumination conditions, we apply a colour cor-

POORLY ILLUMINATED GESTURE SEQUENCE

99 104 107

111 116 123
TRACKING IN COLOUR-CORRECTED VIDEO

99 104 107

111 116 123

Figure 7: The use of colour correction for enhanced
tracking. The contrast has actually been enhanced in
the first set of frames, for clarity. Occlusion begins at
frame 104 and ends at frame 116.

rection algorithm [14] to the input frames before the
tracker processes them. This algorithm aims at es-
timating the transformation of an image taken under
poor illumination conditions, to canonical illumination
conditions. Our system considers canonical conditions
as those used in the training phase for skin colour de-
tection [15]. We use a neural network implementing
the back-propagation learning rule to perform the trans-
formation. We train it using a skin colour palette un-
der unknown illumination, and a similar palette un-
der known illumination conditions. We use such a
transformation for the frames in the upper part of Fig-
ure 7. The lower sequence in Figure 7 shows results of
successful tracking for the corresponding transformed
frames.



3. CONCLUSIONS

This paper presents a two hand shape-based on-line
tracker. The predictive EigenTracking framework al-
lows articulated objects with changing shape (hands,
here) to be efficiently tracked. The system is robust to
cases of background clutter, other moving objects, and
mutual hand occlusions. The EigenTracking frame-
work allows us to identify the left and right hand cor-
rectly, after occlusion. For certain cases of hand mo-
tion, we propose a framework to take measurements
even during occlusion, thus enhancing tracking accu-
racy. The use of colour constancy makes it robust to
poor illumination conditions, as well. We show results
of successful tracking for a large number of sequences.
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