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Abstract

A new approach of relative fractal coding has been pre-
sented in this paper. In this technique given the fractal code
of a reference image, one can generate a relative fractal
code of any other image of same size. The convergence of
the relative code is also guaranteed. This method found to
be useful for satellite remote sensing image compression as
the spectral bands are correlated. It produces pure fractal
code where the inter-band spectral changes are coded and
the convergence is guaranteed for individual bands. Several
experimental results are also presented.

1. Introduction

Fractal image compression has been drawing considerable
attentions of the researchers since Barnsley [1] [3] has out-
lined a schema based on Iterated Function System (IFS)
(and its other variations) for a potentially high compression
scheme. Later, Jacquin [5] [2] came up with an algorithm
based on Partitioned Iterated Function System (PIFS) for
encoding an image.

In recent time the satellite remote sensing data1 is exten-
sively used for natural resource mapping/monitoring, disas-
ter management etc. There is a growing need for satellite
image compression as these data occupy considerable disk
space. Conventional fractal compression schemes can eas-
ily be extended to satellite image compression as a satellite
image is usually represented in multi-band. Thus each band
in satellite image can be compressed as a grey-level image.

In this paper a new approach for fractal image coding
based on an innovative concept ofrelative fractal coding
has been proposed which found to be suitable for cod-
ing multi-band satellite image. This scheme produces a
pure fractal code where the local inter-component spectral
changes are coded and the convergence is guaranteed for
individual band.

1In this paper optical remote sensing data is considered. The satellite
remote sensing image is also referred assatellite image in the rest of the
text.

2. Overview of Fractal Image Encod-
ing and Decoding

In fractal compression an image is encoded as the attractor
of an iterated function system. It is based on the observa-
tion that natural images are partially self-transformable [5].
They contain ‘affine redundancy’ in the sense that a block in
the image (calledrange) can be derived from another block
of the same image(calleddomain) by some affine transfor-
mation. In the fractal encoding method, following Jacquin’s
approach, the encoding process starts with partitioning of
the image into a set of non-overlapping segments(range
blocks) and then for each range block an image block (do-
main block) with different resolution is searched that gives
the best affine mapping to the range segment. Compression
is achieved by encoding the location of the domain blocks
and the affine transformation for each range segment.

2.1 The Conventional Algorithm

The conventional algorithm as proposed by Jacquin [5] can
be summarized as follows. An image� is defined as the
mapping of points in discrete 2D space� �� to grey level
values belonging to real set� such that� � � � � �
�. The input image� is partitioned into non-overlapping
range blocks, each of size� ����� � ���� and overlap-
ping domain blocks of size� ���� � � ����. This has
been illustrated in figure 1. For every range block� � in
� , a suitabledomain block �� in � is located by exhaus-
tively searching the image and an associated affine trans-
formation 	 such that�� can be reconstructed (at least
approximately) as	 �
���
������, where�
��
� denotes
isometric transformation on� (say rotation) and
��
� is
a shrinking operation (say averaging or decimation opera-
tions). The criteria for selecting the domain�� for range
�� is that the error between�� and	 �
���
������ (i.e.
theRoot Mean Square(RMS) error is less than a threshold
value. It may be noted that this threshold is termed in this
work as thequalifying block threshold (QBT). The lattice
separation between two successive domain blocks are rep-



resented by�. The experimental results presented in this
paper are with��� and� values as 10 and 1 respectively
(if not otherwise mentioned).
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Figure 1: Encoding Parameters

In the compressed image, the� �� 
�� �
��	 � infor-
mation is stored for every range block. As the shrinking
function
� will be uniformly applied to each domain, it is
sufficient to store only� �� �
��	 �. As 	 is affine this
can be expressed by� �� � � such that:	 � � � �� � �,
where�� � � � and two constants� and� are also in�.
In this case� is known asscale factor and� is known as
the translation factor of the affine transform. Theconven-
tional algorithm is also referred asexhaustive approach as
for each range block exhaustive search of domain blocks is
performed.

2.2 Fractal decoding

The decoding process is considerably simple. Given the
codes for a range�� in the form of� �� � �
���	� � one
has to iteratively apply	���
���
��������� for every ���

range block. The convergence of the decoder is guaranteed
when the magnitudes of the scale factors (�’s) are kept less
thanone. In [6] it has been shown that if the decimation is
used as shrinking operation in the above algorithm, the con-
vergence may be obtained even if the magnitudes of a few
of the scale factors are kept below one. The rest of the scale
factors may not follow the above restriction.

2.3 Convergence of the decoder and the con-
cept of limit cycle

A graph-theoretic interpretation of convergence of fractal
encoding based on Partial Iterated Function System (PIFS)
is presented in our previous work [6]. The concept leads
to the development of a linear time fast decoding algorithm
from the compressed image.

It has been shown in [6] that the encoded image can be
modeled as aflow graph, where the directed edges from a
pixel � to � exists if the brightness value of the pixel� is

determined from�. It is proved thatif for every pixel there
exists one and only one pixel from which the brightness val-
ues are computed, the image space is partitioned into a set
of circular plants. The structure of a circular plant consists
of a circular chain, called as itslimit cycle and several chains
of pixels coming out of thelimit cycle. Each circular plant
converge independently. The convergence of the encoder
under this circumstance depends upon the convergence of
theselimit cycles. A chain is called a�-chain when it has a
limit cycle or it is circular. The example of a�-chain and
a circular plant are shown in figure 2. The detailed discus-
sion and analysis of this partitioning could be found in [6].
The concept also leads to the development of a linear time
fast decoding algorithm.

There are a few other important observations drawn from
this study [6], namely,

� The encoded image is partitioned into a set of circular
plants, each of which isconvergent if its limit cycle
converges

� The scale factors of the affine transforms correspond-
ing to the points lying onthe limit cycles should be
between�� and�. For others, they may assume arbi-
trary values. As a result, only a very small fraction of
the affine transforms require to satisfy the constraint of
keeping the magnitude of the scale factor below 1.

� The fraction of points lying in the limit cycles is ex-
tremely small.

3. Relative fractal coding
In this section the concept ofrelative fractal coding has
been introduced. Usingrelative fractal coding scheme frac-
tal codes for the individual bands of a satellite image are
generated and at the same time the convergence of the de-
coder is also guaranteed. In this encoding technique, given
the fractal code of a reference image, one can generate a rel-
ative fractal code of any other image of the same size. This
relative fractal code combined with the code of the refer-
ence image, produces the complete fractal code of the tar-
get image. More the similarity in the images, less is the size
of the relative code. In the relative code, the same range-
domain mappings of the reference image are used. Only the
transformation of brightness values are changed, if required.

The overview of the conventional fractal encoding and
decoding methods is given in the section 2.1. With the help
of the notations used earlier for describing the compression
algorithm, the principle behind the relative fractal coding
is explained here. Let the�th range�� in the reference
image�� be encoded as� �� � �
���	� �. For another
image� , one may use the same range partitioning and the
samerange-domain mapping as well as theisometry, for
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encoding it. In this case, the affine transform	 � has to be
newly computed for minimizing the error between��� ��
and��
���
��������. Let the new transform be found as
	 �

� for encoding the�th range of� . Hence given the refer-
ence fractal code of��, one requires to compute and store
the affine transforms for every range of an arbitrary image.
This is known as therelative fractal code of � with respect
to ��. It may be noted that as the mapping between the range
and domain blocks are already defined for the relative code,
the encoding speed is much faster than the usual fractal en-
coding algorithm.

3.1 Convergence of relative fractal code

One of the problems of designing a fractal code is to ensure
the convergence of the decoder. Hence, given a fractal code
of a reference scene, it is difficult to bring any modification
in the code for adapting the local changes of the reference
scene. This is because any arbitrary changes in the trans-
formations may not guarantee the convergence. But in this
work by computinglimit cycles (refer section 2.3) during
encoding [6], the convergence problem has been resolved.
As the convergence of the fractal decoder solely depends on
the convergence of the limit cycles, given the brightness val-
ues of the limit cycle points, decoding process of the fractal
codes will always converge. It may be noted that as the
number of limit cycle points is very small, this will add an
insignificant amount of overhead on the fractal code size.
Hence the respective brightness values of the points of the
limit cycles are appended with the relative code (refer step
2 of the algorithmRelative Fractal Coding in the next sec-
tion). A detailed study of the convergence through compu-
tation oflimit cycles is presented in [6].

3.2 Algorithms

The algorithms for the relative fractal coding is described
below.

Algorithm : Relative Fractal Coding
Input : An image� , The reference fractal code.
Output : The relative code of the image� .

Begin

Step 1. For every range block� do�

Get the reference code for the range as�

��� �
���	� �.

Find the affine transform	 �

� which minimizes
�������	 �

����
���
����������.

Output� 	 �

� �.

�

Step 2. Compute the sequence of limit cycle points and output
their brightness values in� .

EndRelative Fractal Coding

While decompressing the image the brightness values at
the limit cycle points of the encoded stream are directly
used for ensuring the convergence of the decoder. The de-
coding algorithm is described below.

Algorithm : Relative Fractal Decoding
Input : Fractal code of the reference image��, Relative
fractal code of� .
Output : Decoded image��.

Begin



Step 1. Form the full fractal code of� as follows : For each
range block�� get the domain address (��) and isom-
etry information (�
��) from the fractal code of the
reference image�� and get the affine transformation
(	 �

� ) from the relative fractal code of� . This will pro-
duce the triplet� �� � ���	 �

� � for every �th range
block in� .

Step 2. Compute the limit cycle points and assign the bright-
ness values to those pixels (in the reconstructed im-
age��) obtained in the same order from the encoded
stream of the relative fractal code of� (refer step 2 of
the algorithmRelative Fractal Coding).

Step 3. Apply non-iterative decoding process for the rest of
the pixels while reconstructing the image��. It may
be noted that the values at the limit cycle points are
already obtained from the encoded stream in the previ-
ous step.

EndRelative Fractal Decoding

The relative fractal coding is basically meant for images
having considerable similarity with the reference image. As
it is expected that many of the range blocks in an image re-
main (almost) unchanged with respect to the reference im-
age, the associated affine transforms of the reference image
also could be used in the relative codes. Hence in this case
only a few number of affine transforms are required to be
stored with an additional overhead of storing the associated
range information. The algorithm for the modified relative
fractal coding is presented below. Here the affine transforms
of the reference image are used in the relative codes if root
mean square (RMS) error is within a particular threshold.
This threshold is referred here asRelative error threshold.

Algorithm Modified Relative Fractal Coding
Input : An image � , Reference fractal code, Rela-
tive error threshold.
Output : The relative code of the image� .
Begin

For every range block� do�

Get the reference code for the range as�

��� �
���	� �.

Find the affine transform	 �

� which minimizes
�������	 �

����
���
����������.

Calculate error difference,
��� ��� � �������	 �

����
���
�����������
�������	����
���
���������.

If ���� ��� � ���� �!� �����  ���
����� �

Output the range identity and� 	 �

� �.

�

�

Compute the sequence of limit cycle points and output
their brightness values in� .

EndModified Relative Fractal Coding

4. Satellite image compression using
relative fractal coding

The concept of relative fractal coding is found to be use-
ful in compressing satellite images as the spectral bands are
correlated. In a satellite image as its spectral components
are strongly correlated, one of them could play the role of
the reference image. The other two components are rela-
tively coded with respect to the code of the reference one.
The selection of the component as the reference image is
important. Out of the three bands (Bands 1, 2, 3) of the
optical remote sensing data, theBand 2 is selected as ref-
erence image as this shows maximum co-relation with the
other two.

4.1 Algorithms for fractal compression of
satellite image

The algorithms for fractal coding of satellite images are pre-
sented in here.

Algorithm : Sat Image Compression
Input : Satellite Image with Band 1 (B1), Band 2 (B2),
Band 3 (B3).
Output : Fractal codes.

Begin

Step 1. Encode the B2 with the conventional fractal coding
technique.

Output the code of B2.

Step 2. Perform relative coding of the B1 and the B3 bands
with respect to the B2 band.

Output the relative codes of B1 and B3 bands.

EndSat Image Compression

During decompression first the full fractal codes of the
Band 1 and theBand 3 components are recovered (from
the fractal codes of theBand 2 component) and then each
component is reconstructed independently from its code.



4.2 Experimental results

The results obtained for satellite image compression by
these methods are encouraging. The experiments are car-
ried out in the Pentium III (866 MHz, RAM 256 MB) sys-
tem under LINUX 7.0 operating system. Therange size
are kept as��� and the values ofqualifying block threshold
(QBT) andrelative error threshold are kept as�� and	 re-
spectively. The verification of the data is carried out using
ERDAS/IMAGINE (ver 8.3) image processing software.

Two satellite images (size
�	�
�	), namelySatA and
SatB are taken for experimentations. These are optical re-
mote sensing data (Band 1, 2, 3) of IRS-1D (LISS III) satel-
lite. The images are both individually band-wise fractal-
coded and relatively coded withBand 2 as reference. The
results are presented in tables 1 and 2 respectively.

Image Band 1 Band 2 Band 3
BPP PSNR BPP PSNR BPP PSNR

(in dB) (in dB) (in dB)

SatA 0.57 35.46 0.57 34.15 0.57 33.24
SatB 0.58 35.52 0.58 33.93 0.58 33.68

Table 1: Satellite image compression with individual bands
fractal-coded

Image BPP PSNR (in dB)

SatA 1.20 33.15
SatB 1.20 32.71

Table 2: Satellite image compression usingrelative fractal
coding with Band 2 as reference

In order to measure the effect of degradation in the
reconstructed image quality following method has been
adopted.

� Supervised classification (usingmaximum likelihood
classifier) [4] of the original satellite data is carried out
with a givensignature set.

� The same signature set is used to classify the recon-
structed images.

The classification results of imagesSatA and SatB are
shown in tables 3 and 4 respectively. The images are clas-
sified into several classes, namely, Sand, Water, vegetation,
Fallow, Waste land, and the area covered (in percentage) are
shown in the tables.

It can be observed from the tables 3 and 4 the results are
closely matching. It may be noted here that the classifica-
tion is carried out only for broad classes, not much stress
has been given to the classification accuracy.

Class Original Individual band Relative fractal
data fractal-coded coding

Sand 3.38% 3.25% 3.30%
Water 14.96% 12.84% 11.71%

Vegetation 50.34% 58.05% 57.20%
Fallow 31.31% 25.86% 27.80%

Table 3: Classification results of imageSatA

Class Original Individual band Relative fractal
data fractal-coded coding

Water 42.07% 42.15% 40.71%
Vegetation 41.96% 44.48% 44.88%

Fallow 15.43% 13.04% 14.09%
Waste 0.55% 0.32% 0.32%
land

Table 4: Classification results of imageSatB

The classification results along with the standard FCC
(False color composite) are shown in figures 3 and 4.

5. Conclusion
A new method for fractal coding for satellite images has
been proposed is this paper. It is based on an innovative
concept ofrelative fractal coding. The major problem in
fractal coding using the inter-band spectral changes, is to
ensure the decoder convergence. In this technique the con-
vergence of the decoder has been ensured by computing the
limit cycle points and transferring those points while coding
the spectral bands with reference to other.
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