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Abstract 
Most current speaker recognition systems use 
Mel frequency cepstral coefficients (MFCC) as 
the speaker discriminating features. MFCCs are 
typically obtained using a non-uniform filter 
bank which emphasizes the low frequency 
region of the speech spectrum. However some 
recent studies have suggested that middle and 
higher frequency regions of the speech 
spectrum carry more speaker-specific 
information. In this work, a general method to 
obtain cepstral coefficients based on different 
warped frequency scales is proposed. This 
method is applied to experimentally investigate 
the relative importance of specific spectral 
regions in speaker recognition from vowel 
sounds. 
  

1. Introduction 
 

Speaker recognition is the task of recognizing a 
person from his or her voice. A speaker 
recognition system has three basic functional 
modules  (a) feature extraction, (b) speaker 
modeling and (c) pattern matching and 
decision-making.  
 
Features derived during training from the 
speaker’s speech are used to model the speaker. 
The most popular feature set has been the 
vector of Mel frequency cepstral coefficients 
(MFCC) traditionally used also in speech 
recognition. MFCCs are cepstral coefficients 
computed on a warped frequency scale based 
on known human auditory perception. 
 
Speaker recognition systems seem to have 
carried over the legacy of speech recognition in 
terms of the choice of features. Although it is 
widely acknowledged that speech recognition 
and speaker recognition are complementary 
activities, practically the same features are used 
for both. Humans can identify a speaker even 
when listening to unidentifiable utterances. As 

a matter of fact, speech content and speaker 
identification are known to be processed in 
different areas of the human brain [6].  Speech 
comprehension is based in the left hemisphere 
of the brain and the right hemisphere is 
implicated in speaker identification.  This 
suggests different mechanisms for the two 
functionalities.  
 
A study by Sambur [2] to determine signal 
features that are most effective for speaker 
recognition, it was found that vowel formants 
(F2, F3, F4), F2 in nasals and the average pitch 
were the most effective features for speaker 
recognition.  
 
MFCCs are typically computed by using a bank 
of triangular-shaped filters, with the center 
frequency of the filter spaced linearly for 
frequencies less than 1000 Hz and 
logarithmically above 1000 Hz. The bandwidth 
of each filter is determined by the center 
frequencies of the two adjacent filters and is 
dependent on the frequency range of the filter 
bank and number of filters chosen for design. 
But for the human auditory system it is 
estimated that the filters have a bandwidth that 
is related to the center frequency of the filter. 
Further it has been shown that there is no 
evidence of two regions (linear and 
logarithmic) in the experimentally determined 
Mel frequency scale [7]. 
 
Recent studies on the effectiveness of different 
frequency regions of the speech spectrum for 
speaker recognition [3], brought out the 
importance of frequency regions 0-500 Hz and 
3500-4500 Hz.  Also, higher frequencies were 
important for female speakers. A new filter 
bank front-end was proposed for speaker 
identification, giving more importance by way 
of narrower bandwidths to the frequency 
regions 0 to 1 kHz and 3 kHz to 4.5 kHz  This 



provided better performance than standard Mel 
scale filter bank [3]. 
 
An alternate to the filter bank method to 
achieve frequency-scale warping is via the 
bilinear transform. By suitably fixing a 
“warping factor” for the given sampling 
frequency, it is possible to obtain a desired 
warping function [8]. Thus the bilinear 
transform provides us a flexible method to 
achieve a range of warping functions. We use 
this framework to carry out an experimental 
study toward determining the optimal choice of 
frequency-scale warping for the speaker 
recognition task. 
 
The present study is confined to speech vowels, 
which phonemes are known to contribute the 
most towards the speaker recognition [10]. 
Further, since it has been noted in recent 
literature [10] that the optimal filter bank for 
speaker discrimination may actually be 
phoneme-dependent, we present results for 
each of a set of selected vowels. 
 
In the next section, the bilinear transform based 
frequency warping method is presented. 
Section 3 discusses implementation of warped 
cepstral coefficients and a measure to evaluate 
the effectiveness of the resulting features. 
Section 4 describes the experiment and the 
results. Section 5 gives the conclusion and 
future work. 
 

2. Frequency-scale warping 
 
A nonlinear warping of the frequency scale can 
be effected by bilinear transformation, given as 
the transfer function of a first-order all pass 
filter [5], 
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This mapping in the Z-plane maps the unit 
circle onto itself. From (1) we can obtain 
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The equation (2) determines the frequency-to-
frequency mapping of the transformation. The 
warping factor α  controls the shape of the 
warping function. In particular, for a given 
sampling frequency, α  can be set to 
approximate the Mel scale or the Bark scale 
[8,9].  
 
It may be noted that α  can, in general, be 
complex-valued. The equation (1) is then 
rewritten as  
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*α  is the complex conjugate of α . The 

complex α  can be represented as φα ∠e . 

 
The phase with complex α  will become 
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Fig.1.  Frequency warping using second order 

Bilinear transform 
 
More control over frequency warping can be 
achieved by using a second order bilinear 
transform [11].   
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the phase  is given by 
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Varying the value of  )0( πθ −between  the 
warping can be controlled. With θ =0 the 
second order warping reduces to first order 
warping.  
 
Fig.1  shows the plot of frequency warping 
using second order bilinear transform.. With 
different set of warping parameters, we can 
attain desired frequency warping . 
 
Various values of α  and θ  are considered in 
the present study to gain an understanding of 
the importance of different frequency regions in 
speaker recognition.  
 
3. Implementation  
 
The frequency-warped cepstral coefficients of 
16 kHz sampled speech signal  are computed as 
depicted in the block diagram of Fig. 2.  After 
pre-emphasis and windowing with a Hamming 
window of length 20 ms, a high-resolution DFT 
is used to locate the harmonic peaks and 
determine the spectral amplitudes at the peaks. 
The harmonic frequencies are frequency 
warped using the bilinear transformation as in 
equation (6). A uniform frequency-interval 

interpolated spectrum (of I024 points in 0-8 
kHz) is calculated from the above warped 
envelope spectrum. 
 
The cepstral coefficient vector is calculated 
from the frequency-warped spectrum using 
Discrete Cosine Transform 
 

( )( )SpectrumAmplitudeWarpedDCTc 10log~ =  
 
The above cepstral vector is used as the feature 
vector (after discarding the zeroth coefficient 
since it represents only the signal energy).  
 
As a measure of the effectiveness of a given 
feature for recognition the “divergence” is used 
in the study. It is a measure of distance or 
dissimilarity between two classes based upon 
information theory, and provides means of 
feature ranking and evaluation of class 
discrimination effectiveness. [1] 
 
The divergence is defined as total average 
information for discriminating class iω   from 

class jω . Assuming Gaussian distributions, the 

divergence between two classes is [1] 
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kkC µ,  is the respective covariance matrix and 
means of the two classes. tr[.]  is the trace of 
the matrix. 
.

 
Fig 2.  Computation of warped cepstral coefficients 
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4. Experimental results 
 
The vowels /a/, /i/ and /oo/ were extracted from 
12 words recorded from each of five different 
speakers at a sampling frequency of 16 kHz., 
with an average vowel duration of 400-500 msec 
 
Cepstral coefficient vectors were obtained for a 
range of warping factors. For each warping 
function the effectiveness of the corresponding 
cepstral coefficients for feature identification 
was evaluated via the divergence measure 
applied to every pair of speakers. 
 
At 16 kHz sampling with first order warping it 
was observed that the complex warping factor of 

0.45 with  00φ =  approximates Mel scale 
warping and a warping factor of 0.55 
approximates Bark scale warping.  Second order 
warping was used to simulate the filter bank 
used by Ozgur [3] 

( 040φ0.85,|α|,radiansπ/5θ ===  ). In the 
Ozgur warping, the frequency bands 0-1 kHz, 3 
kHz – 5 kHz are enhanced and other frequency 
bands are compressed. 
 
Table I shows the different warping used in the 
experiment.( W1-W8 ) Table II shows the 
obtained average divergence measures for the 
three vowels for different frequency warping.  
The divergence is calculated for all two-speaker 
combinations for different warping parameters 
and for 3 different cepstral dimensions.  
 
Figure 3 shows performance of different 
warping function for 12 dimension cepstral 
feature. It is observed that the Ozgur warping [3] 
gives better divergence followed by Bark scale 
and mel scale warping. Also it is observed that 
the divergence measure increase linearly with 
Cepstral dimension for warping ( W1 W4, W6 
and W8)., with /i/ having higher divergence and 
/oo/ the least. For Bark, Mel scale and Ozgur 
warping ( i.e W2, W3, W7) and W5 the 
variation is not linear. For 12 and 18 D,  /i/ gives 
better performance.  
 

A speaker identification test was conducted 
using vector quantisation as the speaker model 
[1]. Three utterances of each of the 3 vowels 
formed the training set for each speaker.  The 
remaining 3 vowel utterances were combined to 
form the test sentence for each speaker. An 
eight code-vector VQ with various selected 
dimensions was used to evaluate each warping 
function. The average of first differences 
between the distortion-distance of the first and 
second matched speaker (in case of successful 
recognition) was used as a measure of 
discrimination between two speaker classes.  
(All the warping considered resulted in 100% 
recognition , except for one test sentence in 
case of 12D Mel warping ).Figure 4 shows the 
result of this measure.  Ozgur warping seems to 
give the best discrimination. Also it is noted 
that linear warping gives better discrimination 
than mel and Bark warping in contradiction to 
divergence measure.  This may be due to the 
fact that here we are comparing only the first 
two matched speakers  rather than averaging 
the divergences between speakers. Also in 
divergence measure we are using the entire data 
for each vowel, while  we are clustering in VQ 
and only using small portion of the original 
data for testing. 
 

5. Conclusion 
 

This is an experiment conducted with speech 
signal sampled at 16 kHz. For this signal 
emphasizing the lower frequency results in 
improved divergence measure.  Also from the 
better performance of Ozgur warping the 
importance of  frequency around 3 to 5 kHz can 
be observed It seems that for speaker 
recognition there can be better warping than 
commonly used Mel scale warping.  
 
This result may be valid for the individual 
phonemes in question, and may not hold across 
other phonemes.  Other phonemes are to be 
studied, also with more speakers.  
 
 



Table 1   Various Warping used in the study 

 
Table II Average Divergence Measure 

 
 

 
       Fig 3 . Comparison of divergence                              Fig 4.       Recognition performance  
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