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1 Introduction patches from this image as reference to detect motion indhre
sponding patches of the other images. The learning phask/és/
High dynamic range (HDR) image, which faithfully represetite fitting a polynomial to the transfer function that relatetemsity
real world scene, needs to be tone mapped to a low dynamie rang Values of the reference image and the test image. We assuaitne th
(LDR) image for disp|ay/printing purposes. In this work, - there is no motion along 5-10 horizontal lines at the top oham-
pose a novel method to generate an LDR image of a dynamic sceneage since the motion is mostly confined to the ground planeised
directly from multi-exposure images, captured using meshiike the corresponding intensity values to obtain the transfection.
Auto-Exposure Bracketting (AEB). Though there are mettsah In [Gallo et al. 2009] work, this function after CRF and expies
as [Mertens et al. 2009] for producing such an LDR image, they adjustments is always linear with unity slope, while in thegosed
produce artifacts called ‘ghosts’ in case of moving objéstthe technique, this is estimated though a sixth order polynbmia

scene. We propose a novel approach to determine the moving ob
jects and eliminate them while compositing. We do not assamye
knowledge of camera response function and the exposuregsett

a must for existing works like [Gallo et al. 2009]. We showtttiee
resultant LDR images are artifact-free and are faithfutespnta-
tions of the HDR images.

Let us consider two corresponding patches (of size say, 10)X 1
from the reference image and test image, respectively. \featx
their intensities to follow the estimated transfer funitib there
were no motion in this patch location. To classify whetherdiven
test patch has motion, we count the number of pixels in thishpa
which lie outside a given distance from the estimated texrfsinc-
tion. If the count exceeds a certain threshold, we claskiypatch

2 Related Work as having motion and do not consider the patch while comipgsit

) ) . ) The same process is repeated to classify the patches okatbsh
Mult[-exposure images can .be composited to span the engwe d. images for motion. We then perform compositing on the corre-
namic range of a scene [Reinhard et al. 2005]. The high dynami g50nding patches which do not have motion using exposuierfus
range (HDR) image, thus produced, would faithfully repnése [Mertens et al. 2009]. The composited patches are asserhbled
real world scene comprising of both brightly and poorly digions. get an image which may have visible seams along the patctsedge
The generation of HDR image requires one to estimate the cam-\\e match the intensity values across the patch boundariesitee
era response function (CRF) and to know the exposure sfting he seams. We then employ the gradient domain techniquéasimi
For such methods, dynamic scenes pose a challenge as the movgg that used by [Gallo et al. 2009] to remove the remainingpies
ing objects produce artifacts called ‘ghosts’ in the finaage. For  geams. These operations produce the final LDR image which de-

a dynamic scene, one has to perform additional operations-t0  icts hoth the brightly and poorly lit regions of the dynarsiene
move the ghosts introduced due to moving objects in the scene equally well without any artifacts.

This process, known as de-ghosting, can be performed byaiegl
the pixel intensities of the motion regions from one or mdréhe

multi-exposure images without any local motion. 4 Conclusion

Let us first consider the method which does not require kndgde We have designed a novel technique to composite multi-expos
of camera response function and exposure settings to &cthe images of a dynamic scene without any knowledge of CRF and ex-
task. In order to avoid ghosting artifacts for dynamic ssermme posure settings. The proposed approach, which produce®&n L
has to determine the regions of the scene which have motidn an image, can be used to eliminate ghosts being produced wdvite ¢
replace them with the appropriate intensity value from ohthe positing dynamic scenes. The final LDR image produced usiag t

multi-exposure images. Variance and entropy across thgama  proposed method is directly compatible with common dispkayd
can be used to perform such a task [Jacobs et al. 2008]. The mai printers.

problem with such an approach is that we do not compositepleilt

images at the motion regions which result in reduced dynaanige References
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