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Abstract

In the age of technology and connected devices, ways in which humans interact with these

devices have changed from having physical buttons to touch sensors, to voice commands.

To understand and interpret commands such devices need to understand speech. Speech

recognition systems play an essential role in how humans interact with these devices.

There are also applications where this speech needs to be converted to text and a multi-

speaker transcription system used for meetings is one such.

In such applications, meetings recorded using a microphone / an array of microphones

is processed to get the transcripts. The system is envisaged to process data offline from

the recordings in non-real time to produce the transcripts. The processing involves speech

enhancement, separating speakers in the recording and speech-to-text conversion of each

individual speakers. Speech enhancement is essential for improving the signal quality by

removing noise such as noise from Air Conditioners and de-reverberation (to remove room

reflections). Speaker separation is used to separate simultaneous conversation from the

enhanced speech. This work focuses on unsupervised speech enhancement using weighted

prediction error (WPE) [1] and speaker separation using a supervised approach. We

achieve this by using a multi-channel speech enhancement followed by a Fully connected

Deep Neural Network(DNN) for separation. This work comprises multi-channel signal en-

hancement followed by supervised speech separation using Deep Neural Networks(DNN’s).

Speech Enhancement results are shown on TCS meeting dataset [2] and Speaker separa-

tion results are presented using open source dataset GRID corpus [3]. The WPE algorithm

was effective in suppressing reverberation. The DNN based approach for separating in-

dividual speakers performed well in terms of objective measures and also improved the

word error rate.
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Speech Enhancement and Speaker Separation for Distant Speech Recognition

One such multi-microphone setup, as shown in Figure 1.1 is well suited for the multi-

speaker separation. Using the speech data from the microphones, using signal processing

techniques, we can remove noise and reverberation. In this work, we use a multi-channel

based de-reverberation technique WPE for reducing the effect of room reflections. In

this approach, we train a Deep Neural Network to suppress the interfering speaker. The

challenge of using DNN’s are the need for extensive data set for training the network

to achieve reliable performance. This work uses speaker mixtures created from single-

channel open source speech data sets to train the network to achieve excellent performance.

Generally, in a meeting scenario, not more than two speakers talk simultaneously. The

systems can be designed to output the individual speaker channels from the speech mixture

received by the microphones. Additionally, by using the multi-microphone arrangement,

the spatial information provided by the arrangement aids in separating the individual

speaker.

1.1 Block Diagram

Figure 1.2: System block diagram showing speech enhancement of microphone(s) record-
ings, speaker separation and conversion of speech-to-text

The final goal of our system is to create an automatic meeting/ conversation transcription

system 1.2. This system involves identifying and separating the speaker from the speech

recorded using an array of microphones. The main modules envisaged for the project

are speech enhancement module, speaker identification, speaker separation, automatic

speech recognition. This report concentrates on the speaker separation problem involv-

ing two speakers who are simultaneously speaking, which is similar to the scenario in a

conversation or meeting scenario.

1.2 Report Outline

The final objective of the project is briefly described with datasets and the processing.

The following chapter 2 discusses the microphone signal enhancement for de-noising and
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de-reverberation. The chapter also describes in detail the implementation of a system to

evaluate the performance of these techniques on real meeting recordings. The problem

of speaker separation is described in chapter 4. As a step towards this, we attempted a

relatively easier problem of separating vocals from music mixtures (containing vocals and

instruments). This was continued with a study to explore the configuration of the neural

network required, its training procedure. The study is described the next section 3.1 in

detail and results. The problem of separating simultaneous speakers and our approach

towards this is described in section 3.2. In chapter 4, we summarize the proposed archi-

tecture and discuss the overall results. The final chapter 5 points to future improvements

and suggestion for continuing the research.
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Chapter 2

Speech Enhancement using

Weighted Prediction Error

Speech enhancement intends to improve speech quality by using audio signal processing

techniques so that that overall intelligibility and perceptual quality of degraded speech

signal is bettered [6]. This technique is used in almost all by applications, e.g., mobile

phones, teleconferencing system, hearing aids, and ASR systems.

Speech de-noising

Ambient noise affects the perceived quality of the speech signal. Hence, it is essential to

improve quality by reducing ambient noise [7]. Multiple techniques have been employed

for this purpose, such as signal subspace method, spectral subtraction, Wiener Filtering,

and adaptive noise canceling. The performances of speech enhancement techniques are

evaluated by the quality and intelligibility of the processed speech signal. Speech signal-

to-noise ratio (SNR) improvement is considered as one of the measures of improvement.

Speech de-reverberation

Reverberation is a phenomenon where the signal received consists of both direct sound

and the reflected sound from the boundaries of the room or object present in the room,

as shown in Figure 2.1. Reverberation effects are desired for concert and music. However,

it has an undesirable effect in DSR systems as it can degrade the speech quality due to

erroneous DOA estimates and hence the source localization performance [8].
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2.1 Speech de-reverberation using Weighted Predic-

tion Error (WPE)

Reverberant data degrades the performance of source localization and hence affect the

ASR results. The WPE algorithm [10] [1] uses a statistical approach to remove the late

part of reverberation using the multi-microphone signal, without any prior information of

the RIR. The speech signal is assumed to be generated using a Gaussian modelled process

and the estimate is achieved using a delayed linear prediction with Maximum Likelihood

Estimation (MLE). The time-varying characteristic of the speech is compensated in the

estimate to an extent by normalizing each speech frame. The algorithm estimates an

inverse system to cancel the effects of late reverberation. The estimator is robust such

that the convergence is achieved within a few seconds of utterance.

xm(n) =

Lh−1∑

k=0

h(k,m)s(n− k) (2.1)

dm(n) =
D−1∑

k=0

h(n,m)s(n− k) (2.2)

rm(n) =

Lh−1∑

k=D

h(k,m)s(n− k) (2.3)

xm(n) = dm(n) + rm(n) (2.4)

d̂m(n) = xm(n)− (Ĉ)Txm(n−D) (2.5)

The degradation and enhancement obtained using this approach are briefly discussed

next. The observed signal at the m-th channel xm(n) can be modelled as (2.1) where

m, Lh correspond to microphone index and RIR length, respectively. h(n,m) and s(n)

represent the time domain RIR for m-th channel and clean speech, respectively. dm(n)

in (2.2) corresponds to the received clean speech plus the early reverberation part. rm(n)

in (2.3) is the undesirable late reverberation and xm(n) in (2.4) expresses the observed

signal as the sum of early to late. The early and late part of the reverberation is separated

by using a D sample index, which splits the impulse response into two parts. (2.5) shows

that the desired signal can be estimated from the previously observed samples, where (Ĉ)T

is the estimated regression coefficients using maximum likelihood estimation (MLE). This

process of estimating the signal is referred to as WPE. The WPE algorithm can be applied

on both single channel and multi-channel data for signal enhancement.
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Figure 2.2: Figure showing two second data for Room of dimension 6.67 m x 6.14 m x
6.57 m, T60 = 600 ms, source angle of 0° degree from the microphone array. Clean speech
spectrogram is on the left, reverberate signal is at the centre and WPE enhanced signal
is shown on right.

Figure 2.3: Figure showing two second data for Room of dimension 6.67 m x 6.14 m
x 6.57 m, T60 = 600 ms, source angle of 45° from the microphone array. Clean speech
spectrogram is on the left, reverberant signal is at the centre and WPE enhanced signal
is shown on right.

The Figures 2.2 and 2.3 shows the de-reverberation using WPE on a reverberant speech

signal. On the left shows clean speech signal, center shows signal with reverberation and

the right shows signal enhanced by WPE. We can clearly see the removal of spectral

7
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smearing due to reverberation. The Reverberation time and the room size for both the

experiment are same, but the source spatial location is changed from 0° to 45° respectively

concerning a microphone array to add variability in terms of reverberation effects as shown

in Figure 2.1.

2.2 Performance Evaluation of WPE based enhance-

ment

The performance of WPE was analyzed based on the WER of a trained ASR system

used for generating text from multi-microphone speech recording of a meeting. The ASR

system used ASpIRE [11] chain model(TDNN and BLSTM) available as Kaldi recipe with

a custom dictionary and language model.

Three original recordings [2] were available which had three speakers speaking English

sentences one after the other, details of which are shown in Table 2.1. The speakers

were stationary though their natural movements were not restricted. Each recording was

acquired at 48 kHz sampling rate, and for processing the recordings were downsampled

to 16 kHz. These recordings were done in a room of dimension 4 m x 4.5 m x 3 m size,

with four microphones circular array of radius 5 cm as shown in Figure 2.4 , kept at the

center of the room on a circular table and microphone at the right angles to each other

on the periphery of the circle.

8
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Figure 2.4: Figure shows the arrangement of microphones and positioning of speakers for
recordings in a room of dimension 4 m x 4.5 m x 3 m size

Table 2.1: Table showing details of TCS dataset

Recordings No. of speaker Gender details Duration

Recording 1 3 spk1: Female, spk2: Female, spk3: Male 4 min 25 sec

Recording 2 3 All Male 1 min 52 sec

Recording 3 3 spk1: Female, spk2: Female, spk3: Male 4 min 45 sec

The figure 2.5 shows the block diagram of the processing techniques used for the evalua-

tion of WPE performance. Being multi-channel recordings we use beamforming techniques

such as Generalized Delay Sum Beamforming(GDSB), Minimum variance Distortion Less

Response (MVDR) beamformer [5] and Beamformit [12] to improve the Signal-to-Noise

Ratio (SNR) of the speech signal. The WPE can be applied directly to the single channel

(SWPE) of multi-channel recordings (MWPE) also; here, both the combinations were an-

alyzed. For a comparison with the single channel performance, we also consider a single

channel with maximum SNR for ASR computation.
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Figure 2.5: Block diagram of the processing employed to evaluate the performance of
speech enhancement schemes, where SWPE is Single Channel WPE and MWPE is Multi
Channel WPE

Each of these three recordings were processed using different techniques, and a single

processed stream of speech was created. This stream is passed into the ASR module

to produce the text output. The ASR system used a pre-trained ASpIRE chain model

available as the part of TCS dataset [2]. ASpIRE model trained on Fisher English that has

been augmented with impulse responses and noises to create multi-condition training [11].

The language model was trained using the text spoken by the user. The text output

is compared with the original reference text (actual words uttered by the speaker) to

compute the Word Error Rates (WER’s).
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Table 2.2: Table showing the comparison of WER for different recordings and processing
schemes

Room Size = 4 m x 4.5 m x 3 m

Word Error Rate

Processing Techniques Recording 1 Recording 2 Recording 3

Maximum SNR channel 67.9 33.1 57.9

Beamformit 21.2 24.6 28.6

GDSB 27.4 30.1 30.0

MVDR 21.2 26.5 29.6

Single Channel WPE (SWPE) + GDSB 23.7 29.4 31.3

SWPE + MVDR 24.5 28.7 30.8

Multi Channel WPE (MWPE) + GDSB 26.4 27.9 31.5

MWPE + MVDR 24.4 25.0 30.1

GDSB + SWPE 26.2 30.5 31.6

MVDR + SWPE 24.4 25.7 28.6

2.2.1 Discussion

As shown in the above Table 2.2, WPE enhancement did not produce significant improve-

ment in WER than other processing techniques. The above can be attributed to the data

being reverberation free or less reverberant and also noise in the recording is minimal,

which is in agreement with the previous reported results [13].
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Chapter 3

Speaker Separation

Speaker separation is the task of separating a target speaker from another speaker or

background interference [14]. Speaker separation traditionally is studied as a signal pro-

cessing problem. Speaker separation can also be formulated as a supervised learning

problem, where the distinctive patterns of individual speakers are learned from training

data. In recent years, many supervised separation algorithms have been tried for solving

this problem. In very recent times, deep learning based approaches have improved the

performance [14].

Training a DNN involves identifying the right network and parameters for learning,

choosing the appropriate input feature vector and target for learning. For speaker sepa-

ration problems, there are multiple features available as input and targets [14]. we have

chosen log-magnitude spectrogram of the mixture as the input and log-magnitude spectro-

gram of individual speakers as targets. The commonly used cost functions for regression

problems are are mean square error (MSE) as in (3.1), mean absolute error (MAE) as in

(3.2).

Lmse =
1

N

N∑

i = 1

(yi − ŷi)
2 (3.1)

Lmae =
1

N

N∑

i = 1

|yi − ŷi| (3.2)

where ŷi and yi are the predicted output and desired output for neuron i, respectively

[14].
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The following section discusses the different architecture followed and input/targets used

for training for two types of separation problems.

3.1 Study on vocal separation from music

As a precursor to the problem of separating two simultaneous speech source from its

mixture, a similar but simpler problem was attempted to separate singing vocals from

music recordings comprising of vocal, drums, bass and other instruments [15].

3.1.1 Dataset

The MUSDB18 [16] dataset contains a total of 150 songs of distinctive genres. It has

stereo channels for all streams, and the songs are divided between a training and test

subsets. This dataset can be used for estimating sources from the mixture, e.g., karaoke

generation and has been widely used in competitions where source separation algorithms

are evaluated [17]. The train set consists of 100 songs and test set consists of 50 songs.

Files are in Native Instruments stems format (.mp4), which composes of 5 stereo streams.

These signals correspond to the mixture(stream 1), drums (stream 2), bass (stream 3),

rest of the accompaniment (stream 4), vocals (stream 5). The mixture is the sum of vocal,

drums and bass. The sampling rate is 44.1 kHz or CD quality.

The problem of separating vocal from music was done using a Deep Neural Network

(DNN) [18] trained on mixture spectrogram as input and the vocal spectrogram as targets

[19]. The mixture and the vocal spectrograms of all the 150 songs were computed. The

parameters used for spectrogram are window size = 46.4 ms with a hop size of 23.2 ms

(50 % overlap). The spectrograms are quantized to 8-bit values to reduce the memory

requirement for storage.
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Figure 3.2: Figure shows the DNN architecture for vocal separation using MUSDB18
corpus having an input layer of size 1025, 3 stacked LSTM layer of size 256 and output
layer of size 1025

RMSProp [23] is a technique by which the learning rate changed adaptively. The algo-

rithm divides the learning rate for a weight by the running average of the magnitudes of

recent gradients for that weight. At first, the running average of the magnitudes of recent

gradients for a weight is calculated in terms of means square.

v(w, t) = γv(w, t− 1) + (1− γ)(∇Qi(w))
2 (3.3)

where, γ is the forgetting factor and ∇Qi(w) is the gradient [23].

Moreover, the parameters are updated as [23],

w = w − η√
v(w, t)

∇Qi(w) (3.4)

15
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Table 3.1: Parameters used for training & validation of MUSDB18 dataset

Parameter Name value

Sampling Frequency 44.1 kHz

Analysis Window 2048 samples (46.4 ms)

Hop size 1024 samples (23.2 ms)

Number of Features 1025 bins

LSTM Layer Size 256

Fully Connected Layer Size 1025

Batch Size 2048 frames

Maximum Iterations 1000

Optimizer RMSprop

Learning Rate 1e-3

Batch Creation Randomize

Once the network gets trained, the test data set is used to evaluate the performance of

the estimates. The Figure 3.3 shows the results of the spectrogram estimates on the vocal

from the mixture. The phase of the signal is recovered from the phase of the mixture.

Also, the accompaniment is recovered from the original mixture using Wiener filters.

16







Speech Enhancement and Speaker Separation for Distant Speech Recognition

which provides generalization than only training for target speaker.

3.2.1 Dataset

For the work, the audio-visual corpus [3] created for speech perception and automatic

speech recognition studies was used. The corpus consists of audio and video recordings

of 1000 sentences spoken by each of 34 individual speakers in the English language. The

utterances are simple English phrases like ”place blue at C 3 again”. Each sentence

consists of a six-word sequence, as indicated in Table 3.2. Of the parts, three are color,

letter, and digits. For alphabets; Only multi-syllabic letter ”W” was omitted. Each

speaker spoke all combinations of the three keywords, making to a total of 1000 sentences

per speaker. The remaining part command, preposition, and adverb were ”fillers.” Filler

positions had four available options. Fillers were chosen to have some variation in contexts

for the neighboring keywords. Distinctive gross phonetic classes (nasal, vowel, fricative,

plosive, liquid) were used as the initial or final sounds of filler words in each position [3].

Table 3.2: Grid corpus dataset Sentence structure. Keywords are identified with *

command colour* preposition letter* digit* adverb

bin blue at A - Z 1 - 9, 0 (zero) again

lay green by W excluded now

place red in please

set white with soon

A total of 16 female and 18 male speakers contributed to the corpus. All the participants

spoke with British English accent. The audio corpus was collected using a Bruel & Kjaer

(B & K) type 4190 microphone. The corpus was available with a sampling rate of 25 kHz.

The dataset is organized as folders with names ”s1” to ”s34” indicating 34 speakers,

each folder has 100 recordings. The table 3.3 below shows the recordings and the gender

of the participants. This information will be further used to create the instantaneous

mixture for training the DNN’s.
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Table 3.3: Gender information of speakers in GRID Corpus dataset

Male Female

s1 s9 s19 s4 s20 s29

s2 s10 s26 s7 s21 s31

s3 s12 s27 s11 s22 s33

s5 s13 s28 s15 s23 s34

s6 s14 s30 s16 s24

s8 s17 s32 s18 s25

3.2.2 Dataset creation

The aim was to capture the speaker variation between the speaker and the interferer using

the model to estimate the speaker from an unseen mixture; For this purpose, a dataset

was created by mixing a single speaker (e.g., s1) with randomly selected speakers of the

opposite gender. Speaker s1 being male, 16 other female speakers are picker randomly for

dataset creation. The maximum number of mixtures possible is 16 speaker times 1000

utterances times 1000 utterance of s1. Each utterance is of two seconds long. To make

the data more realistic in case of a conservation scenario; the mixture is created by adding

both the utterances at varying amplitude level in the range of 0 to 10 dB. A total of 12

hours of data is created; ten hours of the dataset is for testing, 1 hour each dataset is for

validation and testing.

3.2.3 DNN Training

The DNN for the speaker separation is developed using Matlab® Deep Learning Toolbox

[27]. This toolbox ensured a quick way to prototype the network and train the network. It

provides tools necessary to see the training progress, configure various training parameters,

and built-in validation options.

The network has three fully connected layers, with an input image layer and regression

output layer Figure 3.5. The input layer is of the size 513 (frequency bins) x 7 (past

three frames + current frame + future three frames), each fully connected layer has 2048

size, the output layer has a size of 1026 (513 for spk1 + 513 for interfere). The network

is trained on mixture log magnitude spectrogram, and the target as the log magnitude

spectrogram of the desired speaker and the interfere respectively. The network is trained
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using an adaptive learning rate and Adaptive Moment Estimation (Adam) as in 3.5 to

3.9 as optimizer. Table 3.4 shows the audio analysis parameter and training parameters

used for the network.

Figure 3.5: Figure showing the DNN architecture used for speaker separation using GRID
corpus

Adam [28] algorithm uses running averages of both the gradients and the second mo-

ments of the gradients. In the following equations w(t) is the weights, L(t) is the Loss

function and t indexes the current training iteration.

The algorithms update is given by [28],

m(t+1)
w

← β1m
(t)
w

+ (1− β1)∇wL
(t) (3.5)

v(t+1)
w

← β2v
(t)
w

+ (1− β2)(∇wL
(t))2 (3.6)

m̂w =
m

(t+1)
w

1− (β1)t+1
(3.7)

v̂w =
v
(t+1)
w

1− (β2)t+1
(3.8)

w(t+1) ← w(t) − η
m̂w√
v̂w + ǫ

(3.9)

where ǫ is a tiny scalar to prevent division by 0, and β1 and β2 are the forgetting factors

for gradients and second moments of gradients.
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Table 3.4: Parameters used for Training & Validation

Parameter Name value

Sampling Frequency 16 kHz

Analysis Window 1024 samples (64 ms)

Hop size 512 samples (32 ms)

Number of Features 513 bins

Number of Segments 7

Layer Size 2048

Batch Size 1000 frames with context

Maximum Epoch 50

Optimizer Adam

Learning Rate 1e-4 (decreasing 10 % after every 2 epoch)

Batch Creation Randomize every epoch

Validation Frequency Every Epoch

Early Stopping after 10 epoch (validation loss does not reduce)

The network took approx 30 minutes to train. Figure 3.6 shows the training progress.
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Figure 3.6: Figure shows the training and validation error on top and the corresponding
loss at the bottom. The alternate white and grey shades indicates each epochs

3.2.4 Testing & Observations

The testing of the model was done using an hour of utterance from the dataset previ-

ously created in section 3.2.2. From the log magnitude spectrogram output, the phase

information is added to the utterance by using the phase information recovered from the

corresponding mixture files. The separation performance were evaluated using several

measures like source to distortion ratio(SDR), sources to interference’s ratio(SIR), and

sources to artifacts ratio (SAR) [25] shown in Figure 3.7, short-time objective intelli-

gibility (STOI) [29] which assumed to be correlated to speech intelligibility, perceptual

evaluation of speech quality (PESQ) [30] shown in Figure 3.8 with a high correlation to

subjective scores and the corresponding recognition accuracy.
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Chapter 4

Summary of Results

The work mainly concentrated on studying the speech enhancement and speaker separa-

tion problem from speaker mixture. Speech enhancement results were promising based

on the objective measures obtained using simulated speech conditions. On real recording

due to the unavailability of degraded data,; the improvement shown were minimal. GRID

corpus dataset was used to create the mixture, and the DNN’s were trained using mul-

tiple datasets and parameters. The speaker separation results showed promising results

on GRID corpus datasets, which is a limited vocabulary dataset. The intelligibility score

and other objective measures were indicating improved WER’s. The WER obtained using

the ASpIRE Chain Model showed excellent results for the target speaker. The WER im-

proved by 74 %. The network architecture was able to successfully capture the variation

of the speaker in a small vocabulary dataset.
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Chapter 5

Future Work

Architectures of DNN’s like Convolutional Network and Generative Adversarial Networks

need to be explored to get reliable results for real-world data. The training needs to be

done on a larger dataset to enable better modeling of the parameters required for the

problem. For improving the performance of the system, speaker-specific cues like pitch

could be augmented as features during training. The use of i-vectors/ x-vectors can also

be incorporated into the dataset for training. Another feature vector like Mel Frequency

Cepstral Coefficients (MFCC) can also be added as input features for the model to improve

its performance. The single channel based model can be extended to amalgamate multi-

channel recordings; which should improve the performance as the network would utilize

the spatial information also to localize and separate the speaker.
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tion using deep convolutional neural networks,” in International conference on latent

variable analysis and signal separation. Springer, 2017, pp. 258–266.
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