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Abstract

Reverberation corrupts speech recorded using distant microphones, resulting in poor speech intelligibility. We propose a single-channel, supervised non-negative matrix factorization (NMF) based dereverberation method, in contrast to the convolutive NMF (CNMF) based methods in literature. Recent supervised approaches use a CNMF model for reverberation and a NMF model for clean speech spectrogram to obtain enhanced speech by directly estimating the clean speech activations. In the proposed method, with a separability assumption on the room impulse response (RIR) spectrogram, the reverber speech can be decomposed into bases and activations using conventional NMF. Using these reverb activations, the clean speech activations are estimated to obtain enhanced speech. The proposed model (i) helps in imposing meaningful constraints on the RIR in both frequency- and time-domains to achieve improved enhancement (ii) helps to build a framework that can include a NMF model for noise. (iii) gives a better interpretation of the effects of reverberation in the NMF context. We evaluate and compare the enhancement performance of the algorithm on reverberant speech recorded using TIMIT utterances and REVERB challenge RIRs. The proposed method performs better than existing C-NMF based methods in objective measures, such as cepstral distance (CD) and speech-to-reverberation modulation energy ratio (SRMR).
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1. Introduction

In many real-world applications such as smart homes, robots, conference meetings, and voice-controlled personal assistants, speech recordings are done using microphones placed few meters away from the source. Such distant speech recordings (DSRs) are severely affected by reverberation and background noise [1]. This degrades speech intelligibility and performance of automatic speech recognition performance (ASR) systems. Speech enhancement helps in improving speech intelligibility and can be used as a pre-processing step for improving ASR [2]. The effects of reverberation depend on the properties of speech and room impulse response (RIR). Speech dereverberation can be done using single- or multi-channel data depending on the application of interest. In this work, we address single-channel dereverberation in the DSR scenario.

Dereverberation methods proposed in the literature include reverberation cancellation methods, blind deconvolution based methods, and reverberation suppression methods such as spectral subtraction, linear prediction (LP) and non-negative matrix factorization (NMF) based methods [1]. The earliest work on NMF based dereverberation [3] uses a convolutive NMF (referred as C-NMF) model for the reverb spectrogram. Since then many modifications to this have been proposed both in single-channel [4, 5, 6, 7, 8] and multi-channel scenario [9]. In [8] the C-NMF model is shown as a special case of NMF decomposition. The C-NMF model for speech dereverberation was improved by additionally incorporating a NMF model for clean speech [5, 6]. Various supervised approaches to handle reverberation in noisy environments have also been proposed [7, 10, 11]. Different regularization on RIRs in single-channel [11, 12] and multi-channel [13] scenario have been proposed leading to better speech enhancement. In contrast to these methods that use C-NMF for dereverberation, we propose a NMF model for reverberation. The model uses magnitude spectrogram of the reverb speech and learned clean speech bases to estimate the enhanced speech. Such an approach will allow us to incorporate meaningful constraints in the frequency- and time-domain. This leads to a better speech enhancement, as it has direct control over the estimates of clean speech activations and better RIR estimates. Another advantage of such a model is that it can be easily extended to handle additive noise making it suitable for a noisy reverberant scenario.

2. NMF based dereverberation

Reverberated speech $y(t)$ recorded at a microphone is expressed as the convolution of clean speech $s(t)$ and the RIR $h(t)$ [1]. In the absence of noise, speech degradation due to reverberation can be modeled in the magnitude spectrogram domain by utilizing the modulation transfer function (MTF) model for reverberation [3]. According to the MTF model, the magnitude envelope for each subband of reverberant speech magnitude spectrogram ($Y$) can be approximated as the convolution of the corresponding subband magnitude envelopes of the RIR ($H$) and the clean speech ($S$) spectrograms [4]. Accordingly,

$$Y(k, n) \approx H(k, n) *_n S(k, n) = \sum_{l=0}^{L_n-1} H(k, l) S(k, n - l),$$

where $Y(k, n)$, $H(k, n)$ and $S(k, n)$ represent the $(n,k)$-th element of $Y$, $H$ and $S$, respectively, $L_n$ represents the number of frames used to represent the RIR spectrogram $H$ and $*_n$ represents convolution across frame index. The model in (1) can be viewed as a convolutive NMF (C-NMF) decomposition where $H$ and $S$ can be obtained using multiplicative updates [3].

The speech enhancement results using the model in (1) were improved by incorporating a NMF model for the magnitude spectrogram of clean speech [5, 6]. They exploit the low-rank nature of clean speech spectrogram by having a NMF decomposition on clean speech spectrogram $S(k, n)$ as,

$$S(k, n) \approx \sum_{r=1}^{R} W_s(r, k) X_s(r, n),$$

where $W_s(k, r)$, $X_s(r, n)$ are elements of the bases, activations
and $R$ is the rank of the decomposition. Using (2) in (1),

$$Y(k, n) \approx \sum_{l=0}^{L_s-1} H(k, l) \left( \sum_{r=1}^{R} W_s(r, k) X_s(r, n - l) \right). \quad (3)$$

From (3), enhanced speech is obtained by solving for $H(k, l)$, $W_s(r, k)$ and $X_s(r, n)$ iteratively. This method will be referred to as C-NMF+5:NMF. In [5, 6], several approaches to obtain bases are experimented with. In online (unsupervised) methods, the bases are learned from the reverberant speech. In offline (supervised) methods, the bases are learned from clean speech utterances. The proposed approach uses supervised bases, so we use the offline method as a baseline for comparison. The joint speech dereverberation and denoising methods using C-NMF model [7, 10, 11] are not compared as they use exemplar bases, which require a large number of bases when compared to learned bases to represent clean speech.

### 2.1. Proposed non-convolutive NMF model

We propose a method to perform dereverberation by representing the reverb spectrogram using a non-convolutive NMF as,

$$\tilde{Y} = \mathbf{W}_R \mathbf{X}_R,$$

where $\mathbf{W}_R$ and $\mathbf{X}_R$ represent the bases and activation of this decomposition. This model is made possible by having a separability assumption on the RIR spectrogram $H(n, k) = H_1(k)H_2(n)$. This approximation is based on the following observations. Firstly, the RIR magnitude spectrum across frequencies for different frames is similar and has a decaying structure across time as is observed in literature [16]. Secondly, the subband magnitudes of the RIR for different frequencies decay with time. The rate of decay with time for different subband is assumed to be same. Combining these observations, a simplifying model is to write $H(n, k)$ as having a frequency envelope $H_1(k)$ with a gain $H_2(n)$ for different frames. With this, we have

$$\tilde{Y}(k, n) = \sum_{l=0}^{L_h-1} H_1(k)H_2(l) \sum_{r=1}^{R} W_s(r, k) X_s(r, n - l)$$

$$= \sum_{r=1}^{R} W_s(r, k) H_1(k) \sum_{l=0}^{L_h-1} H_2(n) X_s(r, n - l)$$

$$X_R(r, n) \quad (4)$$

where, $\tilde{Y}(i, j)$, $W_s(i, j)$, and $X_R(i, j)$ are the $(i, j)$-th element of $\tilde{Y}$, $\mathbf{W}_R$ and $\mathbf{X}_R$, respectively. Equation (4) is a NMF decomposition with rank $R$ of the reverb spectrogram. The set of bases and activations obtained from this decomposition is related to clean speech bases and activations. The reverb bases ($W_s(r, k) = W_s(k, r)H_1(k)$) are the clean speech bases $W_s(k, r)$ modified by the frequency envelope of the RIR spectrogram $H_1(k)$. The reverb activations are obtained as the convolution of clean speech activations with the time-dependent envelope of the RIR ($X_R(r, n) = X_s(r, n) * n H_2(n)$). Estimation of these parameters is done in two steps. In the first step, with the knowledge of learned speech bases, $H_1(k)$ and reverb activations are learned from the reverb spectrogram. Generalized Kullback-Leibler (KL) divergence is used as the distance measure in the first stage as this is related to speech [5]. The NMF cost function (C) is given as,

$$C = \sum_{n,k} \left[ Y(k, n) \ln \left( \frac{Y(k, n)}{\tilde{Y}(k, n)} \right) - Y(k, n) + \tilde{Y}(k, n) \right] \quad (5)$$

Multiplicative update rules are obtained for $H_1(k)$ and $X_R(r, n)$ using the cost function in (5). The updates obtained are,

$$H_1(k) \leftarrow H_1(k) \frac{\sum_{r=1}^{R} Y(k, n) W_s(r, k) X_R(r, n)}{\sum_{r=1}^{R} W_s(r, k) X_R(r, n)},$$

$$X_R(r, n) \leftarrow X_R(r, n) \frac{\sum_{k=1}^{K} H_1(k) W_s(k, r)}{\sum_{k=1}^{K} H_1(k) W_s(k, r)} \quad (6)$$

In the second stage, clean activations are learned from reverb activations. The second stage uses Euclidean distance as the distance measure to estimate clean activations from reverb activations, since the estimated parameters are no longer related to speech as in (5) and can be viewed as a general signal. The NMF cost function in this case is defined as,

$$C_1 = \sum_{r,n} \left( X_R(r, n) - H_2(n) \ast n X_s(r, n) \right)^2 \quad (7)$$

Simultaneous estimation of $X_s(r, n)$ and $H_2(n)$ from $X_R(r, n)$ leads to the trivial solution of $X_s(r, n) = X_s(r, n) \ast n H_2(n)$ and $H_2(n)$ being an impulse. To get a meaningful solution, $H_2(n)$ is initialized using prior knowledge of room and source-microphone distance in the RIR structure (Sec 4.1.3 in [2]). The update for $X_s(r, n)$ is given by,

$$X_s(r, n) \leftarrow X_s(r, n) \frac{\sum_{n=1}^{N} X_R(r, n) H_2(n - p)}{\sum_{n=1}^{N} X_R(r, n) H_2(n - p)} \quad (8)$$

where, $X_R(r, n)$ is the estimated reverb activation ($X_R(r, n) = X_s(r, n) \ast n H_2(n)$). The clean speech spectrogram can be estimated as $\hat{S}(k, n) = G(k, n)Y(k, n)$, where the gain function $G(k, n)$ is written as,

$$G(k, n) = \sum_{r=1}^{R} W_s(k, r) X_s(r, n)$$

$$Y(n, k) \quad (9)$$

The proposed reverberation model using NMF will be referred to as R-NMF.

We now justify the proposed model using an illustrative example, considering a reverberated TIMIT utterance obtained using a RIR with $T_{60} \approx 700$ ms and source-microphone distance (d) of 0.5 m. Using the first step, one can see that the reverb bases $W_R(k, r)$ are indeed the clean speech bases $W_s(k, r)$ actuated upon by the frequency envelope of the RIR $H_1(k)$. The estimated frequency envelope of the RIR obtained using the proposed model is compared with the true frequency envelope $H_{\text{true}}(k)$ in Figure 1. $H_{\text{true}}(k)$ is obtained as the average value of normalized frequency spectrum for the three frames of RIR spectrogram with maximum energy. From the figure, it is clear that for most frequencies, the estimated $H_1(k)$ is very close to $H_{\text{true}}(k)$. A similar behavior was observed for other RIRs.

The second step of the proposed approach can be justified by showing that the clean speech activations can be obtained from a deconvolution of the reverb activations and $H_2(k)$. Figure 2 compares the activations obtained using the different NMF models for a specific basis, which is obtained from the NMF decomposition of the reverberated utterance. The clean speech activations (shown in Figure 2(a)) spread due to the effect of reverberation as is shown in Figure 2(b). Dereverberation using the proposed approach helps in reducing this effect. This is evident from the activations estimated using the R-NMF method.
as shown in Figure 2(d). The C-NMF+NMF method (shown in Figure 2(c)) was unable to completely recover the clean activations in this case. In our experiments, it was observed that the R-NMF consistently obtained the clean activations, whereas the C-NMF+NMF was not consistent. The overall enhancement obtained using the R-NMF and C-NMF+NMF is in Figure 3 by comparing the enhanced spectrograms with the clean and reverb spectrograms. It can be seen that the R-NMF was more effective in removing the artifacts caused due to reverberation. This is clearly visible in the silence regions as indicated by the red boxes.

2.2. Proposed model for reverberation and noise

One of the advantages of having the NMF model for reverberation as proposed in (4) is that it can be easily extended to include a NMF model for additive noise. The time-domain degraded speech can be represented as $y_d(t) = y(t) + z(t)$. The corresponding magnitude spectrogram $Y_d$ can be approximated as the sum of reverberation spectrogram $Y$ and noise spectrogram $Z$ [7, 10, 18]. Further, the noise spectrogram can also be decomposed using a NMF model ($Z = W_nX_n$) [19]. Hence, 

$$
\hat{Y}_d(k, n) = \hat{Y}(k, n) + Z(k, n),
$$

where $Z(k, n) = \sum_{r=1}^{R_n} W_n(k, r)X_n(r, n)$. (10)

$\hat{Y}_d(k, n), Z(k, n)$ represent the $(k, n)$-th element of $\hat{Y}_d, Z$, respectively, with $W_n(k, r)$ and $X_n(r, n)$ representing the bases and activations for the noise spectrogram and $R_n$, the rank of NMF decomposition for $Z$. The model in (10) can be written as,

$$
\hat{Y}_d = W_RX_R + W_nX_n = [W_R][X_R^T X_n]^T
$$

(12)

The bases for the decomposition are the combined bases of reverb and noise spectrograms. The reverb basis $W_R(k, r)$ depends on clean speech basis $W_s(k, r)$ as $W_R(k, r) = W_s(k, r)H_1(k)$. Activations for the decomposition in (12) are the combined activations of reverberation and noise activations. The parameters $H_1(k)$, $X_R$ and $X_n$ are estimated using multiplicative update rules for the cost function, similar to (5), except that $Y(n, k)$ and $Z(n, k)$ is replaced by $Y_d(n, k)$ and $\hat{Y}_d(n, k)$. The update rules for $H_1(k)$ and $X_R$ are similar to the updates in equation (6), except that $Y(k, n)$ and $\hat{Y}(k, n)$ are replaced by $Y_d(k, n)$ and $\hat{Y}_d(k, n)$, respectively. Update of $X_n$ is obtained as,

$$
X_n(n, r) \leftarrow X_n(n, r) \frac{\sum_k \frac{Y_d(k, n)}{\hat{Y}_d(k, n)}W_n(k, r)}{\sum_k W_n(k, r)}
$$

(13)

We will refer to this model as R-NMF+NMF.

3. Results

The performance of the algorithms in Sec. 2 was compared using speech enhancement measures. As mentioned earlier, we do not consider [7, 10, 11] as these are exemplar based methods.

3.1. Dataset and experiments

The speech enhancement performance was assessed using a subset of 16 speakers, with ten utterances per speaker from the TIMIT database [20]. One utterance spoken by each speaker...
was used for testing. For the NMF representation, 100 speaker specific clean speech bases were learned from 9 utterances different from the one used in testing of that speaker. Four measured RIRs from the REVERB challenge [2] were used for the evaluation. The RIRs correspond to two different rooms and two different source-microphone distances: near (0.5 m) and far (2 m) in each room. RIR1 and RIR2 correspond to near and far RIR recordings in the room with $T_{60} \approx 600$ ms. RIR3 and RIR4 correspond to near and far RIR recordings for the room with $T_{60} \approx 700$ ms. Each test sentence was convolved with these RIRs to obtain a total of 64 reverberated recordings. Stationary noise available from REVERB challenge [2] or non-stationary noise (factory noise) from [21] was added to the reverberant signals. Non-stationary noise bases were learned from these noise recordings.

The magnitude spectrogram of the 64 reverberant signals was obtained using a 64 ms window with a hop-size of 16 ms. The square root of Hanning window was used in analysis and synthesis. $L_h$ in (1) was experimentally fixed as 40. $H_k$ was initialized to 1 for all $k$. $X_R$ and $X_n$ were initialized to random values. With the knowledge of RIR, $H_k(n)$ was obtained as the average of $H(n, k)$ for different subbands. Each subband is normalized to have a maximum value 1. The enhanced speech is reconstructed using original noisy phase. The improvement in speech enhancement task was compared using the objective measures of CD and SRMR. The improvement in speech enhancement task was compared using the objective measures of CD and SRMR. The improvement in speech enhancement task was compared using the objective measures of CD and SRMR.

### 3.2. Speech enhancement using the proposed methods

The performance of the proposed algorithms was compared to the C-NMF+NMF method, for the various reverberation conditions with stationary or non-stationary noise added at different SNRs. For want of space, we do not include the results for 20 dB noise where all the methods behave similarly, with R-NMF+NMF performing slightly better. Table 1 provides objective measures for the degraded speech with a stationary noise at 10 dB SNR and the enhanced speech obtained using the various methods. It can be seen that R-NMF enhanced speech shows improvement in all the objective measures. Considering SRMR, the performance of C-NMF+NMF and R-NMF methods are comparable. However, R-NMF leads to improvements in CD, whereas C-NMF+NMF results in poor CD. The R-NMF+NMF provides significantly better improvements in both the measures when compared to C-NMF+NMF.

Table 2 compares the enhancement results obtained using the proposed methods when non-stationary (factory) noise is added at 10 dB SNR. It can be seen that the R-NMF method performs relatively better compared to C-NMF+NMF. Here too the proposed R-NMF+NMF based enhancement significantly improved the performance, as is evident from the CD and SRMR improvements.

In the presence of noise, the enhancement performance of C-NMF+NMF and R-NMF are comparable, which is expected as there is no explicit model for noise. But, this also shows that the proposed non-convolutive NMF model for dereverberation is equivalent to existing C-NMF model.

### 4. Discussion and Summary

The proposed R-NMF and R-NMF+NMF methods model reverberation using a non-convolutive NMF model. Assuming a NMF model for noise, R-NMF+NMF method jointly handles noise and reverberation. Such a method provides improved speech enhancement compared to a C-NMF model that does not handle noise. Further, the enhancement results for R-NMF demonstrates the effectiveness of using a NMF model to perform dereverberation. This leads to simple updates and less computational complexity. In addition, using the proposed model we also showed a convincing interpretation of the effects of reverberation on the clean speech activations. The NMF based methods proposed here used learned bases for each speaker. As part of future work, we will look at incorporating speaker independent and exemplar bases. The improvements in CD and SRMR indicate that the proposed method will lead to improved single-channel ASR systems for reverberant and noisy conditions.
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