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Abstract

Licensed but unutilized television (TV) band spectrum is called as TV White Space in

the literature. Ultra high frequency (UHF) TV band spectrum has very good wireless

radio propagation characteristics. Even though research issues related to TV White

Spaces started emerging only after the FCC regulations in 2009, several issues have

been identified and studied extensively in literature. These research problems range

right from estimating the available White Space in TV band and proposing ideas for

interference avoidance to predicting the use cases of TV White Space operations and

proposing solutions for the same. Most of the research pertaining to TV White Spaces

started from United States, Japan and European countries. In this report, some key

questions regarding TV White Space operations in India have been raised and some

solutions have been offered.

We first look at the global TV White Space usage scenario. Regulations and quan-

titative analysis of TV White Space in different countries have been studied. TV band

utilization in India is, however, much different and interesting as compared to that in

other countries. Owing to the presence of a single TV broadcaster in India, much of the

TV band remains underutilized. This calls for applications different from those being

studied in other countries. We look at one such application in detail — affordable pro-

vision of broadband services using backhaul in TV White Space, especially in the rural
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areas. To demonstrate this idea, a pilot test-bed has been proposed and implemented

in seven villages of the Palghar district in Maharashtra state. The implementation and

planning details of the pilot test-bed have been detailed in this report.

The hardware and the software architecture of the test-bed has been discussed in de-

tail. First, we discuss the UHF TV band hardware prototype developed for the test-bed

deployment. We use standard IEEE 802.11g WiFi radio cards with frequency downcon-

verters for sub-GHz operations. The open source ath5k WiFi drivers have been modified

as per our requirement. The prototype has been configured to operate as per the require-

ments and restrictions of the pilot test-bed.

Next, we describe the software architecture of the pilot test-bed, and develop a system

for the operation of our prototype as per the software architecture. Throughout TV White

Space literature, geo-location databases have been used for the protection of the terrestrial

TV broadcast receivers. We propose the use of a geolocation database for coexistence of

TV White Space devices, in addition to the protection of TV receivers. To the best of

our knowledge, an active online database of TV transmitters does not exist for India. We

present the development of the first TVWS database for India and release the database

for public access. A standardized protocol to access the TV White Space database is

implemented on our hardware prototype. The source code of our implementation has

been released under the GNU general public license version 2.0.

Finally, we present some preliminary experiment results performed in the pilot test-

bed. These preliminary results show the superior characteristics of the UHF TV band

signal in terms of larger propagation distances and Non Line-of-Sight operations. In

addition to these throughout measurements, high speed Internet access has been made

available to villagers across 3 villages, where Internet connectivity was otherwise non-

ii



existent. Villagers are able to access Internet through WiFi hotspots and information

kiosks at data rates in excess of 10 Mbps.
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Chapter 1

Introduction

1.1 Present Status of Broadband in India

India has seen rapid growth in the number of wireless and wireline telephone subscribers in

the last few years. The total tele-density (defined as the number of telephone connections

per every 100 individuals) of India has grown from 1.3 in the year 1996 to 78.16 in January,

2015 [1, 2]. The number of wireless and wireline subscribers in India in September 2014

were 957.61 million [3]. However, in the same year, the number of broadband subscribers

in India were merely 254.40 million. This indicates a significant difference in access to

the telephone and broadband services.

In order to proliferate broadband services in India, the Government of India, in its

National Telecom Policy (NTP) 2012 [4] has set one of the objectives as “to provide

affordable and reliable broadband-on-demand by the year 2015 and 600 million broadband

connections by the year 2020 at minimum 2 Mbps download speed and making available

higher speeds of at least 100 Mbps on demand”.

1.1.1 Rural Broadband Challenges in India

Presently, there are large areas in India where Internet access is slow or even non-existent.

This is particularly true in rural areas, where sparse populations and irregular landscapes

(water bodies, mountains etc.) often make it difficult or expensive to roll out high-speed

Internet connections. Settlements in the rural areas are often situated several kilometers

away from the nearest location with access to high speed Internet. Even in the case of

wireless technologies, the sparse distribution of homes in the rural areas makes it difficult
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2 CHAPTER 1. INTRODUCTION

for wireless signals to propagate in every home [5].

1.1.2 National Optical Fiber Network Plan

There are about 6, 40, 000 villages in India and these are administered by about 2, 50, 000

gram panchayats. Presently, access to high-speed Internet through optical fiber is avail-

able only at the district headquarter and block panchayat levels. (Several gram pan-

chayats are administered by a block panchayat. There are about 6400 block panchayats

in India [1]). The Government of India launched the National Optical Fiber Network

(NOFN) [6] plan in order to extend the connectivity from the block panchayat level to

the 2, 50, 000 gram panchayats in the country. The current test-beds for NOFN provide

access to high-speed broadband at 100 Mbps at each gram panchayat. The complete

NOFN projects requires 5, 00, 000 kilometers of incremental fiber to be laid with an esti-

mated cost of about INR 20, 000 crores (approximate USD 4 billion).

1.1.3 Middle Mile/ Last Mile Problem

The objective of NOFN is to provide connectivity upto the gram panchayat level. Thus,

after the completion of the NOFN project, optical-fiber connectivity would not reach ev-

ery village in the country. However, a large portion of the Indian population lives in small

habitat clusters away from the gram panchayats. There are more than 7 Lakh habitation

clusters having a population of less than 500. The minimum distance separating any two

clusters is more than 2 kilometers [4].

Laying fibers from gram panchayats to all the surrounding habitat clusters is infeasible

considering the high cost and difficult terrain conditions.

Considering these issues, an economic solution to connect the gram panchayats to the

surrounding habitat clusters is to establish wireless links between these distant locations.

This can be addressed using a mesh based last-mile or middle-mile network. The middle-

mile backhaul network can be a multi-hop wireless mesh network that is capable of

providing coverage within a radius of one to five kilometers to enable seamless connectivity

from the access network such as WiFi Zones/Access points to a backhaul point such as

an NOFN node at the gram panchayat.
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Figure 1.1: Number of Habitat clusters in India and share of population

1.2 TV White Space - A Potential Solution to the

Rural Broadband Problem

Recent studies on the utilization of different frequency bands have shown that in most

frequency bands, large portions of the wireless spectrum is heavily under-utilized [7, 8, 9].

Among the under-utilized portions of the spectrum, of particular interest are the Low

and High Very High Frequency (VHF) bands (54−88 MHz and 174−216 MHz) and Low

Ultra High Frequency (UHF) band (470− 698 MHz), specifically owing to their superior

propagation characteristics.

The unused portions of TV band spectrum are termed as TV white space. More

formally, as per the ITU Report “Digital Dividend: Insights for Spectrum Decisions” [10],

TV White Spaces are “portions of spectrum left unused by broadcasting, also referred to

as interleaved spectrum”. Widely, TV White Space are also referred to as those currently

unoccupied portions of spectrum in the terrestrial television frequency bands in the VHF

and UHF TV spectrum.

The Federal Communication Commission (FCC) realized the potential of the under-

utilized TV spectrum and issued a Research & Order (R&O) document on the unlicensed

use of TV White Spaces in November 2008 [11]. Several other countries such as United

Kingdom and Singapore have followed suit and worked towards unlicensed usage of the

under-utilized spectrum.



4 CHAPTER 1. INTRODUCTION

1.2.1 Primary and Secondary Users

In the context of TV White Space usage, the users or services that have been allocated

the spectrum via auction (or other mechanism) by the regulator are termed as primary

users. The users who can transmit in these frequency bands when the band is not used by

the primary are called secondary users. Figure 1.2 presents a brief idea of the existence

of white spaces in between the primary user coverage areas [12].

Figure 1.2: The concept of TV White Space. Adopted from [12]

Although large portions of the TV spectrum remains under-utilized, the actual unuti-

lized spectrum available varies significantly spatially as well as temporally. There are

several studies in the literature that focus on how much bandwidth can be freed up and

how much capacity can be achieved using the TV white spaces [13], [14]. These calcula-

tions take into consideration the random behavior of the primary transmitters and also

their geo-spatial locations. Some studies also take into consideration the population and

its distribution close to the primary transmitter. This gives a more realistic picture since

the number of TV transmitters in densely populated areas is generally high leading to

lesser white space.

1.2.2 TV White Spaces and Rural Broadband

The UHF TV band (470 − 806 MHz) has good propagation and building penetration

characteristics. This potentially makes the TV White Spaces ideal for use in rural broad-

band applications, where transmission links may be several kilometers in length and may

involve challenging terrain such as hills, foliage, and water.
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Organization1: In this thesis, we first briefly study the TV White Space regulations

in different parts of the world (Chapter 2). Our objective is to understand the TV White

Space scenario in the Indian context. We study the current TV band utilization in India,

specifically in the UHF TV band, and examine the feasibility of a potential use case -

provisioning affordable rural broadband services through backhauling in TV band, from

the Indian perspective. In Chapter 3, we propose an architecture for TV White Space

based network operations in India. We describe in detail a possible hardware and software

architecture for such TV White Space operations. This involves identification and suitable

configuration of a UHF TV band radio prototype developed as a part of this thesis. We

also describe the creation a geo-location database for India, and the implementation

of a standardized protocol - Protocol to Access White Space (PAWS) on the hardware

prototype. In order to demonstrate our proposed solution and architecture for a TV

White Space backhaul based network, we propose a pilot test-bed in a rural area in

India. The steps taken in the planning and deployment of the pilot test-bed are detailed in

Chapter 4. We also discuss some preliminary experiment results in this chapter. Finally,

we discuss some possible future extensions of this work and give concluding remarks in

Chapter 5.

1Chapters 2 and 3 are a part of joint work with my colleague Sudesh Singhal.



Chapter 2

TV White Space Around the World

2.1 TV White Space in United States

2.1.1 Regulations

The first regulations for the use of TV White Space were laid down by the Federal

Communications Commission (FCC) in the United States of America (USA). As per the

rules set by the FCC for the operation of secondary devices in the TV White Space [15],

devices operating in the underutilzed portions of TV spectrum were termed TV Band

Devices (TVBDs). The primary objective of the FCC while formulating the rules for

TVBD operations is to protect the interests of the licensed services. With this in view, the

FCC categorizes the TVBDs into two classes, fixed and personal/portable (see Figure 2.1).

The personal/portable devices have been further classified into Mode I and Mode II

devices. The fixed devices, under no circumstances, are allowed to transmit beyond 36

dBm (30 dBm Power plus 6 dBi antenna gain). The portable devices, on the other hand,

are not allowed any antenna gain, and are not to exceed the transmission power of 20

dBm. The fixed devices have a specified limit on height above average terrain (HAAT).

This HAAT varies from place to place and all fixed devices are expected to adhere to this

limit and the HAAT be below 30 metres at any given place.

In addition to these constraints, the secondary devices must ensure that they do not

get ‘too close’ to the primary receivers. As studied in [16], the FCC regulations provide

a certain ‘protected radius (rp)’. The protected radius is a parameter of each TV trans-

mitter and it indicates the minimum distance from the transmitter upto which the signal

6
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Figure 2.1: Categorization of secondary TV band devices by FCC. Adapted from [16]

transmitted by the transmitter is successfully decoded by the TV receiver. In addition

to rp, the secondary transmitters must maintain an additional (rn - rp) distance from the

protected radius. This additional distance is to ensure that no TV receiver at the bound-

ary of the protected radius experiences any interference from the secondary transmitters.

These precautions need to be taken on co-channel as well as the adjacent channel. Typical

values of (rn - rp) range from 6.0 kilometers to 14.4 kilometers for co-channel operation

and 0.1 kilometers to 0.74 kilometers for adjacent channel operation [17]. Figure 2.2

shows the protected radius rp and the ‘separation distance’ (rn - rp) as measured from

the TV tower.

Figure 2.2: Protected radius and the separation distance.
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An important task to be performed by the cognitive-capable secondary device is to

detect the presence of primary transmitters in its vicinity. Several mechanisms have

proposed to this effect till date, and at present the two most important mechanisms are

the use of geolocation database and spectrum-sensing.

2.1.2 Spectrum Sensing

The presence of primary devices can be detected through spectrum sensing. Under this

mechanism, every secondary transmitter has to sense the spectrum to ascertain the ab-

sence of primary devices in the channel. The secondary device can use the channel only if

there is no transmission from the primary transmitter on a particular channel. The FCC

declared a threshold of −114 dBm to decide if a channel is occupied by a primary user.

Thus, any signal with power level greater than −114 dBm would indicate the presence of

a primary device in the band. This threshold of −114 dBm has, however, been considered

too conservative [20]. Moreover, it is possible that during the sensing instant, the channel

experiences a deep fade event and the primary signal may not get detected. This makes

it necessary to develop a reliable technique for detecting the presence of primary services

in the band. However, spectrum sensing solution has not been discarded as a potential

solution for detecting primary services and it is generally proposed as a supplementary

solution along with geo-location databases.

Some techniques for spectrum sensing include the following

• energy detection [21, 22],

• matched filtering [23, 24],

• covariance based detection [25, 26], and

• cyclostationary detection [27, 28].

Different spectrum sensing techniques, and their efficiency in detecting TV band sig-

nals have been described in [29].

2.1.3 Geolocation Databases

A more widely used technique for the detection of primary services is the use of geolocation

databases. In order to protect the primary services, the TVBDs need to determine
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their location (with sufficient precision) using Global Positioning System (GPS) or other

suitable mechanism and then consult a ‘geo-location’ database [20] to determine the set

of frequencies available at their location. In response, the database provides a list of

channels that can be used by the secondary device to transmit. TVBDs are not allowed

to transmit until they have obtained from the database, a list of channels (if any) that

are available at its location. The database also (optionally) provides the transmitting

power and the HAAT of the secondary device.

Database services are provided by private operators in the USA. Presently Spectrum

Bridge and iConectiv are the most widely used database services in the USA. Figure 2.3

shows a snapshot of the list of available channels at Scott, PA as taken from the Telcordia

(now iConectiv) TV White Space database.

Figure 2.3: Telcordia (now iConectiv) TV White Space database. [30]

2.1.4 Beacon

Besides Spectrum sensing and geolocation databases, there have are a few solutions pro-

posed for detecting the presence of a primary device in the vicinity of the secondary

transmitter, although these solutions are not widely used. One such technique is the use

of beacons. Beacons are signals which can be used to indicate that particular channels

are either in use by protected services or vacant. The use of beacons can ease the perfor-

mance requirements on devices that use spectrum sensing, by increasing the likelihood

of detection at higher threshold values. The beacon used could be an enabling beacon
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or a disabling beacon. The enabling beacon, if received by the secondary device, would

indicate that the particular channel can be used by the secondary device. In contrast,

the disabling beacon would indicate that a primary device is using the particular channel

and the secondary device would be forbidden to use the channel for its operation. The

use of beacon signals have not received significant attention as compared to spectrum

sensing or geolocation database approach, but can be used as a potential solution to the

primary detection problem.

2.1.5 Availability of TV White Space in United States

To quantify the amount of white space available and the capacity that can be achieved

using these white spaces several studies have been carried out in USA [13], [14]. We look

at the approach followed in [14]. The study assumes that all the TV transmitters in the

FCC high power database and master low power database are transmitting. The analysis

considers only fixed devices and assumes them to be operating in TV channels 2 (54− 60

MHz), 5− 36 (76− 88 MHz, 174− 216 MHz and 470− 608 MHz) and 38− 51 (614− 698

MHz). It takes into consideration the population data available from the US census and

assumes the population to be distributed uniformly across each zip-code polygon.

Some of the main results presented in [14] show that in the lower UHF channels

(channels 14-51), approximately 15 channels are available per person for secondary appli-

cations. However, if we consider adjacent channel constraints, the available channels per

person drop to approximately 5 channels. The complementary cumulative distribution

function (CCDF) of the number of channels recovered by different methods is shown in

Figure 2.4, which shows that the TV White Space area recovered using the −114 dBm

sensing threshold is significantly lesser than the actual TV White Space available.

2.2 TV White Space in United Kingdom

2.2.1 Regulations

Following the FCC’s regulations on TV White Spaces, Ofcom (regulator in UK) in 2007

released the Digital Dividend Review (DDR) Statement [31]. The UK Government de-

cided to cease the operation of analog TV transmitters in 2012. This allowed the Digital
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(a) Available TV channels without adjacent

channel considerations

(b) Available TV channels with adjacent chan-

nel considerations

Figure 2.4: CCDF of number of TV channels available as white space in USA using

different methods. Adopted from [14]

TV Transmitters (DTT) to cover as much of the country as was due to the Analog TV

transmitters. This changeover had two major consequences. Firstly, the number and

range of services provided via terrestrial TV in UK increased significantly, and secondly,

a large amount of spectrum became available. This was termed as Digital Dividend and

could be usable for other services on a licensed or unlicensed basis. The DDR document

proposes to allow license exempt use of interleaved spectrum for cognitive devices. In

the review, Ofcom also stated ‘We see significant scope for cognitive equipments using

interleaved spectrum to emerge and to benefit from international economics of scale’.

Figure 2.5 shows the channels retained by the Ofcom for Digital broadcasting and those

released by Digital Dividend.

In 2009, Ofcom released a new consultation paper on license-exempting cognitive

devices using interleaved spectrum [32]. Ofcom suggests the use of geo-location databases,

sensing and beacon signals for detecting the presence of and avoiding interference to the

primary device. The secondary devices are to either solely rely on spectrum sensing, or

make use of geolocation databases or a combination of these. The bandwidth of each

TV channel in United Kingdom is 8 MHz. Ofcom has set certain rules that need to

be followed by the secondary devices while using TV White Space. Table 2.1 lists the

parameters in the scenario where the secondary device uses only spectrum sensing, while
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Figure 2.5: UHF Band channels in the UK after Digital Switchover. Adapted from [31]

table 2.2 lists the parameters when the secondary device uses only a geolocation database.

Sensitivity assuming a 0 dBi antenna −114 dBm in 8 MHz channel (DTT),

−126 dBm in 200 kHz channel (wireless

microphones)

Transmit power 13 dBm (adjacent channels) to 20 dBm

Transmit-power control Required

Bandwidth Unlimited

Out of band performance less than −44 dBm

Time between sensing less than 1 second

Maximum continuous transmission 400 milliseconds

Minimum pause after transmission 100 milliseconds

Table 2.1: Key parameters for sensing

As far as developing the geolocation database is concerned, there is a ‘master’ database

that would contain the list of channels available for secondary devices at every location

in the UK. The licensed spectrum users are required to provide information regarding the

time and the location of their spectrum usage, while the cognitive devices are required

to access this database and determine the list of available channels at its location. There

could be multiple copies of this master database, but with the condition that each copy

database would have accurate and up-to-date version of the master database.

At present, two database providers, Spectrum Bridge Inc. and Fairspectrum provide
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Location accuracy 100 meters

Frequency of database access to be determined

Transmit power As specified by the database

Transmit-power control Required

Bandwidth Unlimited

Out of band performance less than −44 dBm

Maximum continuous transmission 400 milliseconds

Minimum pause after transmission 100 milliseconds

Table 2.2: Key parameters for geolocation database approach

geolocation database service in the United Kingdom. Figure 2.6 shows the list of available

channels in London as provided by the Spectrum Bridge Inc.’s database.

Figure 2.6: List of channels available in London as provided by Spectrum Bridge Inc.’s

database [33]

2.2.2 Availability of TV White Space in United Kingdom

Each TV Channel in UK has a bandwidth of 8 MHz, and there are 32 such channels i.e.

256 MHz of spectrum. Ofcom decided to auction 2 channels for licensed usage. Hence,

240 MHz of spectrum is usable for TV transmissions. However, the exact distribution of

TV White Spaces varies temporally and spatially depending on the distribution of the TV

transmitters across UK. The quantitative analysis of the available white space has been
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carried out in [34]. Figure 2.7 shows the available number of TV White Space channels

at 18 locations in UK. The red bars show the number of channels before the exclusion of

those vacant channels whose adjacent channels have been found to be occupied by Digital

Television (DTV) transmission, and the green bars show the number of channels after

the exclusion of the same.

Figure 2.7: Available number of TV channels at 18 locations in UK. Adapted from [34]

2.3 TV White Space in Japan

2.3.1 Regulations

The analog TV transmissions in Japan have ceased to operate in most places by July

2013. The quantitative analysis of TV White Spaces in Japan has been carried out

in [17]. However, since rules for TV White Spaces operation in Japan are still under

discussion, most of the analysis carried out is based on FCC rules. The National In-

stitute of Information and Communications Technology (NICT) has developed a white

space database based on similar empirical models and primary transmitters information.

Figure 2.8 shows the coverage areas of several TV transmitters in Japan. Similar white

space database has been created by Information Service Bureau (ISB) Corporation for

Japan.
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Figure 2.8: NICT White Space database for Japan [18]

2.3.2 Availability of TV White Space in Japan

The quantitative analysis of White Spaces in Japan has been carried out in [17]. In the

240 MHz spectrum from 470−710 MHz, 40 channels of 6 MHz each can be accommodated.

These channels are numbered from channel 13 through 52. In this analysis, most of the

parameters used are as specified by the FCC. The authors make use of the ITU-R P.1546

propagation model and the F(50-90) curve [19]. Figure 2.9 shows the number of available

channels as TV White Space in the major cities of Japan for different values of separation

distance (0 kilometers, 6 kilometers and 14 kilometers).

2.4 TV White Space in Europe

2.4.1 Regulations

In the 2006 meeting of International Telecommunication Union (ITU) at Geneva (GE06),

it was decided that the target date for analog switch off (ASO) should be 2015 in all ITU

Region 1 countries.

In Europe, a detailed report on the technical and regulatory work on cognitive ra-

dio has been published by Confrence Europen des Administrations des Poste et des Tl-

communications (CEPT). The CEPT SE43 Project team has developed the Electronic

Communications Committee (ECC) Report 159 [20] titled ‘Technical and Operational
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Figure 2.9: Expected available channels in Japanese metropolitan areas. Adapted

from [17]

Requirements for Possible Operation of Cognitive Radio Systems in the ‘White Space’ of

the Frequency band 470 − 790 MHz’. This report has been mainly developed to ensure

the necessary level of protection to the primary services. Spectrum sensing and geoloca-

tion databases are the main techniques discussed for the protection of primary services.

The threshold for the detection of primary services in the band was obtained to be in

the range of −91 dBm to −155 dBm depending on various DTT receiver configurations.

This report also to a large extent concludes that spectrum-sensing alone is not a reliable

technology in order to guarantee the protection of nearby Digital Terrestrial Television

(DTT) receivers operating on the same channel.

2.5 TV White Space in India

We now look at the TV White Space scenario in India. Unlike in the US and the UK,

there is only one terrestrial TV broadcaster in India — the Doordarshan. Doordarshan

transmits only two channels (namely, DD1 and DD2) at any given location in the country.

These channels occupy either a bandwidth of 7 MHz in the VHF band or a bandwidth

of 8 MHz in the UHF band. Presently, Doordarshan has 1415 TV transmitters operat-

ing in India. Out of these, 8 transmitters operate in the VHF Band-I (54 − 68 MHz),

1034 transmitters operate in the VHF Band-III (174− 230 MHz) and the remaining 373



2.5. TV WHITE SPACE IN INDIA 17

transmitters 1 operate in the UHF Band-IV (470 − 582 MHz). Thus, a majority of the

TV transmitters in India operate in the VHF band, and only a small portion of the total

terrestrial TV transmitters operate in the UHF band. It is expected that the utilization

of UHF TV band in India is sparse. A detailed quantitative assessment of spectrum in

470− 590 MHz [35] has revealed that, unlike in the developed countries, major portion of

the UHF TV band is unutilized in India. Moreover, digitization of broadcasting services

in India by Doordarshan is under progress. After the completion of digitization, Doordar-

shan will operate within the frequency band 585− 698 MHz, which has been exclusively

earmarked for digital TV broadcasting in India. This will free up the full spectrum of

470− 585 MHz for other potential applications.

2.5.1 How is the Indian Situation Different?

In the 470−585 MHz band, TV White Spaces have not been created in India in a manner

similar to that were/are being dynamically created in the US, the UK, and other countries

by digital TV switchover of terrestrial broadcasting. As seen in [35], in India, practically

about 100 MHz spectrum is available in the 470− 590 MHz band, which has been lying

unutilized even by analog transmission. The TV White Space available in India using

the Pollution viewpoint [14] is shown in Figure 2.10.

From the discussions in the previous sections, it is evident that the amount of TV

White Space available in India is significantly larger than the available TV White Space

in other countries. Moreover, this availability does not vary temporally in India.

1Details of TV transmitters operating in the UHF TV band were obtained from Doordarshan through

two separate Right to information (RTI) queries.



18 CHAPTER 2. TV WHITE SPACE AROUND THE WORLD

Figure 2.10: Available white space in India using Pollution method



Chapter 3

Architecture for Middle-mile

Network for Providing Broadband

Access Using TV White Spaces

The two most commonly discussed applications of TV White Space are (i) rural broad-

band using backhaul/access in TV White Space, and (ii) low-power Machine to Machine

(M2M) communications using TV White Space [36]. In Chapter 2, we made two impor-

tant observations about TV White Space in India,

• in the UHF TV band (470− 590 MHz), at any given location in India, more than

100 MHz of spectrum is available as White Space, and

• the availability of this White Space does not vary temporally.

Thus, in the Indian context, there is a potential to develop applications that require

large bandwidth at all times. In this thesis, we examine the feasibility of one such

application — providing rural broadband services through backhaul in TV White Space.

As per the International Table of Frequency Allocations of the Radio Regulations

Articles (Edition 2012) [37], the allocation of various radio services is done region-wise.

For the purpose of allocation of frequencies, the world has been divided into three regions

— 1, 2, and 3. In Region 3, where India belongs, the frequency band 470−585 MHz allows

for Fixed, Mobile, and Broadcasting as Primary Services. Thus, in Region 3, apart from

Broadcasting, the UHF TV band can additionally be considered for Fixed and Mobile

services.

19
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3.1 Proposed Solution for Rural Broadband and As-

sociated TV White Space Backhaul

In order to reach the last mile access network, we propose a middle-mile network as a

Fixed service in the UHF TV band that reuses the free spectrum available in the UHF

TV band to provide connectivity to the distant habitat clusters. Figure 3.1 shows the

schematic of such a middle-mile network. In the figure, the blue clouds represent a habitat

cluster being provided connectivity using a local access network.

  UHF Band 
Access Point

Fiber connectivity
     to Internet

 UHF Band Client
acting as repeater

  UHF Band Client
 providing coverage
      to villages

Figure 3.1: A middle-mile wireless network using TV White Space for backhaul connec-

tivity

This middle-mile network may comprise of point-to-point links, multipoint-to-point

links or a multi-hop wireless mesh network that is capable of providing coverage within

a radius of one to five kilometers (in order to connect the surrounding habitat clusters

as described in Chapter 1) to enable seamless connectivity from the access network to a

backhaul point such as an NOFN node.

Within a particular region, 2.4 GHz unlicensed band Wi-Fi can be used as the con-

nectivity option as shown in Figure 3.2. Wi-Fi access points can be connected in a

multipoint-to-point manner to UHF band Clients (We define UHF band Client and UHF

band Access Point in a later section). The UHF band Clients can then be connected as

point-to-point or multi-hop link to the UHF band Access Point connected to the NOFN

node. This will enable to extend the reach of NOFN to all village clusters.
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Access Points with
2.4 GHz & TV band antenna

TV White Space Link

2.4 GHz WiFi Link

UHF Band Access Point

UHF Band Client

Figure 3.2: Rural area Wi-Fi connecting to TV band backhaul

3.2 Architecture for TV White Space Based Net-

work Operations in India

In order to detect the presence of primary users in India, a spectrum sensing based

approach is not required due to the following reasons1,

• there is a single broadcaster — Doordarshan, which is using the spectrum;

• the usage of spectrum by Doordarshan is (nearly) static and has not changed for

decades;

• at any given location, minimum 96 MHz will be available as unutilized frequency

band in 470− 585 MHz; and,

• information about free channels at any given location is also known and a geo-

location database (See Section 3.4) can be used to ascertain these free channels.

Thus, in the rest of this thesis, we consider a geo-location database assisted approach

for interference avoidance to the primary users. We describe the architecture of our

proposed system next.

1Some portions of this chapter have been used from a document submitted to the Department of

Telecommunications by Prof. Abhay Karandikar.
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3.2.1 Architecture for Database Assisted TV White Space Op-

erations in India

The architecture for a TV White Space network supplementing the NOFN plan (described

in Chapter 1) using a database is shown in Figure 3.3.

A secondary user having Internet connectivity to the database (referred to as Master

node) can query the database and obtain a ‘free channel’ for operating at a certain

maximum power level. In the Indian context, a village gram panchayat connected via

the NOFN plan can qualify as this Master node.

TV White Space 
     Database

TV White Space Link

UHF Band Access Point
                +
     UHF Band Client

  UHF Band 
Access Point

  UHF Band 
    Client

Figure 3.3: Architecture for database assisted operations

Villages without Internet connection cannot access the database directly. To obtain

a ‘free channel’, a TV White Space node within a village without Internet connection

(referred to as Slave node) must reach the database through the Master node. The Slave

TV White Space device has two wireless interfaces. One of these interfaces is used for

communication with the Master TV White Space node, while the other interface is used

to serve client device or Customer Premise Equipment (CPE) and can operate at 2.4

GHz so that the end-clients can remain Wi-Fi devices such as smartphones, laptops, and

tablets.
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3.2.2 Regulatory Approach for the Use of TV White Space in

India

The architecture described above allows for spectrum sharing with TV White Space nodes

of different service providers. In this approach, the TV White Space nodes are suscep-

tible to interference from other similar devices in their vicinity. This is not particularly

favorable to services like fixed backhaul or middle-mile networks described above. An

alternate spectrum sharing mechanism termed as Licensed Shared Access (LSA) [38] can

effectively be used to facilitate rural broadband services using TV White Space nodes.

The LSA mechanism is a complementary approach to the traditional exclusive licensing

and the license-exempt approaches. In the LSA approach, additional users (termed as

co-primary users or LSA licensee) are granted license to operate in a frequency band

which is assigned (or will be assigned in future) to an incumbent user. The incumbent

users agree to the terms of the LSA license, and the license is granted by the regulator.

A certain Quality of Service (QoS) is guaranteed to the incumbent users as well as

the LSA licensees. The elements of the LSA framework are shown in Figure 3.4.

Department of 
Telecommunications

TV broadcaster
(Doordarshan)

LSA Repository  LSA Controller

Figure 3.4: Elements of the LSA framework, adopted from [38], for Indian scenario

The TV White Space database is similar to the LSA repository, which interacts with

the regulator and the incumbent user (which is the TV broadcaster in this case). The

Master device is analogous to the LSA Controller, which queries the LSA repository in

order to prevent any harmful interference to the incumbent user.

Presently, there are no regulations in India that allow operations for broadband ser-

vices in the TV White Space. If such operations are allowed in India, the licensing
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mechanism used could be an LSA approach where the UHF TV band devices can be con-

sidered as co-primary services operating along with the incumbent user. In this licensing

regime, affordable rural broadband services can be provisioned using TV White Space

middle-mile links.

3.3 Hardware Architecture - UHF Band Equipment

In this section, we describe the development of a prototype capable of operating in the

UHF TV band. UHF band equipment are available off-the-shelf in countries like United

States, United Kingdom and Japan. These equipment have been developed using Software

Defined Radio (SDR) platforms, and, therefore, are expensive. (Each UHF band Base

Station costs about $4000-5000, while each UHF client device costs about $1000-2000.)

Since the objective of this thesis is to enable the provision affordable broadband services,

a low cost prototype ($650 per UHF band device) has been developed.

3.3.1 Block Diagram of UHF TV Band Device

The block diagram of a typical wireless device is shown in Figure 3.5.

Figure 3.5: Block diagram of a wireless transceiver station

The component of a wireless device responsible for transferring data over the physical

channel is the Radio Frequency (RF) card. The RF card takes care of functions like

modulation/demodulation and converting the frequency of signals from baseband to fre-

quencies that are suitable for wireless communication. Processing of baseband signals is

carried out in the baseband processor. The RF card and the baseband processor commu-

nicate with each other using drivers that are device specific. The device drivers provide

an abstract interface of the RF card to the baseband processor.
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In order to develop a UHF band prototype, suitable components have been identified

as baseband processor and RF card. The device drivers are implemented in software

(within the operating system) running on the baseband processor. The baseband proces-

sor used in our UHF band prototype is the Mikrotik RouterBoard (model RB 433AH) [39].

The RouterBoard processor can operate with any RF card that provides a miniPCI in-

terface [40]. The RF card used in our UHF band prototype is Doodle Labs DL535. This

RF card was selected for the prototype for the following reasons.

• The RF card uses the same chipset (Atheros) as the one used in many standard

IEEE 802.11g WiFi cards. As a result, the same set of drivers that are used with

WiFi (namely ath5k or madwifi) can be used with DL535 RF cards.

• The open source wireless drivers make it possible to modify the drivers as per

requirement and extract driver level information. This raw information can be

used to characterize wireless links as needed. For example, the number of frames

arriving at the Physical Layer every second can be printed, which gives the actual

Physical Layer throughput in real-time.

An ideal RF card converts the baseband signal to the desired high frequency signal.

However, the DL535 RF card is a modification of the standard IEEE 802.11g WiFi

radios. As a result, the RF card first converts the baseband signal to 2.4 GHz, and a

downconverter converts this to sub-GHz frequency (shown in Figure 3.6).

Figure 3.6: High-level architecture of the UHF TV band prototype

The prototype (comprising of the baseband processor and RF card) can operate in

the UHF TV band with the following operational parameters.

An embedded linux kernel based operating system — OpenWrt [41] is ported on the

prototype. The compilation and configuration of the operating system for the prototype

involves several steps, all of which have been outlined in detail in Appendix A and B.



26
CHAPTER 3. ARCHITECTURE FOR MIDDLE-MILE NETWORK FOR

PROVIDING BROADBAND ACCESS USING TV WHITE SPACES

Parameter Value

Center Frequency 510− 560 MHz

Channel Bandwidth 5, 10, 20 MHz

Transmission Power 0− 27 dBm

Physical Layer Data Rates 6, 9, 12, 18, 24, 36, 48, 54 Mbps

Table 3.1: Prototype Operation Parameters

3.4 Software Architecture - Implementation of Pro-

tocol to Access White Space (PAWS) Database

on Hardware Platform

In this section, we describe the implementation of the geolocation database driven ap-

proach for interference avoidance to the primary users by a TV White Space network.

In such a network, the TV White Space database, or simply a database, consists of map-

pings from location coordinates (latitude, longitude) and height to a list of channels

and permissible transmit powers levels in each channel. Before transmitting in any TV

channel, a secondary user in the network must query the database and obtain a list of

available channels with the permissible power levels. In order to standardize this process

of database query by the secondary devices, the Internet Engineering Task Force (IETF)

has released the Protocol to Access White Space (PAWS) database [44].

3.4.1 OpenPAWS: Protocol Details

PAWS categorizes a TV White Space device as either a Master or a Slave device. The

PAWS protocol defines a Master device as a “device that queries the database, on its

own behalf and/or on behalf of a slave device, to obtain available spectrum information.”

The Slave device, on the other hand, cannot connect to the database directly. As per the

PAWS protocol, a slave device is a “device that queries the database through a master

device.” One important assumption made while developing this protocol is that the

Master device and the database, both have connectivity to the Internet.

The protocol specifies a sequence of procedures to be followed by the PAWS Master
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device, PAWS Slave device and the database, which are as outlined below:

1. During bootstrapping, the Master device locates or discovers the regulatory domain

for its location and the Uniform Resource Locator (URL) for the database to send

subsequent PAWS messages.

2. The Master device then establishes an Hypertext Transfer Protocol (HTTP) session

with the database.

3. An optional initialization message (INIT REQ) is sent to the database by the Mas-

ter device.

4. The database responds to the initialization message with an initialization response

(INIT RESP).

5. Based on the regulatory domain, the Master may have to register itself with the

database using the registration request (REGISTRATION REQ) message.

    PAWS 
Master device

      TVWS
   Database

 INIT_REQ 

 INIT_RESP 

 REGISTRATION_REQ 

 REGISTRATION_RESP 

 AVAIL_SPECTRUM_REQ 

 AVAIL_SPECTRUM_RESP 

 SPECTRUM_USE_NOTIFY 

 SPECTRUM_USE_RESP 

Figure 3.7: Messages exchanged between PAWS Master device and the database

6. If the database receives a registration request, it registers the Master device and

sends a response (REGISTRATION RESP) to the Master device.
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    PAWS 
Master device

      TVWS
   Database

 AVAIL_SPEC_REQ 

 SPECTRUM_USE_NOTIFY 

 SPECTRUM_USE_RESP 

    PAWS 
Slave device

 AVAIL_SPEC_RESP 

 AVAIL_SPECTRUM_REQ 

 AVAIL_SPECTRUM_RESP 

DEV_VALID_REQ

DEV_VALID_RESP

Figure 3.8: Messages exchanged between PAWS Slave device, PAWS Master device, and

the database

7. Once the initialization and registration procedures are completed, the Master device

can query the database for a list of available channels using an available-spectrum

request (AVAIL SPECTRUM REQ) message to the database.

8. The database sends the list of available channels at the Master device’s location

using the available-spectrum response (AVAIL SPECTRUM RESP) message.

9. The Master can send the AVAIL SPECTRUM REQ message by itself, or for a

Slave. If the Master queries the database for a Slave, the Slave device may be

validated by the database using the DEV VALID REQ and DEV VALID RESP

messages.

10. The Master device can use spectrum use notify (SPECTRUM USE NOTIFY) mes-

sage to inform the database about its decision to operate on a particular channel.

The database notes this and sends a spectrum use response (SPECTRUM USE RESP).

This message is optional as PAWS does not concern the interference between sec-

ondary users.

The sequence of messages transmitted by the PAWS Master device and PAWS Slave
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device are shown in Figure 3.7 and Figure 3.8, respectively. Messages shown in italic are

optional messages specified by the PAWS protocol. These messages may be required by

the regulatory domain of the database and are facilitated in our implementation of the

protocol.

Format of PAWS Messages

All messages exchanged between the PAWS Master device, PAWS Slave device and the

database are exchanged using JavaScript Object Notation (JSON) encoded strings. JSON

strings have multiple parameters encoded in them. E.g., the AVAIL SPECTRUM REQ

message has the latitude-longitude of the device, the height above average terrain, and

the device ID specified. Response from the database contains parameters such as the

operating frequencies, and transmit powers encoded. All the message formats are specified

by PAWS [44].

The JSON encoded string for the INIT REQ message used in OpenPAWS implemen-

tation is shown below:

1 {

2 "jsonrpc": "2.0",

3 "method": "spectrum.paws.init",

4 "params": {

5 "type": "INIT_REQ",

6 "version": "1.0",

7 "deviceDesc": {

8 "serialNumber": "D4:CA:6D:FF:06:15",

9 "rulesetIds": ["IITB -TvWhiteSpace"]},

10 "geo -location": {

11 "point": {

12 "center": {"latitude": 72.90, "longitude": 18.97}

13 }}},

14 }
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3.4.2 Implementation Details

An embedded Linux based operating system, OpenWrt, was used for the implementation

of OpenPAWS. OpenWrt is a configurable open-source operating system that provides

extensive functionality. Thus, the source code for OpenPAWS can be readily ported

on any hardware platform supporting OpenWrt. The hardware platform used for our

implementation is the prototype described in section 3.3.

Our implementation of PAWS has two components — one running on the OpenWrt

platform and another running on the database. The OpenWrt component of OpenPAWS

runs as a user space application, while the database side implementation is done on a

desktop server using Apache2 Web Server running PHP scripts. We have released the

OpenWrt-side as well as database-side source code under the GNU GPL version 2.0 [47].

Details of OpenPAWS implementation at the database and devices are discussed next.

3.4.3 TV White Space Database for India

In [35], the quantitative assessment of TV White Space was carried out in four zones of

India. Subsequently, Doordarshan has provided data of North Zone and we have extended

the analysis of [35] to include North Zone information. We briefly summarize the results

of our analysis carried out for all the TV towers operating in India.

Considering the pollution viewpoint (viewpoint of the secondary user), with an allow-

able interference level (γ) of 15dB, 88.82% of the area in India has all the 15 channels

available as white space, while in 99.99% of the area, 12 or more channels are available.

On the other hand, if we consider the pollution viewpoint (viewpoint of the primary

user) with (Ψ) a fading margin (an additional margin over the Signal to Interference plus

Noise ratio that the regulator provides in case of deep fading events) of 1dB, in 78.82%

of the area in India, all the 15 channels are available for TV White Space secondary

operations, and in 99.61% of the area, 10 or more channels are available. Even with the

FCC regulations, which is a conservative point of view, 94.97% of the area in India has

all 15 channels available, while in 100% of the area 12 or more channels are available.

The detailed noise effect is documented in [35].

The data obtained from Doordarshan contains operational parameters (except an-

tenna patterns) of all towers operating the 470 − 590 MHz band in India. This data,
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along with the computational model described in [35], have been used to create a TV

White Space database for India. We discuss the implementation of the PAWS compliant

TV White Space database next.

PAWS Server Implementation

The PAWS server is a web-server located at a remote location. This server hosts the

White-Space database. This is a MySQL database listing out all possible channels avail-

able for transmission corresponding to a particular geolocation. The PAWS master device

must have an external connectivity to the PAWS server over a wired or wireless channel.

All communications between the PAWS Master, Slave and the database is carried on

over the HTTP protocol. In our implementation, we have used the Apache2 server as the

HTTP web-server to host the database. A PHP script runs at the database and keeps

listening for incoming PAWS request messages. On receiving the initialization request

from Master, PHP script at the server detects parses the request to obtain the coor-

dinates provided by the Master. If the coordinates are not found in the database, the

Master device is not within the regulatory domain of the database, and server sends an

Error message to the Master and stops communication. If the coordinates are found in

the database, the server decides that the point is within its regulatory domain, i.e. in

India. The database sends a response message with a ruleset information and records a

unique device identifier (MAC address in our implementation) in a repository within the

database. Though not the main aim of this work, the repository keeps record of all the

channels being used in a particular location. In case, multiple secondary users start op-

erating in that location, this repository resolves the issue of interference between them.

The ruleset information is a guideline with parameterized-rule values which has to be

followed by the radio devices while connected to the database. The Master device then

queries the channels available at the geolocation. This query may be on behalf of itself

or any Slave device connected to the Master. If a match for the coordinates is found, the

server looks up for the coordinates in the database and gets the list of available chan-

nels with permissible power levels. The server encodes this list in the JSON format and

sends it to the Master device through the response message. It must be noted that the

PAWS protocol does not specify any particular implementation of the TV White Space

database. It only defines the Application Program Interfaces (APIs) required at the TV
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White Space database and the messages exchanged between the PAWS Master device

and the database.

OpenWrt Master device

The PAWS Master is configured to operate as an Access Point (AP) with a single wire-

less interface. A wired connectivity to the database is provided using an Ethernet cable

connected to the Internet backhaul. The Ethernet interface of the OpenWrt hardware

is bridged to the Wireless interface, which can be configured using the Command Line

Interface (CLI) of OpenWrt. Detailed configuration procedure for OpenWrt Attitude

Adjustment is available in OpenWrt forum. Once the OpenWrt hardware device is con-

figured to operate as an AP in the bridged-local area network mode, the device is ready

to be configured as a Master device, which is done using a configuration script install.sh.

This configuration script checks for all pre-requisites, and installs the required executables

for OpenPAWS. All PAWS Master device scripts are set up in the PAWS root directory

and a PAWS User Interface (UI) is set up. At this stage, the device is configured to

operate as a PAWS Master device.

The operational parameters required in order to connect to the database and obtain

a list of channels are listed below.

• IP Address of the PAWS Server,

• Coordinates of Master device (latitude, longitude),

• Height of the Master device antenna,

• MAC Address of the Master device.

These parameters can be set up using the PAWS UI as well as the OpenWrt CLI.

When all the above parameters are provided and a request is sent to the database,

the user space application runs at the Master device. This application initializes and

registers the Master device with the database and sends a query to the database. The

HTTP connection with the database is established using the bash command ‘cURL’.

The JSON encoded string consisting of the above mentioned parameters is sent to the

database using an HTTP POST request. This procedure is followed for all messages sent

by the Master device to the database. To each of these messages, the database responds
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with the corresponding response message which decides the action to be taken by PAWS

Master device.

The TV White Space availability at any location may change over time. The PAWS

protocol specifies a parameter ‘maxPollingSecs’ which denotes the maximum interval in

seconds after which a secondary device must query the database. In India, TV tower

operations do not vary largely over time. Hence, we set this parameter to 86400 seconds,

i.e. a secondary device running OpenPAWS must send the AVAIL SPECTRUM REQ

message to the database once every 86400 seconds. This is done using a PAWS daemon

which runs at the Master device and sends the channel request periodically.

The state diagram of the Master device is shown in Figure 3.9. Once the Master

Device
Boot

INIT REQ

INIT RESP
Turn off
Wireless
Interface

AVAIL SPECTRUM REQ

AVAIL
SPECTRUM

RESP

Turn off
Wireless
Interface

Change Wireless
Interface Parameters

Error

Success

Error

Success

Figure 3.9: PAWS Master device state diagram

device obtains the list of available channels and corresponding transmission powers, it
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selects a channel from the list and sets its wireless interface to operate at the channel

and transmit at a power lower than the permissible level. In any of the responses from

the database, if an Error message is received, the secondary device turns off its wireless

interface. The fixed wireless node (Master or a Slave), as shown in Figure 3.3 is expected

to be set up at a remote location in a rural area. At such remote locations, there is a

possibility of power failure. In order to avoid user intervention in the event of a power

failure, all PAWS request and response parameters are stored in a local configuration file

config.cfg. Using this file, the Master device can be set to operate at parameters provided

by the database in the event of power failure. All instances of spectrum query requests

are stored in a PAWS update file and can be viewed remotely to check the operational

parameters of the Master device as well as Slave devices.

OpenWrt Slave Device

Configuration and setup of the PAWS Slave is done using the configuration script (in-

stall.sh). In case of the Slave device, the most important requirement is the presence of a

PAWS Master device in its radio coverage area. PAWS does not specify the protocol for

communication between the Master device and the Slave device. In our implementation,

we assume that there are two wireless interfaces available at the PAWS Slave device.

One of these interfaces is used for communication with the Master device (Master-side

interface), while the second interface is used to serve the CPEs (CPE-side interface). The

architecture of the PAWS Slave device described above is designed taking into consider-

ation the Indian conditions. If there is no Master device present in the vicinity of the

Slave device, the Slave device turns off its CPE-side wireless interface. The following

parameters are required for Slave device operation and can be set using the PAWS UI or

the OpenWrt CLI.

• IP Address of the PAWS Master,

• Coordinates of Slave device (latitude, longitude),

• Height of the Slave device antenna,

• MAC Address of the Slave device.
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Once the Slave device is connected to the Master, rest of the PAWS messages are ex-

changed in a manner similar to the Master-database communication. The state diagram

of the Slave device is shown in Figure 3.10.

Device
Boot

Wait for association
with Master device

Associated?
Turn off
Wireless
Interface

AVAIL SPEC REQ

AVAIL
SPEC
RESP

Turn off
Wireless
Interface

Change Wireless
Interface Parameters

No

Yes

Error

Success

Figure 3.10: PAWS Slave device state diagram



Post Script

The Agreement in Principle for grant of the Experimental Radiating License for setting

up the pilot test-bed was issued on June 12, 2015. The pilot test-bed has been set up

after the License was issued. The plan for setting up the test-bed was presented during

the M. Tech defense. The implementation of test-bed was carried out after the defense.

The next chapter has, therefore, been written and included in the thesis after the defense.



Chapter 4

Implementation Details of the

Proposed Experimental Test-bed in

Palghar

4.1 Details of the Proposed Test-bed

As a part of this thesis, we propose and implement a pilot test-bed at selected locations

in the Palghar district of Maharashtra state. The proposed test-bed consists of one base

stations and ten clients. These UHF band equipment (comprising of UHF band Access

Point connected to several UHF band Clients) have been set up at remote locations

situated within a small distance of each other as shown in Figure 4.1 and 4.2.

4.2 Selection of Sites for Test-bed

The test-bed sites for the pilot test-bed have been selected considering the following

criteria,

1. Distance between the tower with fiber connectivity and any other tower should be

approximately 4− 5 kilometers. and tower height should be about 30 meters from

ground.

2. Some Government owned school/ hospital/ office must be present in the vicinity

(say 200− 300 meters) in order to provide services.

37
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Figure 4.1: Detailed layout of Khamloli test-bed (Short distance links)

3. The objective of the test-bed is to provide high-speed access to rural areas. There-

fore, the selected locations must not be heavily populated with high rise buildings.

4. Suitable space to install antenna, radio and other accessories.

The details of locations selected for the pilot testbed are listed in Table 4.1.

The TV band radios are configured to operate either as an Access Point (AP), or a

Client. The Ground Based Tower (GBT) at Khamloli has an Omnidirectional antenna

and the UHF TV band radio (operating in the AP mode) mounted at a height of 140

feet. At the Khamloli tower, access to the Internet is provided through a fixed 20 Mbps

Ethernet line. All other towers and village nodes are connected to the Khamloli tower

over UHF TV Band links, and the respective radios are configured to operate in the

Client mode.

At each location, a suitable space is identified for setting up the UHF TV band radios

and associated accessories including power supply. At every location within a test-bed,

Wi-Fi routers have been installed to test the Internet connectivity. The customer premises

equipments or CPE are Wi-Fi enabled devices such as tablets or low-cost smart phone.
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Figure 4.2: Detailed layout of Khamloli test-bed (Long distance links)

4.3 Topographic Details of Wireless Nodes

The test-bed is proposed to be set up in a primarily rural area. There are significant

differences in the topographic settings between Khamloli tower (Gateway) and each of

the other towers. Table 4.3 describes these settings.

Link Topographic Settings

Maswan Tower There is no line-of-sight between Khamloli and Maswan tower. The

connecting area is hilly and has moderate vegetation. The Received

Signal Strength varies between −65 dBm and −90 dBm. Connec-

tivity at the Medium Access Control (MAC) Layer is intermittent.

Haloli Tower There is complete line-of-sight with Khamloli tower. The in-

between area has moderate vegetation and a highway.

Ganje Tower The connecting area has heavy vegetation and a hilly terrain. There

is no line-of-sight visibility to the Khamloli tower. Connectivity is

highly intermittent.

Continued on next page
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Table 4.2 – continued from previous page

Link Topographic Settings

Pargaon Tower There is line-of-sight visibility with the Khamloli tower. There is

very little vegetation in between. However, being the farthest tower

from Khamloli, the Received Signal Strength is low (order of −80

dBm) and connectivity is intermittent.

Khamloli Node-1 The UHF band radio has been deployed on a single-storey house,

and there is complete line-of-sight with the Khamloli tower. The

connecting area has small houses with 4− 6 meter height.

Khamloli Node-2 The UHF band radio has been deployed on a single-storey house,

and there is complete line-of-sight with the Khamloli tower. The

connecting area has small houses with 4− 6 meter height.

Bahadoli Node-1 The UHF band radio has been deployed on a two-storey building,

and there is complete line-of-sight with the Khamloli tower. The

connecting area has small houses with 4− 6 meter height.

Bahadoli Node-2 The UHF band radio has been deployed on a single-storey house,

and there is complete line-of-sight with the Khamloli tower. The

connecting area has small houses with 4− 6 meter height.

Dhuktan Node-1 The UHF band radio has been deployed on a single-storey house,

but there is no line-of-sight visibility. There are small hillocks in

between, with moderate vegetation.

Dhuktan Node-2 The UHF band radio has been deployed on a 10 − 15 meter high

hillock. There is partial line-of-sight with Khamloli tower. The area

in between has hillocks, small houses with moderate vegetation.

Dhuktan Node-3 This node connects with Khamloli tower through Dhuktan Node-2.

The UHF band radio has been deployed on a single-storey house.

There is no line-of-sight with Dhuktan Node-2. There is a height

mismatch, and large vegetation and small houses in between.
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Node Distance from

Khamloli

Tower (kilo-

meters

Latitude Longitude Altitude of

Installation

(ft)

Khamloli Tower 19o39’40.01” 72o52’17.04” 140

Maswan Tower 4.6 19o42’0.38” 72o51’22.23” 150

Haloli Tower 3.9 19o40’18.28” 72o54’24.39” 150

Ganje Tower 6.75 19o36’59.22” 72o54’.86” 160

Pargaon Tower 7.2 19o35’45.95” 72o52’34.99” 140

Khamloli Node 1 0.34 19o39’40.10” 72o52’5.50” 50

Khamloli Node 2 0.27 19o39’37.29” 72o52’8.10” 42

Bahadoli Node 1 0.73 19o39’54.76” 72o52’36.49” 46

Bahadoli Node 2 1.38 19o40’11.29” 72o52’51.11” 64

Dhuktan Node 1 2.3 19o40’53.78” 72o52’9.11” 34

Dhuktan Node 2 2.5 19o40’59.40” 72o52’7.31” 51

Dhuktan Node 3 2.2 19o40’48.62” 72o52’38.33” 53

Table 4.1: Location details of test-bed sites

4.4 IP Connectivity Details

Tata Teleservices has provided 5 publicly accessible IP addresses to help us in conducting

our experiments and provide broadband Internet access to the villagers. A single WAN

port has been made available at the Khamloli site with a 20 Mbps TCP throughput

connectivity. Details of the IP scheme are as follows.

Public IP: 114.143.217.58-62

Gateway: 114.143.217.57

Subnet: 255.255.255.248
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4.4.1 Private IP-addresses to Enable Networking within the

Wireless Local Area Network

Since limited IP addresses are available for the test-bed, it is necessary to use a private

addressing scheme inside the network. In order to enable Internet access to the village

nodes, we have used Network Address Translation (NAT) at the Gateway node. On the

other hand, to access the village nodes through the Internet (from IIT Bombay campus),

port forwarding has been used. In this section, brief steps for enabling a private-IP based

network have been listed.

Overall, a combination of Routed-Access Point (AP) and Routed-Client configurations

have been used.

  Routed AP
configuration

Routed Client
configuration

Routed Client
configuration

Routed Client
configuration

Wired WAN Interface 
   114.143.217.58

Wired LAN Interface 
10.0.2.1

Wired LAN Interface 
10.0.3.1

Wired LAN Interface 
 10.0.4.1

RouterBoard 433AH

Wireless (UHF TV band) Interface 

192.168.1.1

192.168.1.2

192.168.1.3

192.168.1.4

10.0.2.x

10.0.3.x

10.0.4.x

Figure 4.3: Network configuration of wireless nodes in the pilot test-bed

As shown in Figure 4.3, the UHF band equipment at Khamloli village serves as the

Gateway to the public Internet. Here, a Routed-AP configuration was used. The Ethernet
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or wired (eth0) interface used the public IP address 114.143.217.58 and the wireless

(wlan0) interface used the IP address 192.168.1.1.

Access Point Configuration

Enabling the Routed-AP configuration involved the following steps,

• Create a WAN interface with IP address 114.143.217.58. This was done using the

configuration file ‘/etc/config/network’.

• Create a Wireless Interface using the configuration files ‘/etc/config/network’ and

‘/etc/config/wireless’. At this stage, the wireless device was configured to operate

as an AP. Following are the details of various operation parameters.

– SSID: IITB-TVWS

– Channel: 1 (500-520 MHz)

– Transmission Power: 27 dBm

– Hardware mode: IEEE 802.11g

• Start a DHCP server at the AP in order to lease IP addresses to any UHF band

wireless client trying to connect to the AP. Configuration files used: ‘/etc/config/d-

hcp’.

• Implement firewall rules through the file ‘/etc/config/firewall’ to enable routing

between the WAN interface and the Wireless interface. This step involves imple-

mentating a Network Address Translation (NAT) through Masquerading at the

WAN interface of the OpenWrt device.

The detailed configuration of the OpenWrt device in Routed-AP configuration has

been provided in [43]. The complete configuration parameters are given in Appendix B.

Routed-Client Configuration

Enabling the Routed-Client configuration involved the following steps,

• In case of the Routed-Client, the wireless interface (wlan0) acts as the WAN inter-

face, i.e. interafce to Internet.
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• Using ‘/etc/config/network’ and ‘/etc/config/wireless’ create a WAN interface at

the wireless radio, and a LAN on the etherner (eth0) interface.

• Make sure that the wireless parameters at the client are the same as that at the

AP, i.e.

– SSID: IITB-TVWS

– Channel: 1 (500-520 MHz)

– Transmission Power: 27 dBm

– Hardware mode: IEEE 802.11g

• The end users connect to the Internet through the LAN interface. Therefore, a

DHCP server is enabled at the LAN interface using the file ‘/etc/config/dhcp’

• Implement firewall rules through the file ‘/etc/config/firewall’ to enable routing

between the WAN (wireless) interface and the ethernet (LAN) interface. This

step involves implementating a Network Address Translation (NAT) at the WAN

(wireless) interface of the OpenWrt device.

At the Customer Presmise Equipment (CPE) side, the wireless interface is the WAN

interface. Each CPE radio is statically assigned an IP address in the 192.168.1.0/24

subnet. NAT is also performed at the CPE side. The CPE with wireless interface IP

192.168.1.y has the IP 10.0.y.1 for its LAN interface. The LAN interface has a DHCP

server enabled. Thus, any end-user that sends a DHCP query for an IP address gets an

address in the 10.0.y.0/24 subnet.

4.4.2 Experimental Results

Testing of the OpenPAWS System

In this section we first test the OpenPAWS architecture described in Chapter 3. The

performance of the UHF band devices in the test-bed is described later.

The TV White Space Database was configured on a desktop server running an Apache2

server within the lab. Figure 4.4 shows a sample response to an Error message. Such an er-

ror message can occur when (i) the hardware device is outside the regulatory domain of the

TV White Space database, (ii) the hardware device sends an AVAIL SPECTRUM REQ
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Figure 4.4: PAWS Failure Response

before initialization and registration or (iii) there are no channels available at the location

of hardware device. In case of Figure 4.4, the Error message occurs because the location

sent by the hardware device is outside the regulatory domain of the TV White Space

database. Figure 4.5 shows a Success message response. The coordinates provided to the

TV White Space database are (19.6614, 72.8641) corresponding to the Khamloli village

in our pilot test-bed. At this location, all the TV Channels are available. Table 4.3 shows

Figure 4.5: PAWS Success Response

the channels available at the six test-bed sites in the Palghar district. At each of the loca-

tions, all the TV Channels are available for secondary user transmission. Consequently,

all channels are available for the RF card DL535. OpenPAWS, thus, selects Channel 1

for the operation the devices at each of these locations.

Once the channel and power values are set, the OpenWrt network is restarted and the

updated channel and power values take effect. The database created is open for public

access [46] and can be used to view the list of all TV towers operating in India in the UHF

TV band along with all operational parameters. It also displays TV towers operating on
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Site Name TV Band Available Channel se-

lected by

OpenPAWS

Tx Power

Khamloli 470-590 MHz Channel 1 30 dBm

Haloli 470-590 MHz Channel 1 30 dBm

Pargaon 470-590 MHz Channel 1 30 dBm

Ganje 470-590 MHz Channel 1 30 dBm

Maswan 470-590 MHz Channel 1 30 dBm

Khamloli-1 470-590 MHz Channel 1 30 dBm

Khamloli-2 470-590 MHz Channel 1 30 dBm

Bahadoli-1 470-590 MHz Channel 1 30 dBm

Bahadoli-2 470-590 MHz Channel 1 30 dBm

Dhuktan-1 470-590 MHz Channel 1 30 dBm

Dhuktan-2 470-590 MHz Channel 1 30 dBm

Dhuktan-3 470-590 MHz Channel 1 30 dBm

Table 4.3: Channel availability predicted by our Database at the test-bed sites

any particular channel along with the tower’s coverage area calculated in [35].

PAWS server scalability was tested by concurrent database queries from 5 Master

devices a hundred times. All the incoming requests were handled seamlessly, and channel

list was given to all the Master devices successfully. The execution time of the PAWS

application at the Master device was calculated. The hardware device operating at 680

MHz clock took an average of 0.9 seconds to complete the process of initialization and

spectrum querying. Restart of wireless network took an additional 3 seconds on an

average. Thus the entire process of querying the database, obtaining and processing the

list of channels and setting up the wireless interface takes an average of 3.6 seconds in

our trial. The worst results found in this process are as follows: (i) real: 4.10 seconds,

(ii) user: 0.95 seconds, and (iii) sys: 0.75 seconds. Real time measurement is higher as it

includes other processes and boot up time of the device. User time is time for executing

only the initialization and the query process. System time is time for execution of these

processes in the kernel only.
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Link Characterization

In this subsection, we describe the experiments performed on the testbed, and the results

obtained. In order to determine the quality of different links in the network, we performed

the following experiments.

• TCP Throughput 5, 10 and 20 MHz bandwidth at transmit power 0 dBm, 10 dBm

and 27 dBm.

• UDP Throughput 5, 10 and 20 MHz bandwidth at transmit power 0 dBm, 10 dBm

and 27 dBm.

The two operating parameters that were varied during the experiments are - channel

bandwidth and transmision power. We represent these two parameters as a (i,j) tuple,

where i is the channel bandwidth in MHz, and j is the transmission power in dBm. TCP

and UDP throughputs were tested over each link using the network testing tool - iperf.

TCP and UDP throughput were computed over 1 second intervals for 500 seconds over

each link. Thus, 500 samples were taken for TCP and UDP throughputs over each link.

Link Bandwidth (MHz),

Tx-Power (dBm)

Mean TCP

Throughput

(Mbps)

Mean UDP

Throughput

(Mbps)

Haloli

(5, 0) 4.22547 4.81739

(5, 10) 4.92972 6.46496

(5, 27) 5.05754 6.85669

(10, 0) 8.61719 11.0046

(10, 10) 9.05413 12.088

(10, 27) 9.3816 11.4964

(20, 0) 1.44898 1.631

(20, 10) 12.3573 12.9867

(20, 27) 13.8705 19.0532

Bahadoli Node-1

(5, 0) 2.79553 4.34944

(5, 10) 4.5478 5.9962

(5, 27) 5.35349 7.15839

Continued on next page
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Table 4.4 – continued from previous page

Link Bandwidth (MHz),

Tx-Power (dBm)

Mean TCP

Throughput

(Mbps)

Mean UDP

Throughput

(Mbps)

(10, 0) 10.4924 12.344

(10, 10) 8.95731 10.2318

(10, 27) 10.5354 11.9964

(20, 0) 12.8225 17.4324

(20, 10) 18.0082 23.9144

(20, 27) 21.2162 26.6176

Bahadoli Node-2

(5, 0) 3.03872 3.99966

(5, 10) 4.74094 6.10532

(5, 27) 4.85643 6.33319

(10, 0) 5.64116 7.95169

(10, 10) 9.79519 11.6073

(10, 27) 9.34904 10.4776

(20, 0) 9.21279 12.7363

(20, 10) 11.2953 14.468

(20, 27) 11.9705 18.1926

Dhuktan Node-1

(5, 0) 2.88409 3.89643

(5, 10) 4.74908 6.44512

(5, 27) 5.04509 6.73147

(10, 0) 4.43671 7.05167

(10, 10) 7.78523 9.90485

(10, 27) 9.38749 10.5829

(20, 0) 2.31768 2.42076

(20, 10) 11.8024 17.0448

(20, 27) 11.3246 14.3376

Dhuktan Node-2

(5, 0) 4.16866 5.37884

(5, 10) 3.56659 4.43287

(5, 27) 4.66114 6.5312

Continued on next page
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Table 4.4 – continued from previous page

Link Bandwidth (MHz),

Tx-Power (dBm)

Mean TCP

Throughput

(Mbps)

Mean UDP

Throughput

(Mbps)

(10, 0) 7.38828 9.90536

(10, 10) 8.92427 10.1758

(10, 27) 8.60459 8.90942

(20, 0) 4.07018 5.10066

(20, 10) 15.8271 23.3578

(20, 27) 13.8529 19.0866

Table 4.4: Average TCP and UDP throughputs for different operating parameters

Figures 4.6 through 4.10 show the variation in TCP and UDP throughput over time

for each link over the 500 seconds interval for (20 MHz, 27 dBm) tuple.
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Figure 4.6: TCP and UDP Throughput on Khamloli Tower-Haloli Tower link

Some observations that follow from Table 4.4 are as below,

• For a particular link, it is expected that with an increase in the channel bandwidth,

the TCP and UDP throughputs increase. This is, however, true only for higher
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Figure 4.7: TCP and UDP Throughput on Khamloli Tower-Bahadoli Node-1 link
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Figure 4.8: TCP and UDP Throughput on Khamloli Tower-Bahadoli Node-2 link

transmission powers. In all the links that were studied, for transmission power 10

dBm and 27 dBm, an increase in the channel bandwidth caused an increase in the

throughput. However, when the transmission power was set to 0 dBm, there were

some interesting observations.

– For links shorter than 1 kilometer (Bahadoli Node-1 and Bahadoli Node-2),

throughputs increased with increase in channel bandwidth. This is shown in

Figure 4.11.
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Figure 4.9: TCP and UDP Throughput on Khamloli Tower-Dhuktan Node-1 link
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Figure 4.10: TCP and UDP Throughput on Khamloli Tower-Dhuktan Node-2 link

– For longer links (Haloli, Dhuktan Node-1 and Dhuktan Node-2), the perfor-

mance was poor at 20 MHz as compared to 5 MHz, and 10 MHz channel

bandwidth. This is shown in Figure 4.12.

• For distances as long as 2.3 kilometers with complete non line-of-sight, transmis-

sion power of 0 dBm provided TCP throughput of 2.88 Mbps at 5 MHz channel

bandwidth and 4.436 Mbps at 10 MHz channel bandwidth.

• In case of line-of-sight between towers, at a distance of 3.9 kilometers, transmis-
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sion power of 0 dBm provided TCP throughput of 4.22 Mbps at 5 MHz channel

bandwidth and 8.617 Mbps at 10 MHz channel bandwidth.
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Figure 4.11: TCP and UDP throughputs at Bahadoli Node-2
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Figure 4.12: TCP and UDP throughputs at Haloli

4.5 Images of Test-bed Setup
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Figure 4.13: UHF TV band Access Point deployed at Khamloli tower

Figure 4.14: UHF TV band Client in Khamloli Village (Khamloli-1)
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Figure 4.15: UHF TV band Client in Khamloli Village (Khamloli-2)

Figure 4.16: UHF TV band Client in Bahadoli Village (Bahadoli-1)



56
CHAPTER 4. IMPLEMENTATION DETAILS OF THE PROPOSED

EXPERIMENTAL TEST-BED IN PALGHAR

Figure 4.17: UHF TV band Client in Bahadoli Village (Bahadoli-2)

Figure 4.18: UHF TV band Client in Dhuktan Village (Dhuktan-1)
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Figure 4.19: UHF TV band Client in Dhuktan Village (Dhuktan-2)



Chapter 5

Conclusions

5.1 Summary

The TV White Space scenario in India is unlike those in other countries. While the

availability of underutilized spectrum in TV band is significant in many countries, in

India, we have ascertained that more than 100 MHz in the frequency band from 470 −

590 MHz remains underutilized using a computation tool. Measurements on spectrum

utilization of the TV band in three different cities validate the results of our computation

tool. Additionally, at any given location, the usage of TV band is more or less static in

India. Thus, in India, there is a potential for developing applications that require fixed

bandwidth at all times. In this report, we have explored one such application.

We have discussed the feasibility of providing affordable broadband services in India

with focus on rural areas using backhaul in TV White Spaces. In order to demonstrate

the usefulness of the UHF TV band for this application, and to study the characteristics

of sub-GHz spectrum, we have proposed to set up a pilot test-bed comprising of multiple

UHF band Access Points and UHF Band Clients in a rural environment. As a part of the

planning for the pilot test-bed, we have identified sites for the deployment of UHF TV

band equipment. The implementation of test-bed could not be carried out due to delay

in the grant of experimental radiating license by the Wireless Planning & Coordination

Wing (WPC).
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5.2 Future Work

Wireless Link Characterization

The next step to the work in this thesis involves setting up the pilot test-bed by deploying

UHF band equipment at the selected sites. Once the UHF band Access Point and Clients

are deployed, it is necessary to characterize the performance of each link, and relate this

performance to the topographic conditions. The possible metrics to characterize the

link performance are Transmission Control Protocol (TCP) and User Datagram Protocol

(UDP) throughputs, jitter and error rates.

Technical Parameters for Target Quality of Service

The proposed broadband backhaul network has to guarantee certain Quality of Service

(QoS) requirements, such as TCP and UDP throughputs, error rates etc. Based on the

experiments conducted using the UHF band equipment, we must determine the various

technical parameters for provisioning target QoS. These parameters include

• transmission power,

• transmitter and receiver antenna heights,

• channel bandwidth,

• modulation and coding schemes, etc.

Implementation of Scheduling Algorithms

In the current plan for the implementation of the pilot test-bed, the UHF band equip-

ment operate with Carrier Sense Multiple Access (CSMA) based Medium Access Control

(MAC) protocol. However, since CSMA is a contention based protocol, the performance

is expected to be poor in the presence of multiple UHF band clients. To address this prob-

lem, we have identified a user-space application that schedules the packet from all UHF

band clients to the UHF band Access Point in a round-robin fashion and ensures fair-

scheduling between the different UHF band clients. This package, known as Frottle [50],

must be cross-compiled for the UHF band equipment and used in the pilot test-bed.
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Development of Network Management System

An Element Management System (EMS) and control server needs to be developed to

enable remote management of the pilot test-bed network. Different parameters that can

be remotely monitored and configured are as follows,

• UHF band device status (CPU usage, on/off status etc.),

• channel bandwidth,

• operating frequency,

• transmission power,

• IP address, etc.

Propagation Models in the 470−585 MHz Band for Indian Terrain Conditions

The measurements on spectrum utilization of TV band must be carried out at more

locations, and at each location, the readings must be averaged over a sufficiently large

interval of time to obtain accurate results. These results must be compared against the

predictions of different propagation models, to determine a suitable model for Indian

terrain conditions. The quantative assessment of TV White Space in India was carried

out using the Okumura Hata model; this assessment must be carried out using suitable

propagation models to obtain more accurate results for the quantative assessment.
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Appendix A

Compilation of RouterBoard 433AH

in Bridged AP and Routed

AP/Client modes

The process for completing the setup of a wireless node (Access Point or Client) with

Attitude Adjustment OS to operate using the standard CSMA MAC protocol can be

broken down into the following steps.

1. Make kernel and rootfs files for the desired OS

2. Flash these files into the RouterBoards

3. Configure relevant files and install selected tools

The following section describe each of these steps in detail.

A.1 Make kernel and rootfs files for the desired OS

• Go to the directory where you wish to download the source code

• Download Attitude Adjustment 12.09 source using the following command

$ svn co svn :// svn . openwrt . org /openwrt/ branches /

at t i tude ad jus tment

• Untar the file and copy it in home folder
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• Go to the openwrt folder

$ cd openwrt

• We now need to configure the OS to include the relevant tools and drivers. This

can be done using the make menuconfig command

$ make menuconfig

• This will open a User Interface. (If it does not, there might be some dependencies

missing. Install them and try the command again). In order to install the Operating

System in the NAND Memory of the Routerboard, we first need to get the board

running using network boot. To this, we must prepare the ramdisk image file.

• Select the following components:

Target System : AR71XXX

Subtarget : Devices with NAND f l a s h ( mostly Mikrot ik )

Target P r o f i l e : Atheros WiFi ( ath5k )

Target Images : ramdisk

Kernel Modules −> Wire l e s s Dr iver s : kmod−ath5k

(Make s e l e c t e d as ‘∗ ’ and not ‘m’ )

Network : wpa−supp l i c an t

Base System : w i r e l e s s−t o o l s

• Once this is completed, compile the OS using the command

$ make V=99

• If there are no errors in the compilation, the ramdisk image file will be formed in

the following directory

$ <bu i l d d i r >/openwrt/bin /ar71xx

Rename this ramdisk file as ‘vmlinux’.
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A.2 Flash kernel and rootfs files into the Router-

Board

• Using this image, the RouterBoard will boot from the network. However, for field

deployments, we want the OS to be installed permanently into the NAND Memory

of the RouterBoard. To do this, we first need to create the kernel image file and

the rootfs file. This can be done using follows.

$ make menuconfig

Keep all other configurations the same as before and change the Target Images

Target Images : ta r . gz , j f f s 2 , squash f s

Exit the configuration screen and compile the OS using the command:

$ make V=99

• The ramdisk file has to be first loaded onto the RouterBoard using network boot.

To do this, we first need to create an TFTP and DHCP server in the local host

system. This is done as follows.

Install and Configure DHCP & TFTP Server

$ sudo apt−get i n s t a l l a t f tpd

$ sudo apt−get i n s t a l l dhcp3−s e r v e r

$ sudo mkdir / t f tpboo t

$ cd <bu i l d d i r >/openwrt/bin /ar71xx

$ sudo cp vmlinux / t f tpboo t /vmlinux

$ sudo at f tpd −−bind−address 10 . 1 07 . 48 . 210 −−daemon / t f tpboo t

Configure file /etc/dhcp/dhcpd.conf file appropriately, and then start dhcpd via

the command

$ sudo dhcpd −c f / e t c /dhcp/dhcpd . conf −−no−pid eth0

• Now, switch on the RouterBoard, and enable network boot. Connect the Router-

Board to the local host system using serial cable. To gain access to the system,

minicom needs to be installed in the local host system. Install minicom using the

following command.
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$ sudo apt−get i n s t a l l minicom

Now, to run minicom, type the following.

$ sudo minicom

If the above configurations are correctly done, the Routerboard will transfer the

ramdisk file into its RAM and boot using network boot. Once the device boots,

execute the following.

$ i f c o n f i g br−l an down

$ b r c t l de lb r br−l an

$ i f c o n f i g eth0 10 . 1 07 . 4 8 . 5 0

$ passwd

$ <Set Password>

Now, in a new terminal go the directory containing the kernel image file and the

rootfs file

$ cd <bu i l d d i r >/openwrt/bin /ar71xx/

$ scp openwrt−ar71xx−nand−r o o t f s . t a r . gz −ar71xx−nand−vmlinux . e l f

root@10 . 1 0 7 . 4 8 . 5 0 : / tmp/

At this point, the RouterBoard has the kernel image and rootfs file in its /tmp/

directory. To install OpenWrt on the RouterBoard run following set of commands.

$ mount /dev/mtdblock1 /mnt/

$ mv /tmp/ openwrt−ar71xx−nand−vmlinux . e l f /mnt/ ke rne l

$ umount /mnt

$ mount /dev/mtdblock2 /mnt/

$ cd /mnt/

$ ta r −xzvf /tmp/ openwrt−ar71xx−nand−r o o t f s . t a r . gz

$ cd . .

$ umount /mnt/

$ sync

Both, the kernel image and the utilities have been mounted on the RouterBoard.

Reboot the system now.
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$ reboot

• When the system reboots, make sure you change the boot option from netboot to

Boot from NAND. If this is not done, then all the steps described above (From

ifconfig br-lan down onwards need to be redone.)

• If the process described above has been done correctly, then the RouterBoard will

boot without any errors. We now need to configure the boards to communicate

with each other and enable performing throughput measurements using the boards.

A.3 Configure Relevant Files and Install Selected Tools

• Once the board reboots, we first need to set the network parameters in the following

files

$ / e tc / c on f i g /network

$ / e tc / c on f i g / w i r e l e s s

$ / e t c / c on f i g /dhcp

In the ‘network’ file, we change the lan interface as follows

c on f i g i n t e r f a c e lan

opt ion ifname eth0

opt ion proto s t a t i c

opt ion ipaddr 10 . 107 . 48 . 10∗

opt ion netmask 255 . 255 . 240 . 0

opt ion gateway 10 . 107 . 63 . 250

We then add a new network interface for the radio interface as follows.

c on f i g i n t e r f a c e wlan

opt ion ifname wlan0

opt ion proto s t a t i c

opt ion ipaddr 192 . 1 6 8 . 1 .∗

In the ‘wireless’ file, we first need to enable the wireless interface. Delete or comment

the following line.

opt ion d i s ab l e 1
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Make sure you comment the above line corresponding to the correct wireless inter-

face. This problem will not arise in case of RB433AH boards. However, in case of

RB411AR, the board has an internal 2.4GHz WiFi card. The first wireless interface

in the file corresponds to this internal WiFi card and need not be enabled.

A sample configuration of the wireless interface is as follows.

c on f i g w i f i−dev i c e rad io0

opt ion type mac80211

opt ion channel 7

opt ion hwmode 11g

opt ion path pc i0000 : 0 0 /0000 : 0 0 : 1 4 . 0

c on f i g w i f i−i f a c e

opt ion dev i ce rad io0

opt ion network wlan

opt ion mode s ta

opt ion s s i d OpenWrt

opt ion encrypt ion none

Note:

The option network must contain the name of the network interface which was

created for the wireless interface in the /etc/config/network file above.

Make sure all nodes have the same ssid and channel numbers. Also, if the nodes

are to operate in AP-Client mode, then one of the nodes is to be configured in the

AP mode and the remaining in client mode. To configure a node in the AP mode,

simply replace the option mode sta by option mode ap. All other configuration

values remain the same.

• At this stage, the basic configuration of the nodes is done. Reboot the system,

connect the antenna to the card and check if the nodes connect to each other.

• If the nodes are configured in the AP-Client mode, then all clients associate to the

AP. This can be seen in the kernel logs, which can be viewed using

$ dmesg

It can also be verified by using the iwconfig command
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$ iwcon f i g

A sample output of the command at a client is as shown below.

wlan0

IEEE 802.11bg ESSID : ‘ ‘ OpenWrt ’ ’

Mode :Managed Frequency : 2 . 4 6 2 GHz Access Point : 0 0 : 3 0 : 1A: 4 6 : 0 9 : 5B

Bit Rate=24 Mb/ s Tx−Power=27 dBm

RTS thr : o f f Fragment thr : o f f

Encryption key : o f f

Power Management : o f f

Link Qual i ty=61/70 S igna l l e v e l=−49 dBm

Rx i nv a l i d nwid : 0 Rx i n v a l i d crypt : 0 Rx i n v a l i d f r ag : 0

Tx ex c e s s i v e r e t r i e s : 98 Inva l i d misc :951 Missed beacon : 0

Since the client is associated to the Access Point, we see the MAC address of the

Access Point. Note that the Frequency shown by this command is 2.462GHz, which

is the frequency corresponding to channel 7 for a normal WiFi card. However, the

card operates at 570MHz.

• If all clients are associated to the AP, then we can start communication between

the clients and the AP. Simply ping any of the node in the network.

$ ping 192 . 1 6 8 . 1 . 1

If the above command returns an output, the nodes are connected to the AP and

can communicate with one another.

• If the nodes communicate with each other (ping each other), then we can run iperf

server at any node and measure the throughput of any link by running an iperf

client at the desired node and connecting the the iperf server.
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Compilation of OpenWrt Attitude

Adjustment 12.09 from source-code

Once the OpenWrt OS is installed on RB, all that remains in order to get the RB working

as a Wireless AP is configuration of its network and wireless parameters. This is done

using two files

/ e tc / c on f i g /network

/ e tc / c on f i g / w i r e l e s s

Disable DHCP Server

OpenWrt, by default, leases DHCP on its LAN interface. First and foremost, we need to

disable this:

In the file,

/ e tc / c on f i g /dhcp

make the following changes:

. . .

c on f i g dhcp lan

opt ion i n t e r f a c e lan

opt ion s t a r t 100

opt ion l im i t 150

opt ion l e a s e t ime 12h

opt ion i gnore 1

. . .
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B.1 Operation mode of RouterBoard 433AH

B.1.1 Bridged AP

Basic explanation of what the Bridged AP mode is and the configuration of RB in Bridged

AP mode is given [48]. Configuration specific to our network is given below.

File: /etc/config/network

c on f i g i n t e r f a c e loopback

opt ion ifname l o

opt ion proto s t a t i c

opt ion ipaddr 1 2 7 . 0 . 0 . 1

opt ion netmask 2 5 5 . 0 . 0 . 0

c on f i g i n t e r f a c e lan

opt ion ifname eth0

opt ion type br idge

opt ion proto s t a t i c

opt ion ipaddr 10 . 107 . 91 . 232

opt ion netmask 255 . 255 . 224 . 0

opt ion gateway 10 . 107 . 95 . 250

c on f i g i n t e r f a c e wan

opt ion ifname eth0

opt ion proto dhcp

con f i g switch

opt ion name switch0

opt ion r e s e t 1

opt ion enab l e v l an 1

con f i g sw i t ch v lan

opt ion dev i ce switch0

opt ion vlan 1

opt ion por t s 1 2 5

Here, it is assumed that the IP addresses are assigned in a static manner. If a DHCP

server can lease IP addresses to the RB, then replace ’option proto static’ with ’option

proto dhcp’ and delete (or comment) the next three lines.
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File: /etc/config/wireless

c on f i g w i f i−dev i c e rad io0

opt ion type mac80211

opt ion channel 1

opt ion hwmode 11g

opt ion path ’ pc i0000 : 0 0 / 0000 : 0 0 : 1 4 . 0 ’

# REMOVE THIS LINE TO ENABLE WIFI :

#opt ion d i s a b l e d 1

c on f i g w i f i−i f a c e

opt ion dev i ce rad io0

opt ion network lan

opt ion mode ap

opt ion wds 1

opt ion r t s 0

opt ion s s i d Openwrt

opt ion encrypt ion none

Note:

• Wireless Distribution System (WDS) has been enabled (option wds 1). This is

necessary in the Bridged AP mode.

• The RB is configured as an AP (option mode ap). The RB can instead be configured

as a client or station (option mode sta).

• The option rts 0 works only for madwifi based system. We have used ath5k drivers.

So, though RB does not throw an error, RTS mechanism doesn’t actually work.

B.1.2 Routed AP

Routed AP

The Routed AP mode requires changes at the AP side, as well as the Client side. Basic

explanation of what the Routed AP mode is and the configuration of RB in Routed AP

mode is given [43].

Configuration specific to our network is given below.

File: /etc/config/network
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c on f i g i n t e r f a c e loopback

opt ion ifname l o

opt ion proto s t a t i c

opt ion ipaddr 1 2 7 . 0 . 0 . 1

opt ion netmask 2 5 5 . 0 . 0 . 0

c on f i g i n t e r f a c e wan

opt ion ifname eth0

opt ion proto s t a t i c

opt ion ipaddr 114 . 143 . 217 . 58

opt ion netmask 255 . 255 . 255 . 248

opt ion gateway 114 . 143 . 217 . 57

opt ion dns 8 . 8 . 8 . 8

c on f i g i n t e r f a c e w i f i

opt ion proto s t a t i c

opt ion ipaddr 192 . 1 6 8 . 1 . 1

opt ion netmask 255 . 255 . 255 . 0

c on f i g switch

opt ion name switch0

opt ion r e s e t 1

opt ion enab l e v l an 1

con f i g sw i t ch v lan

opt ion dev i c e switch0

opt ion vlan 1

opt ion por t s 1 2 5

File: /etc/config/wireless

c on f i g w i f i−dev i c e rad io0

opt ion type mac80211

opt ion hwmode 11g

opt ion txpower 27

opt ion path pc i0000 : 0 0 /0000 : 0 0 : 1 4 . 0

opt ion country US

opt ion channel 1

c on f i g w i f i−i f a c e
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opt ion dev i c e rad io0

opt ion network w i f i

opt ion mode ap

opt ion s s i d IITB−TVWS

opt ion encrypt ion none

File: /etc/config/dhcp

c on f i g dnsmasq

opt ion domainneeded 1

opt ion boguspr iv 1

opt ion f i l t e rw i n 2 k 0 # enab l e f o r d i a l on demand

opt ion l o c a l i s e q u e r i e s 1

opt ion r eb i nd p r o t e c t i on 1 # d i s a b l e i f upstream must s e rve RFC1918

addres se s

opt ion r e b i n d l o c a l h o s t 1 # enab l e f o r RBL check ing and s im i l a r

s e r v i c e s

#l i s t rebind domain example . lan # w h i t e l i s t RFC1918 responses f o r

domains

opt ion local / lan /

opt ion domain lan

opt ion expandhosts 1

opt ion nonegcache 0

opt ion au th o r i t a t i v e 1

opt ion r eade the r s 1

opt ion l e a s e f i l e /tmp/dhcp . l e a s e s

opt ion r e s o l v f i l e /tmp/ r e s o l v . conf . auto

c on f i g dhcp lan

opt ion i n t e r f a c e lan

opt ion s t a r t 100

opt ion l im i t 150

opt ion l e a s e t ime 12h

opt ion i gnore 1

c on f i g dhcp wan

opt ion i n t e r f a c e wan

opt ion ignore 1

c on f i g dhcp w i f i
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opt ion i n t e r f a c e w i f i

opt ion s t a r t 100

opt ion l im i t 150

opt ion l e a s e t ime 12h

File: /etc/config/firewall

c on f i g d e f a u l t s

opt ion syn f l o od 1

opt ion input ACCEPT

opt ion output ACCEPT

opt ion forward REJECT

con f i g zone

opt ion name lan

l i s t network lan

opt ion input ACCEPT

opt ion output ACCEPT

opt ion forward ACCEPT

opt ion masq 1

opt ion mtu f ix 1

c on f i g zone

opt ion name wan

l i s t network wan

l i s t network wan6

opt ion input ACCEPT

opt ion output ACCEPT

opt ion forward REJECT

opt ion masq 1

opt ion mtu f ix 1

c on f i g zone

opt ion name w i f i

l i s t network w i f i

opt ion input ACCEPT

opt ion output ACCEPT

opt ion forward REJECT

con f i g forwarding
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opt ion s r c lan

opt ion dest wan

con f i g forwarding

opt ion s r c w i f i

opt ion dest wan

con f i g r e d i r e c t

opt ion name Dhuktan−1

opt ion s r c wan

opt ion proto tcpudp

opt ion s r c dpo r t 8006

opt ion d e s t i p 1 92 . 1 6 8 . 1 . 6

opt ion de s t po r t 80

opt ion ta r g e t DNAT

opt ion dest w i f i

Routed Client

File: /etc/config/network

c on f i g i n t e r f a c e loopback

opt ion ifname l o

opt ion proto s t a t i c

opt ion ipaddr 1 2 7 . 0 . 0 . 1

opt ion netmask 2 5 5 . 0 . 0 . 0

c on f i g i n t e r f a c e lan

opt ion ifname eth0

opt ion proto s t a t i c

opt ion ipaddr 1 0 . 0 . 1 . 1

opt ion netmask 255 . 255 . 255 . 0

opt ion dns 8 . 8 . 8 . 8

c on f i g i n t e r f a c e wan

opt ion proto s t a t i c

opt ion ipaddr 192 . 1 6 8 . 1 . 6

opt ion netmask 255 . 255 . 255 . 0

opt ion gateway 192 . 1 6 8 . 1 . 1
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c on f i g switch

opt ion name switch0

opt ion r e s e t 1

opt ion enab l e v l an 1

con f i g sw i t ch v lan

opt ion dev i c e switch0

opt ion vlan 1

opt ion por t s 1 2 5

File: /etc/config/wireless

c on f i g w i f i−dev i c e rad io0

opt ion type mac80211

opt ion channel 1

opt ion hwmode 11g

opt ion path ‘ pc i0000 : 0 0 / 0000 : 0 0 : 1 4 . 0 ’

# REMOVE THIS LINE TO ENABLE WIFI :

# opt ion d i s a b l e d 1

c on f i g w i f i−i f a c e

opt ion dev i c e rad io0

opt ion network wan

opt ion mode s ta

opt ion s s i d IITB−TVWS

opt ion encrypt ion none

File: /etc/config/dhcp

c on f i g dnsmasq

opt ion domainneeded 1

opt ion boguspr iv 1

opt ion f i l t e rw i n 2 k 0 # enab l e f o r d i a l on demand

opt ion l o c a l i s e q u e r i e s 1

opt ion r eb i nd p r o t e c t i on 1 # d i s a b l e i f upstream must s e rve RFC1918

addres se s

opt ion r e b i n d l o c a l h o s t 1 # enab l e f o r RBL check ing and s im i l a r

s e r v i c e s

#l i s t rebind domain example . lan # w h i t e l i s t RFC1918 responses f o r

domains
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opt ion local / lan /

opt ion domain lan

opt ion expandhosts 1

opt ion nonegcache 0

opt ion au th o r i t a t i v e 1

opt ion r eade the r s 1

opt ion l e a s e f i l e /tmp/dhcp . l e a s e s

opt ion r e s o l v f i l e /tmp/ r e s o l v . conf . auto

c on f i g dhcp lan

opt ion i n t e r f a c e lan

opt ion s t a r t 100

opt ion l im i t 150

opt ion l e a s e t ime 12h

opt ion i gnore 1

c on f i g dhcp wan

opt ion i n t e r f a c e wan

opt ion ignore 1

c on f i g dhcp w i f i

opt ion i n t e r f a c e w i f i

opt ion s t a r t 100

opt ion l im i t 150

opt ion l e a s e t ime 12h

File: /etc/config/firewall

c on f i g d e f a u l t s

opt ion syn f l o od 1

opt ion input ACCEPT

opt ion output ACCEPT

opt ion forward REJECT

con f i g zone

opt ion name lan

l i s t network lan

opt ion input ACCEPT

opt ion output ACCEPT

opt ion forward REJECT
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opt ion masq 0

con f i g zone

opt ion name wan

l i s t network wan

l i s t network wan6

opt ion input ACCEPT

opt ion output ACCEPT

opt ion forward REJECT

opt ion mtu f ix 1

opt ion masq 1

con f i g forwarding

opt ion s r c lan

opt ion dest wan

con f i g forwarding

opt ion s r c wan

opt ion dest lan



Publications
[1] G. Naik, S. Singhal, A. Kumar, A. Karandikar “Quantitative assess-

ment of TV white space in India,” Proceedings of Twentieth National
Conference on Communications, Feb. 2014.

[2] A. Kumar, S. Singhal, G. Naik, N. Kansabanik, A. Karandikar, “Mesh-
Network for rural broadband coverage using TV white spaces in India”
as Contributions to the International Telecommunications Union Work-
ing Party 5A (ITU WP-5A) 2013, Geneva, Switzerland.

[3] S. Ghosh, G. Naik, A. Kumar, A. Karandikar “OpenPAWS: An open
source PAWS and UHF TV White Space database implementation for
India,” Proceedings of Twenty First National Conference on Commu-
nications, Feb. 2015.



Acknowledgements

I would like to express my sincere gratitude to my supervisors, Prof. Abhay Karandikar

and Prof. Animesh Kumar for the invaluable guidance they have provided over the last

three years. The discussions I have had with them have helped me give a definite direc-

tion to my thought process. Their enthusiasm has been a source of constant motivation

for me throughout my stay at IIT Bombay. I will always be grateful to Karandikar Sir for

the innumerable opportunities given to me to interact with some of the most intellectual

people I have come across.

A large part of the work done in this thesis is collaborated with my friend and colleague

Sudesh Singhal. We have been working on this project from day-1 at IIT Bombay, and

I would like to sincerely thank him for the support he has provided throughout. I have

had few of the best moments in the InfoNet Lab and the Wireless Networks Lab with all

the lab members. I would like to specially thank Soumik Ghosh and Rajeev Kumar for

the time we spent during the project deployment at Palghar and in the lab. I am also

thankful to Sonal, Dhanashree, Aditya Sir, Sangeeta Ma’am, Shubhada Ma’am, Mahima

Ma’am, Punit Sir, Akshay Sir and Tusharika for helping me on innumerable occassions

in the InfoNet Lab.

I would simply not have been here had it not been for my parents’ support, love and

motivation. I am extremely fortunate to be their son, and will always remain indebted

to them. Their immense faith in me made it possible for me to come to IIT Bombay, and

survive here for three years. I also thank Priyanka, my partner in life and my best friend

for all the support she has given me. Without my parents and Priyanka, none of what I

am today would have been possible. I dedicate this thesis to them!

Finally, I would like to thank my dearest friends Kumar, Venkhat, Shrikant, Pravjyot,

Shashi, Navneet, Mayank and Naireeta for making my stay at IIT Bombay one of the

most wonderful and enriching experience in life. All of you turned the Wireless Networks

Lab into my home away from home. Thank you all!

June 3, 2015 Gaurang Naik



Bibliography

[1] R. Upadhyay, “Convergence & Broadband in Digital Era,” ITU-TRAI Interna-

tional Training Programme, 2012. Available: https://www.itu.int/ITU-D/asp/

CMS/Events/2012/ITP2012/RajkumarUpadhyay_ConvergenceDigitalEra.pdf

[2] Telecom Regulatory Authority of India, “Highlights of Telecom Subscription Data as

on 31 January, 2015” Press Release No. 18/2015. Available: http://www.trai.gov.

in/WriteReadData/WhatsNew/Documents/PR-TSD-120315.pdf

[3] Telecom Regulatory Authority of India, “The Indian Telecom Services Performance

Indicators (July-September, 2014),” Jan. 2015. Available: http://www.trai.gov.

in/WriteReadData/PIRReport/Documents/Indicator-Reports29012015.pdf

[4] Department of Telecommunications, “National Telecom Policy 2012.” Available:

http://www.dot.gov.in/sites/default/files/NTP-06.06.2012-final.pdf

[5] K. Chaudhuri, U. Dalal, R. Jha, “E-Governance in Rural India: Need of Broadband

Connectivity Using Wireless Technology,” Wireless Engineering and Technology, Sci-

entifc Research, Vol. 2, Iss. 3, pp. 212-220, Apr. 2011.

[6] Bharat Broadband Network Limited, “Project - National Op-

tical Fibre Network.” http://www.bbnl.nic.in/content/page/

national-optical-fibre-networknofn.php

[7] M. McHenry, P. Tenhula, D. McCloskey, “Chicago Spectrum Occupancy Measure-

ments & Analysis and a Long-term Studies Proposal,” Proceedings of First Interna-

tional Workshop on Technology and Policy for Accessing Spectrum, Aug. 2006.

[8] V. Valenta, R. Marsalek, G. Baudoin, M. Villegas, M.Suarez, F. Robert, “Survey

on Spectrum Utilization in Europe: Measurements, Analyses and Observations,”

81

https://www.itu.int/ITU-D/asp/CMS/Events/2012/ITP2012/RajkumarUpadhyay_ConvergenceDigitalEra.pdf
https://www.itu.int/ITU-D/asp/CMS/Events/2012/ITP2012/RajkumarUpadhyay_ConvergenceDigitalEra.pdf
http://www.trai.gov.in/WriteReadData/WhatsNew/Documents/PR-TSD-120315.pdf
http://www.trai.gov.in/WriteReadData/WhatsNew/Documents/PR-TSD-120315.pdf
http://www.trai.gov.in/WriteReadData/PIRReport/Documents/Indicator-Reports29012015.pdf
http://www.trai.gov.in/WriteReadData/PIRReport/Documents/Indicator-Reports29012015.pdf
http://www.dot.gov.in/sites/default/files/NTP-06.06.2012-final.pdf
http://www.bbnl.nic.in/content/page/national-optical-fibre-networknofn.php
http://www.bbnl.nic.in/content/page/national-optical-fibre-networknofn.php


82 BIBLIOGRAPHY

Proceedings of Fifth International Conference on Cognitive Radio Oriented Wireless

Networks & Communications, pp. 1-5, June 2010.

[9] M. Islam, C. Koh, S. Oh, X. Qing, Y. Lai, C. Wang, Y. Liang, B. Toh, F. Chin, G. Tan,

W. Toh, “Spectrum Survey in Singapore: Occupancy Measurements and Analyses,”

Proceedings of Third International Conference on Cognitive Radio Oriented Wireless

Networks & Communications, pp. 1-7, May 2008.

[10] International Telecommunications Union, “Digital Dividend: Insights for Spectrum

Decisions”, Aug. 2012. Available: http://www.itu.int/ITU-D/tech/digital_

broadcasting/Reports/DigitalDividend.pdf

[11] US Federal Communication Commission, “Second Report and Order and Memoran-

dum Opinion and Order,” Tech. Rep. 08-260, Nov. 2008.

[12] Ofcom, “TV White Space Devices ...and Beyond!,” Oct. 2011. aVAILABLE: http:

//www.oecd.org/sti/broadband/49435354.pdf

[13] B. Scott and M. Calabrese, “Measuring the TV White Space Available for

Unlicensed Wireless Broadband,” New America Foundation, Tech. Report, Jan.

2006. Available: http://www.newamerica.net/files/nafmigration/archive/

Doc_File_2713_1.pdf

[14] S. Mishra, and A. Sahai, “How Much White Space is There?,” Tech. Report

UCB/EECS-2009-3, Jan. 2009. Available: http://www.eecs.berkeley.edu/Pubs/

TechRpts/2009/EECS-2009-3.html

[15] S. Shellhammer, A. Sadek, W. Zhang, “Technical Challenges for Cognitive Radio

in the TV White Space Spectrum,” Information Theory and Applications Workshop,

pp. 322-323, Feb. 2009.

[16] K. Harrison, “Cognitive Radios in the TV White Spaces: Challenges and Oppor-

tunities,” Tech. Report EECS-2011-151, Dec. 2011. Available: http://www.eecs.

berkeley.edu/Pubs/TechRpts/2011/EECS-2011-151.pdf

[17] T. Shimomura, T. Oyama and H. Seki, “Analysis of TV White Space Availability

in Japan,” in Proceedings of IEEE Vehicular Technology Congerence, pp. 1-5, Sept.

2012.

http://www.itu.int/ITU-D/tech/digital_broadcasting/Reports/DigitalDividend.pdf
http://www.itu.int/ITU-D/tech/digital_broadcasting/Reports/DigitalDividend.pdf
http://www.oecd.org/sti/broadband/49435354.pdf
http://www.oecd.org/sti/broadband/49435354.pdf
http://www.newamerica.net/files/nafmigration/archive/Doc_File_2713_1.pdf
http://www.newamerica.net/files/nafmigration/archive/Doc_File_2713_1.pdf
http://www.eecs.berkeley.edu/Pubs/TechRpts/2009/EECS-2009-3.html
http://www.eecs.berkeley.edu/Pubs/TechRpts/2009/EECS-2009-3.html
http://www.eecs.berkeley.edu/Pubs/TechRpts/2011/EECS-2011-151.pdf
http://www.eecs.berkeley.edu/Pubs/TechRpts/2011/EECS-2011-151.pdf


BIBLIOGRAPHY 83

[18] H. Harada, “TV White Space Regulatory and Industry Development a Japan Status

Update,” Japan, Oct. 2012.

[19] International Telecommunications Union, “ITU-R P.1546-1: Method For Point-

to-area Predictions For Terrestrial Services in the Frequency Range 30 MHz to

3000 MHz,” May 2003. Available: https://www.itu.int/dms_pubrec/itu-r/rec/

p/R-REC-P.1546-1-200304-S!!PDF-E.pdf

[20] Electronic Communications Commission, “ECC Report 159: Technical and Op-

erational Requirements for the Possible Operation of Cognitive Radio Systems in

the ‘White Spaces of the Frequency Band 470-790 MHz, Jan. 2011. http://www.

erodocdb.dk/docs/doc98/official/Pdf/ECCRep159.pdf

[21] S. Atapattu, C. Tellambura, H. Jiang, “Energy Detection Based Cooperative Spec-

trum Sensing in Cognitive Radio Networks,” IEEE Transactions on Wireless Com-

munications, Vol. 10, Iss. 4, pp. 1232-1241, Apr. 2011.

[22] B. Shen, L. Huang, C. Zhao, Z. Zhao, K. Kwak, “Energy Detection Based Spectrum

Sensing for Cognitive Radios in Noise of Uncertain Power,” Proceedings of Interna-

tional Symposium on Communications and Information Technologies, pp. 628-633,

Oct. 2008.

[23] A. Ghasemi, E. Sousa, “Collaborative Spectrum Sensing for Opportunistic Access in

Fading Environments,” Proceedings of First IEEE International Symposium on New

Frontiers in Dynamic Spectrum Access Networks, pp. 131-136, Nov. 2005.

[24] D. Cabric, A. Tkachenko, R. Brodersen, “Spectrum Sensing Measurements of Pilot,

Energy, and Collaborative Detection,” Proceedings of IEEE Military Communications

Conference, pp. 23-25, Oct. 2006.

[25] Y. Zeng, Y. Liang, “Eigenvalue-based Spectrum Sensing Algorithms for Cognitive

Radio,” IEEE Transactions on Communications, Vol. 57, Iss. 6, pp. 1784-1793, June

2009.

[26] Y. Zeng, Y. Liang, “Spectrum-Sensing Algorithms for Cognitive Radio Based on

Statistical Covariances,” IEEE Transactions on Vehicular Technology, Vol. 58, Iss. 4,

pp. 1804-1815, May 2009.

https://www.itu.int/dms_pubrec/itu-r/rec/p/R-REC-P.1546-1-200304-S!!PDF-E.pdf
https://www.itu.int/dms_pubrec/itu-r/rec/p/R-REC-P.1546-1-200304-S!!PDF-E.pdf
http://www.erodocdb.dk/docs/doc98/official/Pdf/ECCRep159.pdf
http://www.erodocdb.dk/docs/doc98/official/Pdf/ECCRep159.pdf


84 BIBLIOGRAPHY

[27] J. Lunden, V. Koivunen, A. Huttunen, H. Poor, “Collaborative Cyclostationary

Spectrum Sensing for Cognitive Radio Systems,” IEEE Transactions on Signal Pro-

cessing, Vol. 57, Iss. 11, pp. 4182-4195, Nov. 2009.

[28] Z. Ye, J. Grosspietsch, G. Memik, “Spectrum Sensing Using Cyclostationary Spec-

trum Density for Cognitive Radios,” Proceedings of IEEE Workshop on Signal Pro-

cessing Systems, pp. 1-6, Oct. 2007.

[29] E. Axell, G. Leus, E. Larsson, “Overview of Spectrum Sensing for Cognitive Radio,

Proceedings of Second International Workshop on Cognitive Information Processing,

pp. 322-327, June 2010.

[30] Telcordia TV White Space Database. https://prism.telcordia.com/tvws/main/

home/contour_vis.shtml

[31] Ofcom, “Digital Dividend Review,” Dec. 2007. http://stakeholders.ofcom.org.

uk/binaries/consultations/ddr/statement/statement.pdf

[32] Ofcom, “Consultation on licence-exempting cognitive devices using inter-

leaved spectrum,” Feb. 2009. http://stakeholders.ofcom.org.uk/binaries/

consultations/cognitive/statement/statement.pdf

[33] Spectrum Bridge TV White Space Database. http://uk-whitespaces.

spectrumbridge.com/whitespaces/home.aspx#Search

[34] M. Nekovee, “Quantifying the availability of TV White Spaces for Cognitive Radio

Operation in the UK,” IEEE International Conference on Communications Work-

shops, pp. 1-5, June 2009.

[35] G. Naik, S. Singhal, A. Kumar and A. Karandikar, “Quantitative Assessment of TV

White Space in India,” in Proceedings of IEEE National Conference on Communica-

tions, pp. 1-6, March 2014.

[36] Ofcom, “TV White Space Devices ...and beyond!”, Oct. 2011. http://www.oecd.

org/sti/broadband/49435354.pdf

[37] ITU Frequency Allocation Table, Oct. 2010. https://www.itu.int/ITU-D/asp/

CMS/Events/2010/SMS4DC/SMS4DC2_AllocationsV2.pdf

https://prism.telcordia.com/tvws/main/home/contour_vis.shtml
https://prism.telcordia.com/tvws/main/home/contour_vis.shtml
http://stakeholders.ofcom.org.uk/binaries/consultations/ddr/statement/statement.pdf
http://stakeholders.ofcom.org.uk/binaries/consultations/ddr/statement/statement.pdf
http://stakeholders.ofcom.org.uk/binaries/consultations/cognitive/statement/statement.pdf
http://stakeholders.ofcom.org.uk/binaries/consultations/cognitive/statement/statement.pdf
http://uk-whitespaces.spectrumbridge.com/whitespaces/home.aspx#Search
http://uk-whitespaces.spectrumbridge.com/whitespaces/home.aspx#Search
http://www.oecd.org/sti/broadband/49435354.pdf
http://www.oecd.org/sti/broadband/49435354.pdf
https://www.itu.int/ITU-D/asp/CMS/Events/2010/SMS4DC/SMS4DC2_AllocationsV2.pdf
https://www.itu.int/ITU-D/asp/CMS/Events/2010/SMS4DC/SMS4DC2_AllocationsV2.pdf


BIBLIOGRAPHY 85

[38] M. Matinmikko, H. Okkonen, M. Palola, S. Yrjola, P. Ahokangas and M. Mustone,

“Spectrum Sharing Using Licensed Shared Access: The Concept and Its Workflow for

LTE-Advanced Networks,” IEEE Wireless Communications Magazine, vol.21, no.2,

Apr. 2014, pp. 72-79.

[39] Mikrotik RouterBoard 433AH. http://routerboard.com/RB433AH

[40] PCI Express miniPCI. https://en.wikipedia.org/wiki/PCI_Express#

MINI-CARD

[41] OpenWrt. https://www.openwrt.org/

[42] Doodle Labs DL535. http://www.doodlelabs.com/products/

radio-transceivers/sub-ghz-range/470-790-mhz-tvws-100/

[43] OpenWrt Wiki, “Routed AP”. http://wiki.openwrt.org/doc/recipes/routedap

[44] V. Chen, S. Das, L. Zhu, J. Malyar, P. McCann, “Protocol to Access White-Space

(PAWS) Databases, draft-ietf-paws-protocol-19, ” Sept., 2014.

[45] K. Ishizu, H. Murakami and H. Harada, “TV White Space Database for Coexistence

of Primary-Secondary and Secondary-Secondary Systems in Mesh Networking, ” In-

ternational Symposium on Wireless Personal Multimedia Communications, pp. 1-5,

Sept. 2012.

[46] TV White Space Database India. https://www.ee.iitb.ac.in/iwsd

[47] Protocol to Access White Space (PAWS) Database Sourcecode. https://www.ee.

iitb.ac.in/tvws/PAWS_sourcecode

[48] OpenWrt Wiki, “Bridged AP”. http://wiki.openwrt.org/doc/recipes/

bridgedap

[49] OpenWrt Wiki, “Routed Client”. http://wiki.openwrt.org/doc/recipes/

routedclient

[50] Frottle Project Webpage, http://frottle.sourceforge.net

http://routerboard.com/RB433AH
https://en.wikipedia.org/wiki/PCI_Express#MINI-CARD
https://en.wikipedia.org/wiki/PCI_Express#MINI-CARD
https://www.openwrt.org/
http://www.doodlelabs.com/products/radio-transceivers/sub-ghz-range/470-790-mhz-tvws-100/
http://www.doodlelabs.com/products/radio-transceivers/sub-ghz-range/470-790-mhz-tvws-100/
http://wiki.openwrt.org/doc/recipes/routedap
https://www.ee.iitb.ac.in/iwsd
https://www.ee.iitb.ac.in/tvws/PAWS_sourcecode
https://www.ee.iitb.ac.in/tvws/PAWS_sourcecode
http://wiki.openwrt.org/doc/recipes/bridgedap
http://wiki.openwrt.org/doc/recipes/bridgedap
http://wiki.openwrt.org/doc/recipes/routedclient
http://wiki.openwrt.org/doc/recipes/routedclient
http://frottle.sourceforge.net

