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Chapter 1

Introduction.

1.1 Spin electronics.

Spin electronics, or in short spintronics, is a multidisciplinary field whose central theme is the active manipulation of the freedom of spin degree of charge carriers in solid-state systems. The generation of spin polarization usually means creating a nonequilibrium spin population. This can be achieved in several ways. Traditionally, spin has been oriented using optical techniques in which circularly polarized photons transfer their angular momenta to electrons, for device applications, however, electrical spin injection is more desirable. In electrical spin injection, a magnetic electrode is connected to the sample. When the current drives spin-polarized electrons from the electrode to the sample, nonequilibrium spin accumulates at the interface. The rate of spin accumulation is decreased by spin relaxation, the process of bringing the accumulated spin population back to equilibrium.

Injection and detection of a spin-polarized current in semiconductors was successfully demonstrated by R. Fiederling et al. [FKR+99], achieving a high spin injection efficiency of more than 90% as detected by electroluminescence emitted from a [Al,Ga]As light-emitting diode (LED). The experiment was carried out with a [Zn,Be,Mn]Se spin aligner to inject polarized electrons into the diode (LED).

A step towards understanding the process of electrical spin injection was made by G. Schmidt et al. [SFM+00]. They showed that the very low efficiency of electrical spin injection from ferromagnetic metals into semiconductor is explained in terms of conductance mismatch. In the nonmagnetic semiconductor, the conductance of both spin channels is identical and the difference in the conductance of spin channels in ferromagnetic metal causes the spin-polarization of the current. Due to a large conductance mismatch between metal and semiconductor, electron transport through the spin channels is totally dominated by the conductance of semiconductor. This fact limits the use of ferromagnetic metals as a material for spintronics, not only because of the relatively low \( \sim 45\% \) spin-polarization of carriers within the ferromagnet, but also because
of the low resistance of the spin injecting metal as compared to the semiconductor into which
the spin-polarized electrons are to be injected.

Although, ferromagnetic metals have a high Curie temperature which gives possibility for spin
manipulation at room temperature without external magnetic field. An effective way to over-
come the conductivity mismatch problem is to use 100% spin-polarized materials. One of the
promising families of materials in this sense, are half metals, Heusler alloys \[ \text{dGMvE83} \]. Half
metal means that the only available states at the Fermi level in these materials are spin-polarized,
resulting in 100% spin polarization. Moreover, the materials are ferromagnetic at room tem-
peratures.

Another big issue in the field of spintronics in recent years is to design new ferromagnetic semi-
conductor materials with room temperature ferromagnetism. In order to achieve ferromagnetic
behaviour, semiconductors are diluted with magnetic ions to make diluted magnetic semicon-
donductors (DMS). The advantage of DMS, compared to metals, is that conductivity of the injector
is similar to that of the nonmagnetic semiconductor used in applications, and in this way the
conductance mismatch problem can be overcome.

Applications of spin electronics are successfully used in the "read" heads for magnetic hard
disk drives, because of extreme sensitivity to external magnetic field. The effect used is known
as giant magnetoresistance (GMR) \[ \text{BBF+88} \] and results from the effect of the scattering of
electrons on the interface of alternate ferromagnetic/paramagnetic layers. Depending on parallel
or anti-parallel orientation of the layers, the resistance of the structure will be changed. The
interfaces are normally used with a tunnel barrier in order to increase the effect and are called
tunneling magnetoresistance (TMR). At the same time, GMR based random access memory
(RAM), magnetic random access memory (MRAM), and computer hard disks are under rapid
development.

A long-term goal for spintronics applications is quantum computation \[ \text{LD98, Kan98} \]. The
quantum algorithms require that the internal state of the quantum computer will be controlled
with extraordinary precision, so that the coherent quantum state, upon which the quantum algo-
rithms rely, is not destroyed.

In this thesis, we will discuss our recent results of measurements and simulation of magnetic
RTD structures as possible applications for semiconductor spintronics. The thesis is organized
as follows: In chapter 1 we discuss the principles of spin injection and manipulation. Chapter 2
reviews the theory of resonant tunneling. In chapter 3 we describe the details of the experiment.
In the subsequent chapters we show our experiment results on spin selection (chapter 4) and
spin detection (chapter 5), in all-II-VI RTD with magnetic QW, a two parallel RTD system
(chapter 6), spin manipulation with RTDs with magnetic injector or barriers (chapter 7), and
spin resolved resonant tunneling in self-assembled quantum dots (chapter 8). An overview of
the results is presented as the summary. Finally, we present related results on "Spin Injection in
the Nonlinear Regime: Band Bending Effects" as an appendix.
1.2 Spin injection and manipulation.

In 1990, Datta and Das proposed a design for a spin-polarized field-effect transistor, or SFET [DD90]. In a conventional FET, a narrow semiconductor channel runs between two electrodes - source and drain. When voltage is applied to the gate electrode, which is above the channel, the resulting electric field drives electrons out of the channel (for instance), turning the channel into an insulator. The Datta-Das spin FET has a spin-polarizer source and drain so that the current flowing into the channel is spin-polarized. When a voltage is applied to the gate, the spins rotate as they pass through the channel and the drain rejects these anti-aligned electrons. Naturally, in order to achieve proper spin selectivity at the drain, transport of the carriers must be quantum mechanically coherent. Flipping an electron’s spin takes much less energy and can be done much faster than pushing an electron out of the channel. One can also imagine changing the orientation of the source or drain with a magnetic field, introducing an additional type of control: logic gates whose functions can be changed on the fly.

One of the most important and at the same time most complicated tasks in such kind of devices is to inject and manipulate spin-polarized electric current in the nonmagnetic media. Using DMS or Heusler alloys not necessarily means that 100% of spin-polarized current can be injected, because of the scattering on interface states. High electric-field diffusive regime, which has no analogue in metals, was shown to improve the spin injection efficiency [YF02]. The idea is that at reasonably high electric-fields, the spin-diffusion lengths will be different for different spin oriented currents. The enhancement of the spin injection efficiency also occurs for high electric-field spin injection through a spin-selective interfacial barrier. Additional interface effects and effects of band bending are analysed in [SGG+04].

There are many options to manipulate spin within the NMS. One of the effects being explored in order to manipulate spin within the material is the fact that in the presence of an electric field, the spin and momentum states of an electron can be coupled; this is known as spin–orbit (SO) coupling. An important SO coupling effect induced by structural inversion asymmetry is known as the Rashba effect [Ras60a, Ras60b, BR84]. Due to the Rashba SO interaction in a two-dimensional electron gas (2DEG) where an interfacial electric-field, arising from an asymmetric confining potential, is present, a momentum dependent splitting between the two spin directions appears. It is typically more important in small-gap zinc–blend–type semiconductors because of the proximity of the valence band and can be tuned by external electric fields (gate voltages). The Dresselhaus SO coupling is due to bulk inversion asymmetry and the interface inversion asymmetry [Dre55].

Quantum dots (QD) are considered an important instrument to manipulate spin orientation of current [RSL00]. The quantum coulomb blockade regime is assumed in order to incorporate the functionality of the quantum mechanical device. This puts additional limitations on the conditions at which the device could be operated. These conditions limit the use of the spin selector to very low temperatures (dilution refrigerators) and the injector Fermi energy must be smaller then the splitting of the levels in the QW. At the same time the spin injection from a ferromagnetic source into a semiconductor through a paramagnetic ion-doped nanocrystal...
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ERR01 can either enhance the injection coefficient by several times or suppress it, depending on voltage.

1.3 Spin detection.

Very convincing optical methods of spin detection are proven to be useful [FKR+99]. Time-resolved photoluminescence also gives the possibility of following the dynamics of a spin over time, that allows the investigation of basic properties of structures for spintronics [MBSA01]. Effective optical detection of the spin injection is realised through measurements of the Hanle effect. The effect uses the degree of circular polarization of photons from recombination to measure the component of carrier spin along the direction of observation. For the Hanle effect, magnetic field B must have a component perpendicular to the orientation axes of the injected spins. Only projection of B perpendicular to the spin axis applies a torque and dephases the spins. There is a discrepancy in how to interpret the circular polarized light out of Spin-LED. In particular, the publication from Y. Ohno et al. [OYB+99] is based on the measurement of side emitted light. This quasi-Voigt geometry gives rise to different selection rules for optical transitions in GaAs based QWs compared to those applicable for top emission. This discrepancy was analysed in [FGO+03] where no significant effect of spin-polarized current in the side emitted light is seen.

One needs electrical methods of efficient spin detection in order to effectively implement it to devices. In external magnetic fields and in low temperatures, one could use diluted magnetic semiconductor. The spin-polarized materials alone are not spin detectors. In order to detect current spin-polarization one needs some strong indication of the spin current itself. Search for reliable spin-polarized current detectors has also stimulated the development of a novel detection technique that uses scanning tunneling spectroscopy combined with pulsed quasiparticle spin injection to minimize Joule heating. However, for a quantitative interpretation of the measured polarization, important additional factors need to be considered. For example, the Fermi surface may not be spherical, or the magnetic resonance force microscopy MRFM is very precise and allows single spin detection [RBMC04].

Several spin diodes have recently been proposed or demonstrated with the goal of either maximizing the sensitivity of the current-voltage (I-V) characteristics to spin and magnetic field, or facilitating spin injection and its detection through semiconductor interfaces comprising a magnetic semiconductor as the injector. Magnetic tunneling diodes have been used for spin injection from a ferromagnetic to a nonmagnetic semiconductor, in p-GaMnAs/n-GaAs p-n junctions [KOT+01, JHLK+02, DLR+04].

Spin resonant tunneling diodes demonstrated in [SGS+03] have strong spin splitting of the levels in the QW that can be positively used for spin detection. The spin dependent transport through the device is obvious and is easy to observe, even at intermediate fields and helium temperatures. Properly understanding and explaining the effect of the spin resolved transport makes
it possible to control the detected spin orientation by applying voltage to the device. Miniaturisation of the devices can lead to the possibility of integrating it into practical realisation schemes.
Chapter 2

Theory of Resonant tunneling.

2.1 Resonant tunneling.

2.1.1 Basics of resonant tunneling.

Studies of superlattices were launched by the work of L. Esaki and R. Tsu (1970) \textsuperscript{ET70}, who considered the electron transport in a superlattice, i.e. in an additional periodic potential created by doping or changing the composition of semiconductor materials with the period larger than, but comparable to, the lattice constant of crystal. In this “man-made crystal,” as Esaki called it, a parabolic band breaks into minibands separated by small forbidden gaps with Brillouin zones determined by this period.

Later, Tsu and Esaki considered resonant tunneling in superlattice structures \textsuperscript{TE73} where they assumed a finite superlattice and calculated the tunneling probability for the structure using the transfer matrix method. The authors show the presence of a negative differential resistance (NDR) and resonant peaks in the current-voltage (I-V) characteristics.

The first experimental demonstration of quantum well (QW) heterostructure physics was done by (Chang et al., 1974) \textsuperscript{CET74}. They measured the tunneling current and conductance as a function of an applied voltage in GaAs-GaAlAs double barriers and found current maxima associated with resonant tunneling. Later in the same year Esaki and Chang (1974) \textsuperscript{EC74} observed resonant tunneling in superlattices that typically comprised of fifty periods.

To understand the principles of the resonant tunneling peak formation in the I-V characteristic of a resonant tunneling diode (RTD) let us look at the simplified picture that is shown in Fig.2.1

A schematic drawing of an RTD is shown in Fig.2.1a. The device consists of five components. 1) Doped injector. 2) First tunnel barrier. 3) Quantum well with quantized states. 4) Second
Figure 2.1: The principles of resonant tunneling. a) Double barrier quantum well structure at 0 bias. b) The structure at bias $\Delta V$. Level in the quantum well is aligned with the Fermi level in the injector. Resonant current begins to flow. c) At a higher bias the bottom of the conduction band in the injector is aligned with the level in the quantum well. Maximum resonant current. d) Increased bias pushes the level in the quantum well below the occupied states in the injector. Resonant current does not flow in this configuration.
2.1 Resonant tunneling.

Because of the quantization of the states in the quantum well and energy conservation during tunneling process, tunneling electrons passing the first barrier cannot find states in the QW with the appropriate energy and resonant tunneling is suppressed.

At a bias $\Delta V$ across the structure, as shown in Fig. 2.1(b) the energy shift of the levels in the QW with respect to the injector is $\sim e\Delta V/2$, for a symmetric structure. When the level in the QW is aligned in energy with the Fermi level in the injector, the resonant tunneling current starts to flow and defines the beginning of the resonant peak in the I-V characteristic.

As the applied voltage is increased, the resonant tunneling current increases and reaches its maximum at the point where the level in the quantum well reaches the bottom of the injector conduction band as it is shown in Fig. 2.1(c). From this simple picture one can see that the voltage difference from the beginning of the resonant peak to its maximum point is basically twice the Fermi energy in the injector divided by $e$.

At an even higher bias the level in the quantum well is moved below the conduction band levels in the injector (see Fig. 2.1(d)) and the resonant tunneling current turns off.

A similar but more detailed picture of the process of resonant tunneling is presented in Fig. 2.2. This picture was presented by L. Esaki in his Nobel Lecture, 1973 “Long journey into tunneling” [Esa73]. In addition to energy conservation during the tunneling process that is discussed in Fig. 2.1 the Esaki picture adds the idea of in-plane momentum conservation.

![Figure 2.2: L. Esaki’s picture of resonant tunneling. Construction of shadows of energy surfaces on two ky-kz planes corresponding to two barriers. a) RTD at resonance bias. b) The structure out of resonance.](image-url)
In the figure, the two ky-kz planes correspond to the two barriers in the RTD structure. The sphere on the left side of the double barrier structure represents a Fermi sphere in the injector. The sphere on the right side of the structure represents an energy sphere in which electrons have the same total energies as electrons in the Fermi sphere on the left. The ring structure between the barrier planes depicts the DOS in the quantum well.

The overlap between the levels in the injector, quantum well and collector is shown by the overlap of their projections onto the planes of the barriers. The two conditions of energy and k-vector conservation are thus satisfied.

Fig. 2.2(a) presents the resonant tunneling structure under resonance conditions, where the overlap of the projections of the Fermi sphere in the injector and the two-dimensional DOS in the QW onto the plane of the first tunnel barrier is obvious. The energy sphere in the collector is big enough to overlap with both projections of the DOS. The maximum resonant tunneling current will flow through the structure in this configuration.

Fig. 2.2(b) presents the RTD out of resonance. The overlap between the injector DOS and the DOS in the QW is absent. The ring structure in the QW is formed because the only states presented are the two dimensional states with the energies of the tunneling electrons. This representation corresponds to the total energy conservation during tunneling process. Although there is an overlap between the DOS in the QW and the collector, the resonant condition that requires an overlap of the states on both barriers is broken. At higher bias voltages, the radius of the DOS ring in the QW will increase and the radius of the energy sphere in the collector will increase even more. The resonance current will therefore reach a maximum when the radius of the DOS in the QW is equal to the radius of the Fermi sphere in the injector and will abruptly vanish after this. An important property of the RTD structure shown in the figure is the width of the allowed energy states in the QW. It shows that, due to broadening, the states have some width and distribution which play a role on the device I-V characteristic.

The next sophistication to the description was brought by S. Luryi in 1985 [Lur85] and is depicted in Fig. 2.3. His idea includes all that is previously presented and introduces the influence of band banding and the effect of density of states in the injector.

At zero bias the resonant state in the QW is higher in energy than the levels in the injector and the tunneling current does not flow through the system. The situation is depicted in Fig. 2.3(a) in the same manner as was shown in Fig. 2.1(a).

At bias V, as shown in Fig. 2.3(b), the tunneling electrons will have states available in the QW and a resonant tunneling current will flow through the structure. The situation is similar to the one depicted in Fig. 2.1(b)(c) except that in this case a charge accumulation region is shown in the injector area just before the first barrier. This feature is very important and can dramatically change the properties of the device. Very often, a two-dimensional electron gas (2DEG) is formed in the charge accumulation region and the picture of resonant tunneling must be treated with a two-dimensional DOS in the injector instead of a Fermi sphere. In the present example, we consider the case that no 2DEG is yet formed. This is also the case for the experimental
2.1 Resonant tunneling.

Figure 2.3: S. Luryi’s picture of resonant tunneling. a) RTD without bias. $E_F$ - Fermi energy. $E_0$ - quantized energy level in the QW. b) The structure at the resonance. $V$ - applied bias. c) $k$-vector representation of the resonant condition in the structure.

structures we study later in this thesis.

On the collector side of the structure, a depletion region is formed just after the second tunnel barrier. The main influence of this feature is that the shape of the second barrier is changed, this also has an influence on the resonant tunneling current because, as it will be shown, an important requirement for high resonant tunneling current is symmetry between the barriers.

In Fig. 2.3(c), the sphere represents the Fermi sphere in the injector and the shaded area is the overlap in energy between the sphere and the plane of the QW energy level. The shaded area represents the states in the injector from which the electrons can take part in the resonant tunneling process. The energy level in the QW is presented as a plane in $k_x$-$k_y$. This is correct according to the parabolic band approximation. The shaded area will be shifted down in $k_z$ at higher bias.

As one can see with increased bias the overlap area between the Fermi sphere and the level in the QW will be increased, thus indicating increased number of states taking part in the resonant tunneling and thus increased current flow.

When the plane of the level in the QW crosses zero $k_z$, the negative states can no longer take part in the tunneling process and the resonant current does not flow through the structure.

From the diagrams previously considered, one can conclude that the I-V characteristics of an RTD should have peaks that begin at the point when the level in the QW is aligned with the Fermi level in the injector and they have a maximum when the bottom of the conduction band in the injector is aligned with the level in the QW. Thereafter the current should stop and only increase again when the second QW level is aligned with the states in the injector.
Theory of Resonant tunneling.

Figure 2.4: Wave function across an symmetric RTD structure a) at resonant conditions, c) out of resonant conditions along with b) the structure of asymmetric RTD.

In comparison with a Fabry-Perot resonator in optics, one can expect a resonant enhancement of the tunneling current in RTD at certain voltages. This occurs when the energy of an incident electron (one near the Fermi level in the emitter) matches that of the unoccupied state in QW corresponding to the same lateral momentum. Under such conditions, the amplitude of the resonant mode builds up in the QW to the extent that the wave, leaking in both directions, practically cancels the incident wave and enhances the transmitted one. The diagram is schematically depicted in Fig. 2.4(a) and shows that the tunneling probability for such a device can be as big as one.

According to Ricco and Ya. Azbel in [RA84] and Kane [Kan69], for the potential-energy diagram of Fig. 2.4(b), the global transmission coefficient $T_G$ of the whole barrier (i.e. from points H to A) can be exactly derived and given by:

$$T_G = \frac{C_0}{C_1 T_l T_r + C_2 \frac{T_l}{T_r} + C_3 \frac{T_r}{T_l} + C_4 \frac{1}{T_l T_r}}$$  \hspace{1cm} (2.1)

where $T_l$ and $T_r$ represent the transmission coefficient of the left and right barrier respectively, (between points G-F and C-B) and are exponentially dependent on energy. In Eq. (2.1) the $C_i$ are (phase) factors which are exhibiting much weaker energy dependence and, in primary order, can essentially be treated as constants (of the same order of magnitude). Let us consider the case of “strong localization” which requires all T’s to be small ($\ll 1$). Under this condition, the denominator of Eq. (2.1) is dominated by the last term, and the global transmission coefficient $T_G$ simplifies to the “normal” transmission coefficient $T_{GN}$ corresponding to $T_G$ in the absence of a resonance

$$T_{GN} \approx \frac{C_0}{C_4} T_l T_r \approx T_l T_r$$  \hspace{1cm} (2.2)
2.1 Resonant tunneling.

In this case, the presence of the potential-energy well between the two barriers has, in practice, little or no effect. In particular, it were as if points E and D in Fig. 2.4(b) were coincidental and no well was present. This suppresses the tunneling probability as shown in Fig. 2.4(c).

The energy levels $E_n$ of a finite square-well potential of width $L$ and depth $V_0$ are given by [Sch68]

$$E_n = \frac{\hbar^2}{2m(L/2)^2} \xi_n^2$$

for $n = 1,2,...$, where $\xi_n$ denotes one of the positive solutions of

$$\begin{align*}
\xi \tan \xi &= \sqrt{A^2 - \xi^2} \quad \text{for } n \text{ odd} \\
\xi \cot \xi &= -\sqrt{A^2 - \xi^2} \quad \text{for } n \text{ even},
\end{align*}$$

where

$$A \equiv \frac{L/2}{\hbar} \sqrt{2mV_0}$$

At the energies calculated from Eq. (2.3), the coefficient $C_4$ in Eq. (2.1) goes to zero; the leading term is consequently cancelled out, and a resonance occurs. In this case, as seen from Eq. (2.1), the global (resonance) transmission coefficient $T_{G_{res}}$ becomes

$$T_{G_{res}} \approx C \frac{T_{min}}{T_{max}} \approx \frac{T_{min}}{T_{max}}$$

(2.4)

where $T_{min}$ and $T_{max}$ represent the smaller and larger among $T_l$ and $T_r$, respectively, while $C$ is either $C_0/C_2$ or $C_0/C_3$ depending on whether $T_{max} = T_l$ or $T_r$.

By directly comparing Eqs. (2.2) and (2.4) it is obvious that the resonance always implies an increased transmission coefficient since the ratio is

$$T_{G_{res}}/T_{GN} = 1/T_{max}^2$$

(2.5)

Such an increase is, therefore, greater for the smaller $T_{max}$ and vanishes in the limiting case of $T_{max} \to 1$ (which, on the other hand, is incompatible with the assumption of strong localization).
At the resonant energies defined by Eq. (2.3) $T_{G_{res}}$, there is unity when $T_l = T_r$. Eq. (2.5) clearly indicates that the transmission coefficient can easily increase by several orders of magnitude for arbitrary small changes in $T_{max}$.

Because $T_l$ and $T_r$ are non zero, the localised states are, strictly speaking, quasi eigenstates with a finite lifetime and energy width. The assumption of strong localisation, however, implies that they can be considered as “real” eigenstates for all practical purposes.

The peak produced by the resonance in the transmission coefficient and (hence in the measured currents) has a finite energy width $\Delta E$ which is physically due to the non zero probability of tunneling out of the well. Such a width is related to the (resonant) state lifetime and is termed “natural (homogeneous) broadening”. For this reason, $\Delta E$ increases with the electron escape probability, thus essentially with $T_{max}$ [RA84].

$$\Delta E \propto T_{max}$$

(2.6)

The finite width of the resonance peaks plays a relevant role in experiments. It makes the energy matching condition required to produce a resonance less critical (although the amplitude of the effect decreases away from the level centre).

An illustration of the ideas described by Eqs. (2.2), (2.4) and (2.6) is presented in Fig. 2.5. The previous conclusions were done on the basis of the WKB approximation, which is not an exact solution, they are perfectly valid for small energies (smaller than the height of the barriers). In particular, as one can see from the figure, the tunneling probability for the RTD of the resonance and for the single barrier are similar at low energies.

Spreading in the particle energies will cause broadening of the resonance. Assuming that the electron distribution can be considered constant over the whole $\Delta E$, the current contribution due to the resonant peak is

$$J_{res} \propto T_{max} T_{min}$$

(2.7)

where the first term accounts for the fraction of electrons involved and the second represents the global transmission coefficient at resonances. Without resonance the same amount of carriers would produce a current $J_{off}$, given by

$$J_{off} \propto T_{max}^2 T_{min}$$

(2.8)
It is then obvious that a resonance can give rise to an extremely large current increase.

\[
\frac{J_{\text{res}}}{J_{\text{off}}} = \frac{1}{T_{\text{max}}^2},
\]

(2.9)

in agreement with the results obtained for the tunneling probabilities (2.5).

It should be noted that the conclusions about tunneling probability were based on solutions of the time-independent Schrödinger equation and hence describe a stationary situation. This, in turn, requires the carrier wave function at resonance (strongly) localised within the well (to a degree which decreases with increasing \(T_{\text{max}}\)), in other words \(T_{G,\text{res}} \approx \frac{T_{\text{min}}}{T_{\text{max}}}\).

Such a requirement, from a physical point of view, means that the carriers must be predominantly localised (trapped) within the well or, equally, that QW must be “filled up” with carrier (up to the level described by the stationary wave function), before resonant tunneling is fully established.

The effect should be taken into account every time the states in the QW are not occupied at the starting point of an experiment. This is often the case, for example when the levels are higher than the Fermi level in the injector and collector. Under this condition, a transient width time constant \(\tau_0\) is required for the system to approach its final configuration. During such a transient time, the incoming (tunneling) particles essentially become trapped within the well where the probability density coefficient gradually increases.
Although $\tau_0$ must depend on the initial condition, it is commonly accepted that it should be of the order of the resonant state lifetime, hence exponentially increases with the barrier phase area [HK86].

\[ \tau_0 \approx \frac{\hbar}{\Delta E} \propto \frac{1}{T_{max}} \]  

(2.10)

### 2.1.2 Coherent versus incoherent resonant tunneling process.

In fact, the tunneling mechanisms as they are discussed in the previous section 2.1.1 can be divided into two extreme interpretations [Lur89, Pri87, But88]: 1) The incoherent (classical) “sequential tunneling” description of resonant tunneling first into and then by a distinct process, out of, a localised QW state [Lur85]. 2) The coherent description of resonant tunneling as an electron wave phenomenon analogous to the resonant transmission of light through a Fabry-Perot etalon [RA84].

The inherent width $\Delta E$ of the resonance peak in the coherent tunneling transmission probability $T(E)$, compared with $\hbar/\tau_{\text{scat}}$, gives us an estimate of the dominating process in the tunneling. Here $\tau_{\text{scat}}$ is the lifetime for lateral scattering of an electron in the two-dimensional subband associated with the resonant quasilevel and $E$ is the energy associated to the perpendicular to the plane momentum of the electron.

If $(\Delta E/\hbar)\tau_{\text{scat}} \gg 1$, then one expects coherent resonant tunneling.

If $(\Delta E/\hbar)\tau_{\text{scat}} \ll 1$, sequential process should prevail.

It may be applied by taking $\tau_{\text{scat}} \approx \mu m^* / e$, where $\mu$ is the electron mobility for the “well” subband.

While the packet is momentarily “trapped” in the well, its wave function is essentially that of a state of the well subband, with the assigned value of the wavevector parallel to the heterostructure plane. Then if $\tau_{\text{scat}}$ is substantially less than this resting time the packet state will scatter within the well, to states outside the resonance range of $E$ and with loss of coherence — hence the resonance character of the state will be destroyed. But if $\tau_{\text{scat}}$ is substantially greater than this resting time the scattering will not occur and the resonance will not be destroyed. We expect this resting time to be, essentially, the transient width time constant (2.10).

The foregoing discussion does not tell us what happens when $(\Delta E/\hbar)\tau_{\text{scat}} \simeq 1$. Obviously in that situation a more sophisticated analysis of the electrons’ encounter with the heterostructure is required.

In three-dimensional RTD, the negative differential resistance NDR arises solely as a conse-
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sequence of the dimensional confinement of states in a QW, and the conservation of energy and lateral momentum in tunneling. This statement being true for both the coherent and the sequential pictures. It should be noted that in the sequential picture the NDR is only associated with the first tunneling step and the device designer is free to describe it by a circuit element in series with an ordinary resistance, corresponding to the second tunneling barrier. In contrast, in the coherent picture the NDR is an overall property of the RTD system.

The total transmission probability for a carrier to traverse the sample is

\[ T_{\text{tot}} = T_c + T_j \]

where \( T_c \) is the probability for a carrier to traverse the sample coherently and \( T_j \) is the transmission probability for carriers which have suffered an inelastic event. The coherent transmission probability cannot be calculated as if there were no inelastic events in the sample, since it is also affected by the presence of these processes.

In a completely coherent limit \( T_j = 0 \) the coherent transmission probability through two barriers in series exhibits resonances near the energies of quasi-eigenstates of the well,

\[ T_c = T_{\text{res}} \frac{1}{4} \frac{\Gamma^2_e}{(E - E_r)^2 + \frac{1}{4} \Gamma^2_e} \]

with a peak value at resonance

\[ T_{\text{res}} = \frac{4T_1 T_2}{(T_1 + T_2)^2} \]

The peak value is 1 if the transmission probabilities of the two barriers are equal, and given by \( T_{\text{res}} \approx 4T_1/T_2 \) in the case that \( T_1 \ll T_2 \), see Eq. (2.4). \( \Gamma_e = \Gamma_1 + \Gamma_2 \) is the total elastic width; \( \Gamma_1 \) and \( \Gamma_2 \) are the partial elastic widths of the resonant level. \( 1/\tau_e = \Gamma_e/\hbar \) is the decay rate of the resonant state. For a double barrier structure using WKB approximation

\[ \Gamma_1 = \hbar \nu T_1, \quad \Gamma_2 = \hbar \nu T_2 \]

Here \( \nu \) is an attempt frequency, and in the case of a square well is given by \( \nu = 2w/\nu \), where \( w \) is the width of the well and \( \nu \) is the velocity of a carrier in the well at the resonant energy \( E_r \). At energies \( E \) away from \( E_r \), transmission is still coherent but typically many orders of magnitude smaller than \( T_{\text{res}} \), and, approximately,
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\[ T_c = T_{off} \propto \frac{1}{4} T_1 T_2 \]

The equation was already used, see Eq. (2.2). The peak-to-valley ratio \( T_{res}/T_{off} \) is exponentially large if the transmission probabilities are exponentially small, see Eq. (2.5). Such huge peak-to-valley ratios have not been observed experimentally; inelastic scattering is one reason for this discrepancy. But there are also other reasons, e.g., the averaging over an energy range due to a three-dimensional incident distribution \([Lur85]\), deviations from an ideal planar structure, and elastic scattering due to impurities \([Pri87]\).

In the case of completely incoherent transmission, every carrier reaching the inelastic scatterer loses phase. In this limit a carrier cannot travel from one side of the resonant well to the other without being scattered inelastically. This process is a special limit of the sequential tunneling process. In general, the sequential tunneling process permits many oscillations in the well with frequency \( \nu \) before the carrier loses phase memory. Total transmission probability in this limiting case is

\[ T_j = \frac{T_1 T_2}{T_1 + T_2} = \left[ \frac{1}{T_1} + \frac{1}{T_2} \right]^{-1} \]

Using \( R = (\hbar/e^2)T_{tot}^{-1} = (\hbar/e^2)T_j^{-1} \) the equation yields the series addition of resistors, \( R = R_1 + R_2 \). If inelastic scattering is so strong that every carrier loses phase memory while traversing the well, the resistance of the structure contains no detailed information about the geometrical arrangements of the scatterers (separation of the barriers), but is the sum of the resistances due to the individual scatterers.

The crossover from coherent resonant to sequential transmission can be studied by applying the formula of Breit and Wigner \([BW36, LL77]\). The applicability of this formula to tunneling through disordered conductors in the presence of inelastic scattering is mentioned in by Azbel et al. \([AHD84]\). However, the results presented in the article are not compatible with the Breit and Wigner approach. Subsequently results which are compatible with the Breit and Wigner formula were obtained for a symmetrical double barrier by Stone and Lee \([SL85]\).

The key point of Breit and Wigner is the notation that if there is elastic resonant transmission from channel 1 to channel 2

\[ T_{21} = \frac{\Gamma_1 \Gamma_2}{(E - E_r)^2 + \frac{1}{4}\Gamma^2} \quad (2.11) \]

then the weakly coupled inelastic channels are also characterised by resonant transmission and couple to the elastic transmission with partial width \( \Gamma_3 \) and \( \Gamma_4 \). Where \( \Gamma \) is the sum of all the
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\[ \Gamma = \sum_{j=1}^{j=4} \Gamma_j = \Gamma_e + \Gamma_i \]

(2.12)

and \( \Gamma_i = \Gamma_3 + \Gamma_4 \) is the total inelastic width.

The total transmission probability is then

\[ T_{\text{tot}} = T_{\text{res}} \frac{1}{4\Gamma_e \Gamma} \frac{\Gamma}{(E - E_r)^2 + \frac{1}{4}\Gamma^2} \]

where \( T_{\text{res}} = 4\Gamma_1 \Gamma_2 / \Gamma_2^2 \). The peak value of the total transmission probability at resonance is \( T_{\text{res}} \Gamma_e / \Gamma \). Thus the inclusion of inelastic or sequential events leads to a decrease of the peak value and broadens the resonance.

The resonance transmission probabilities for RTDs with resonant level at 100 meV and different scattering parameters are presented in Fig. 2.7.

In the crossover region \( \Gamma_e \simeq \Gamma_i \) we have not only a decrease of the peak value of the transmission with inelastic scattering, but also an increase of the off-resonance transmission probability.

\[ T_{\text{tot,off}} \propto \frac{1}{4\Gamma_e} \Gamma \Gamma_1 \Gamma_2 \]

Using the same approach one can easily simplify the equation for the density of states in a
2.1 Theory of Resonant tunneling.
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**Figure 2.7:** Transmission probability of an RTD calculated by Breit and Wigner formula. 1. Initial parameters. 2. $\Gamma_2$ is doubled. 3. $\Gamma_i$ is doubled. 4. $\Gamma_1$ is halved.

quantum well to the next compact formula in the presence of inelastic scattering [IP96]

$$
\rho_w(E) \approx \frac{1}{\pi} \frac{\Gamma}{(E - E_r)^2 + (\Gamma/2)^2}
$$

This formula holds true if each partial width is much smaller than both the resonant energy $E_r$ and the difference between the height of the barriers and $E_r$.

### 2.1.3 Elastic and inelastic scattering mechanisms, phonon replica.

In the elastic scattering process [WLP+88, FS89, FHS90] the total energy of the particle remains unchanged, but the wavevector is altered. The situation occurs, for example, in scattering by a dopant impurity ion, carrier-carrier scattering, plasmon scattering, alloy scattering, interface roughness and so on. Electron-electron, electron-hole and hole-hole scattering processes are important at high carrier concentrations. At high and intermediate concentrations, plasmon scattering (due to collective oscillations of the carrier gas) is of importance. Alloy scattering is important in ternary alloys, e.g. ZnMnSe, AlGaAs and others.

An inelastic scattering process [SL85, ZC92, BB98] is a scattering process where the electron suffers a fixed energy loss as well as a change of the wavevector. This is the case for electron scattering by lattice vibrations (phonons) where the electron loses energy and the lattice gains...
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The elastic scattering mechanisms can be relatively easily studied in RTD structures in magnetic fields perpendicular to the plane of the QW [LAE+89]. If the width of resonant peak is smaller than distance between Landau levels, one would expect formation of peaks in the valley region. The peaks are associated with Landau levels [LL77] in the quantum well. The Landau levels energies are $E_n = \hbar \omega_c (n + \frac{1}{2})$ where $n = 0, 1, 2, 3, \ldots$ the Landau level number and $\omega_c = \frac{eB}{m}$ is the cyclotron frequency. The role of the magnetic field perpendicular to the plane of the QW is to reduce in-plane movement of the electrons to defined (cyclotron) energies, in another words the in-plane k-vector will be quantized. Taking into account the definition of the elastic scattering process, this means that the scattering will be suppressed in the space between the Landau levels and enhanced at the energies equal to the energies of the levels. Obviously, by comparing the amplitude of the Landau oscillations in the valley current of the RTD one can gain information about the magnitude of the elastic scattering. The oscillations associated with Landau levels are not seen in the k-vector conserving resonant tunneling (with constant effective mass), because in this case inter-Landau level transitions are not allowed.

On the other hand, in the valley of the resonant tunneling peak one can often find a phonon replica [GTC87a]. The phonon-assisted tunneling is an inelastic scattering that leads to a phase coherence breaking [ZC92]. The physical picture of the inelastic electron-longitudinal(LO)-phonon scattering can be seen as follows. The electron tunneling form the emitting lead to the collecting one, which will spend some time in the QW and if the time is longer than the scattering time, an LO phonons will be emitted and the k-vector component, as well as the energy of the electron, will be changed. The electron will then tunnel sequentially. The change in energy is equal to the longitudinal phonon energy $E_{LO}$ that is material specific and can be measured by optical means (e.q. Raman spectroscopy [ASDR88]).

Under a perpendicular magnetic field applied to the QW plane the phonon energy will not change. Although, separated by the distance $E_n$ from the $E_{LO}$ the Landau levels’ peaks will be formed. So that at increased magnetic fields the Landau levels of the main resonance peak can cross the phonon replica peak. Under such conditions, in order to investigate elastic scattering, it is important that the main peak and the phonon replica are well separated.

The classical first resonant peak in the IV characteristic is shown in Fig 2.8. The main resonant peak is located at 105 mV and has a peak to valley ratio of 2.5 (the ratio is important because it quantifies the part of the resonant current compared to background current). The broader feature which can be seen at approximately 165 mV is an LO phonon replica.
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2.2.1 Magnetic field perpendicular to the QW.

In the presence of a magnetic field perpendicular to the tunnel barriers in an RTD, the motion of the carriers in the well is no longer described by plane waves. The effect of the magnetic field on carriers is to force them to move in circular cyclotron orbits perpendicular to the field, quantizing an in-plane kinetic energy of the electron states into discrete Landau levels as it is depicted in Fig. 2.9 (left). The total energies of the electrons are given by

$$E = E_C + (n + \frac{1}{2})\hbar \omega_C \pm \frac{1}{2} g^* \mu_B B$$

where $E_C$ is the confinement energy of the potential well and $\omega_C$ is the cyclotron frequency defined as $\frac{eB}{m^*_\parallel}$ where $m^*_\parallel$ is the in-plane ($\perp B$) effective mass of the circularly moving charge. The last term of the equation is a regular Zeeman splitting with a Lande-factor $g^*$ and $\mu_B(= eh/2m_0)$ is the Bohr magneton. The cyclotron diameter is given by:

$$d_C = 2\sqrt{\frac{2(n + \frac{1}{2})\hbar}{eB}}$$
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Figure 2.9: From left is a density of states in a 2D electron gas in a magnetic field for the cases of zero magnetic field, low magnetic field, and high magnetic field. From right is the S. Luryi’s [Lur85] picture of sequential resonant tunneling in a perpendicular magnetic field. The shaded area of each diagram indicates states occupied by electrons. For simplicity, additional splitting due to the spin states is not taken into account in the diagrams. Note that the Fermi level ($E_F$) does not necessarily remain independent of field as shown here.

If the effective masses in the injector and in the QW are equal as it is shown in Fig. 2.9 (right) the k-vector conservation will prevent inter-Landau levels’ transitions (oscillations in I-V curve). In other words, the electrons are tunneling through the structure preserving Landau number or its cyclotron orbit. But it is possible that on the positive differential slope of the resonance additional step-like features will appear in the perpendicular magnetic field as it is shown by Zaslavsky et al. and T. Gonçalves da Silva et al. [ZTSS89, JSM88]. The idea can be understood as an increasing current step when the next cyclotron orbit crosses the Fermi level in the injector, see Fig. 2.9 (right).

In the case that the electron effective masses in the injector and quantum well are not equal, one can expect to observe features in the I-V curve at constant magnetic field or equivalently oscillations in current when magnetic field is swept at constant voltage. Charge accumulation in the injector can significantly increase the effect [GTC87b]. The current-voltage characteristics of resonant tunneling structures are drastically influenced by the difference of electronic effective masses between the electrodes and the quantum well. In particular, if the mass in the well is larger than that in the emitter, the current peak is shifted to lower voltages, relative to the more conventional case of equal masses [OMW90]. The effect is seen on the Luryi’s picture of resonant tunneling Fig 2.3 as the QW energy level plane in $k_x - k_y$ would be curved up or down in $k_z$, depending on whether the effective mass in the emitter is bigger or smaller than the one in the QW.

With the k-vector not conserving “scattered” resonant tunneling, additional inter-Landau levels oscillations are seen in an I-V curve under a perpendicular magnetic field that makes it possible to study the elastic scattering process (see section 2.1.3).
2.2.2 Magnetic field in-plane of the QW.

Taking into account both energy and in-plane momentum conservation during tunneling into a QW, a resonant peak in the I-V characteristic (at zero magnetic field) starts when a level in the QW is aligned with Fermi energy in the injector. The resonant peak ends when this level passes the bottom of the conduction band in the injector (details in section 2.1.1). The effect of a magnetic field perpendicular to the electron tunneling direction is to shift an electron k-vector while tunneling (Lorentz force), so that it arrives in the quantum well with increased in-plane momentum. In this case, one needs to apply the energy conservation and “shifted” momentum conservation rule as depicted in Fig 2.10 and introduced by [ARM+90]. $U_{\text{initial}}$ is the Fermi level in the injector and consequently the width of the resonance from the onset to maximum, $U_{\text{begin}}$ is a shift in the beginning of the resonance and $U_{\text{broadening}}$ is a new width of the resonance. Shift in the in-plane k-vector is

$$|\Delta k_{\text{II}}| = \frac{eB\Delta z}{\hbar}$$

As one can see $U_{\text{broadening}} > U_{\text{initial}}$ means that the resonance is broadened in a traversal
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Great experimental and theoretical attention was given to the problem of resonant tunneling under a transversal magnetic field. A quenching of the bistability in a bistable RTD with increased in-plane magnetic field, that was observed experimentally [ZLT+90], can be used to investigate NDR region without use of NOR (see [3.2.3]). At even higher magnetic fields, the broadening dominates and the resonance is basically smeared out. Instead, formation of the magnetically induced oscillations is possible. These oscillations were explained in terms of the edge states bound to the first barrier [HPE+89] and related to Landau levels’ quantization of the tunneling electrons. Theoretical investigation of coherent and sequential tunneling in double barriers with transverse magnetic fields [PBT89] show that in some cases one can distinguish the level of sequential tunneling from coherent with transverse magnetic field.

Very interesting experimental as well as theoretical investigation of RTD in a tilted magnetic field [GBGV91] evidently shows that in their RTD inter-Landau levels transitions are possible in tilted magnetic field. Coherent transport model accounts for this effect and allows an explanation of the appearance of several satellites of the resonant current peak. Magnetic field dependence is in good agreement with expected Landau levels spectra.

The big question about the in-plane magnetic field dependence of the phonon replica is not sufficiently addressed in literature. As it was shown in section [2.1.3], phonon-assisted tunneling is an inelastic scattering process which leads to the breaking of phase coherence. Inelastic scattering means that the electron suffers energy loss as well as a change of wavevector. The energy loss is fixed by LO phonon energy, but the k-vector is partially randomised, still it is limited to the allowed quantized values in the QW. Experimental observations of the transverse magnetic field dependence of the resonant peak and phonon replica [LKW+98] show quadratic shift in the magnetic field of the resonant peak maximum and magnetic field independent position of the phonon replica.
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Experiment.

3.1 Diluted magnetic semiconductors.

3.1.1 Giant Zeeman splitting.

Paramagnetic DMS in a magnetic field has a spin splitting of the levels in the conduction and valence band that is much larger than the value caused by the regular Zeeman term and is called “giant Zeeman splitting”.

The origin of the normal (regular) Zeeman effect is that in a magnetic field, the angular momentum quantum state can undergo a displacement from degeneracy, which can be understood classically, as Lorentz predicted. For example, the p-orbital has three possible angular momentum quantum states that are degenerate (of the same energy) under normal circumstances. However, each angular momentum quantum state has a magnetic dipole moment associated with it, so the effect of a magnetic field is to separate the three states into three different energy levels. One state increases in energy, one decreases in energy, and one remains at the same energy. Zeeman discovered the effect, but under closer investigation it did not concur with Lorentz. The electron spin had not been discovered at the time of Zeeman’s original experiments, so the cases where it contributed were considered anomalous. In fact, it was the anomalous Zeeman effect that led to the discovery of spin.

In general, both orbital and spin moments are involved, and the Zeeman interaction takes the form

\[ \Delta E = \frac{e}{2m} (\vec{L} + 2 \vec{S}) \cdot \vec{B} = g_L \mu_B m_J B \]

(3.1)
where \( g_L \) is the electron Landé g-factor and is one of the basic parameters in semiconductors that describes the magnitude of the Zeeman splitting of electronic states in magnetic fields. The g-factor in semiconductors differs from the free electron g factor in vacuum, \( g = 2.0023 \), due to the spin-orbit interaction \([RLZ59, BK03]\). Depending on the semiconductor material, this interaction can change the effective g-factor by up to an order of magnitude and become positive as well as negative. 

\[
\mu_B = \frac{e \hbar}{2m_e} = 9.2740154 \times 10^{-24} J/T = 5.788382 \times 10^{-5} eV/T
\]
is a Bohr magneton. \( m_j \) is a z-component of the total angular momentum. \( B \) is a magnetic field.

In the DMS materials a strong exchange interaction exist between the localised d-electrons of magnetic ions and the band electrons. When a magnetic field is applied the net alignment of the ions spin leads to the free carriers giant Zeeman energy splitting. This splitting is usually much larger then the regular Zeeman one (Eq. [3.1]) due to the direct action of magnetic field on electron spin. In the case of giant Zeeman conduction band spin levels splitting \( \Delta E \) of the DMS as a function of magnetic field \( B \) is given by a modified Brillouin function \([GPF79]\):

\[
\Delta E = N_0 \alpha x s_0 B_s \left( s g \frac{\mu_B B}{k_B}(T + T_{eff}) \right)
\]

(3.2)

where \( N_0 \alpha \) is the s-d exchange integral, \( x, s, \) and \( g \) are the manganese concentration, manganese spin, and g-factor respectively, and \( \mu_B \) is the Bohr magneton. \( B_s \) is the Brillouin function of spin \( s \). \( s_0 \) and \( T_{eff} \) are, respectively, the effective manganese spin and the effective temperature. These phenomenological parameters are needed to account for antiferromagnetic \( Mn^{++} - Mn^{++} \) exchange interactions \([Tv0D84, Fur88]\). Functional dependencies of these parameters on composition based on the data for \( Zn_{1-x}Mn_xSe \) epilayers given by 

\[
S_{eff} = -0.804 + 0.364/(x - 0.109) \quad \text{and} \quad T_{eff} = 47.2x - 281x^2 + 714x^3
\]

\([KY02]\).

Obviously, giant Zeeman splitting in low magnetic fields is stronger at lower temperatures. The explanation for this is that the material is in a paramagnetic state and the effect is a collective influence of oriented \( Mn^{++} \) atoms. Increased temperature disorients the manganese system and in this way decreases the effect of the magnetic field. Therefore in order to reach the same giant Zeeman splitting one has to apply higher magnetic fields. Simultaneously, decreasing temperature below \( T_{eff} \) does not make a great difference to the value of the splitting. The constant \( T_{eff} \) term will dominate and the decreased temperature will not increase the value of giant Zeeman splitting in a constant magnetic field. This effect can be qualitatively understood as an interaction between manganese atoms which dominates small temperature disorder at low temperatures.

The most pronounced influence of giant Zeeman splitting on properties of materials in magnetic field were observed in \([Cd,Mn]Se, [Cd,Mn]Te, [Zn,Mn]Se, [Zn,Mn]Te\] \([Sha86, SO87]\). Where the effect of the density of states near Fermi energy produced large, but complicated magnetoresistance. Magnetic field induced change in the properties of the compound semiconductors could be colossal if the carrier concentration was near to metal-insulator transition.
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3.1.2 [Zn,Be,Mn]Se DMS.

The term “Diluted Magnetic Semiconductors” (DMS) was coined around 1980 [Gal79, PPV+82] and represents alloys of semiconductors and magnetic ions (transition metals or rare earths) which exhibit a variety of cooperative effects via spin exchange interactions [FK86]. The exchange interaction between the conduction carriers and the localised moments of the magnetic ions can drastically alter the transport, optical, and magnetic properties of the host semiconductor. In general, DMS are based on II-VI and III-V semiconductors.

One of the most promising magnetic ions is manganese (Mn). The manganese $Mn^{2+}$ has a half-filled d-shell that gives spin (5/2) per Mn atom. It does not produce carriers which are incorporated in II-VI semiconductors (isovalent) that allow control of the carriers type and concentration independent of the Mn concentration.

Incorporation of the Mn ions in majority semiconductors is complicated by the fact that the manganese tends to segregate into separate phase, because of the fact that advanced growth methods are required in order to receive good material quality.

ZnSe is a well-known semiconducting material with band gap of 2.8 eV. Optical properties attract most attention in this wide band gap semiconductor. On the other hand, the material is known to have interesting electrical properties. It can be successfully doped by both n and p-type dopands, this is important for investigation of the fundamental transport properties of semiconducting structures. A crystal structure along with first Brillouin zone of ZnSe crystal lattice is shown in Fig. 3.1. The lattice structure of the ZnSe crystal is a zinc-blende face-centred cubic (fcc) Bravais lattice. The high-symmetry lines are indicated in the figure in red colour.

Semiconductor alloy [Zn,Be]Se is very interesting from optical as well as transport and device engineering points of view. Beryllium incorporated in the ZnSe semiconductor replaces zinc.

Figure 3.1: Zinc Blende crystal structure (left) with the first Brillouin zone for a fcc-Bravais lattice (right).
and thus have little influence on the electronic structure of the material. Growth of the alloy is non-trivial and the advanced growth technique as molecular beam epitaxy (MBE) is used to produce good quality of ternary alloy. Taking into account the Vegard’s law for composition dependence of the lattice constant (approximately linear) and the fact that for ZnSe lattice constant is of 5.6676 Å and for BeSe it is 5.139 Å that means that the [Zn,Be]Se-ternary alloy can be grown lattice matched to GaAs substrates with only 3% Be content. The simplified approximation for the lattice constants [Zn,Be]Se is

$$\alpha_0(Zn_{1-x}Be_xSe) = -0.52x + 5.66$$

where x is the Be content $0 \leq x \leq 1$.

Another important influence of Be on ZnSe crystal is to change the band gap. The picture is illustrated in Fig. 3.2. As one can see the ZnSe crystal has direct $\Gamma - \Gamma$ and BeSe has indirect $\Gamma - X$ band gap. Detailed evolution of the band gap with Be content is shown in the last right inset of the figure. It can be seen that the composition dependence of the band gap is not linear but rather has a bowing parameter. As it is shown in the [CTF00] the best fit for the low-temperature, direct band gap of Zn$_{1-x}$Be$_x$Se alloys is

$$E_{\Gamma}^g(x) = 2.8(1 - x) + 5.6x - 0.97x(1 - x)$$

where x is the Be content and the bowing parameter is $b = 0.97$ eV.

In addition to the band gap change the band offset is changed with Be incorporation. Band offset for the conduction band is shown to be $\sim 60\%$ of the band gap change [KKL00]. This makes possible to design fairly complicated structures in a very flexible way. For example, the tunneling or resonant tunneling structure can be grown with parameters very close to well known [Al,Ga]As structures. One of the major advantages of this structure as compared with a
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The diluted magnetic semiconductor $[\text{Zn},\text{Mn}]\text{Se}$ is intensively used for investigation of fundamental properties of semiconductors. It is II-VI binary compound in which a magnetic ion $(M^{++})$ is substitutionally incorporated into the host crystal in the place of group-II element (Zn). Solid solution of $\text{Zn}_{1-x}\text{Mn}_x\text{Se}$ crystallise in the zinc-blende structure at $x \leq 0.30$ and in wurtzite at $0.33 \leq x$. A reasonably good quality of the material can be grown by MBE with manganese concentration up to 55%.

The band gap of the ternary compound has highly nonlinear composition dependence. So, that at low Mn content the band gap is decreased, but after that it is bowed up and at low temperatures it comes back to its initial value at around 4 %. At higher contents the band gap is basically linearly increased $[\text{BBK}^+86]$. Additionally, the return point when the band gap is equal to the initial one strongly depends on temperature. The return point happens at higher Mn concentrations for higher temperatures.

Magnetic phase of the DMS is shown in Fig. 3.3(left). At higher Mn concentrations the magnetic phase is changed from paramagnetic to spin glass (see $[\text{LB87}]$).

The most exciting property of this material is the giant Zeeman splitting that in a mediate magnetic field and at low temperatures is as great as 100 meV. 20 % of the total splitting corresponds to splitting of the conduction band. As it is explained in the previous section 3.1.1 the splitting has nonlinear magnetic field dependence and saturates at high fields. The temperature dependence of the magnetic field induced giant Zeeman conduction band splitting for the $\text{Zn}_{0.92}\text{Mn}_{0.08}\text{Se}$ DMS is shown in Fig. 3.3.

Such a large splitting of the conduction band in magnetic field is shown to give an extremely
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high electron polarization $\sim 100\%$ even at low fields $[\text{FKR}^+99]$. In the same way as Y. Shapira used density of states in CdMnSe conduction band to explain magnetoresistance data $[\text{Sha86}]$ one could use the idea to explain the electron spin polarization. So, with an increased magnetic field the density of states for different spin species of electrons will be split in energy. It is possible (in the case DOS has irregular shape) that the states for one spin specie will be out of the Fermi level range and the only allowed states for electrons will be spin-polarized.

The quaternary compound $[\text{Zn,Be,Mn}]\text{Se}$ is a novel material system. It can be used to investigate basic properties of semiconductors, electrical devices and spin transport. This tuneable compound material is ideal for quantum devices design. In particular, in this system the band gap, magnetic properties, as well as carriers concentration can be tuned independently. Incorporation of $[\text{Be,Mn}]$ in ZnSe does not introduce carriers and the material can be grown with sufficient quality using MBE.

### 3.2 Setup and sample design.

#### 3.2.1 Measurement setup and technique.

I-V characteristics were measured on RTD structures in order to detect the effect of resonant tunneling. The measurements were done in a wide range of temperatures using low temperature cryostats depending on the temperature range desired. The majority of measurements were performed in a $^4\text{He}$ bath cryostat equipped with a needle valve between the main $^4\text{He}$ bath and a sample space. A standard 8 T superconducting magnet is used to apply magnetic field to the sample. A $^3\text{He}$ measurement cryostat equipped with 10 T superconducting magnet is used to reach temperatures in the range below 1 K and down to $\sim 300$ mK. A $^3\text{He} / ^4\text{He}$ Dilution Refrigerator with 16 T magnet is used to measure samples at temperatures below 300 mK.

The samples are bonded (normally with an ultrasonic needle and a gold wire) to chip carrier contact pads. The 18 pins chip carrier is placed on a sample stick and inserted in the cryostat. Electrical contacts to the chip carrier are ensured by gold covered springs supporting highly conductive needles. Resistance of the wires going down a cryostat is normally of the order of 3 - 5 ohms.

In order to prevent the measurement circuit from going into oscillations (see section 3.2.3) a voltage stabilised power supply is connected to the sample in parallel with low impedance parallel resistance $[\text{LAE}^+89]$ as in Fig 3.4. Current flowing through the device is calculated from a voltage drop measured over the low impedance reference resistance. Ideally (to improve voltage stabilisation) one does not use $R_{\text{serial}}$ and keeps $R_{\text{reference}}$ and $R_{\text{parallel}}$ as small as possible. Although, as we already know, these precautions are not always sufficient to remove bistabilities, in our case, use of NOR is extremely difficult. At the same time, first resonances could be easily stabilised with parallel resistor.
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3.2.2 Charges in a RTD.

The charge distribution through an RTD structure has two characteristic features that play an important role in the functionality of the device. The first one is the principle of resonant tunneling based on charge accumulation in the QW. The accumulation is characterised by specific resonant state lifetime \((2.10)\), broadening of the level \((2.12)\) and the density of states \((2.13)\).

Another, important charge accumulation region is placed in the injector of the device and attracts wide attention \([WCL+90, KJP+90, WLC+91, Pri92, HGPB95]\). A simplified picture of an RTD with the accumulation region is shown in Fig. 3.5(a). As one can see, quantization of the states in the injector accumulation region is possible and in many cases the effect was used to improve peak to value ratio. The basic idea behind it, is that the number of the resonant electrons at the peak voltage will be increased by the presence of a quantized level. For the mechanism of the resonant tunneling one can expect a diode current due to scattering into the resonance-associated levels from the cathode side and out of them to the anode side, for corresponding range of the external bias.

One of the successful approaches is the use of an emitter spacer layer as it is shown in Fig. 3.5(b) where the biased spacer layer is depicted in the inset. The influence of the spacer layer on peak to value ratio was shown experimentally by C. R. Wie and Y. W. Choi \([WC91]\) and studied theoretically by the authors \([CW92]\). From these studies, it has been shown that the deeper the injector spacer layer, the better the peak to value ratio. Obviously one has to take into account

---

**Figure 3.4:** Circuit diagram for the measurement setup with a voltage divider \(R_{\text{serial}} - R_{\text{parallel}}\)
the possible formation of two-dimensional electron gas in the injector, which will drastically influence the magnetic field dependence of the device. Furthermore, the investigations done by C. R. Wie and Y. W. Choi were done with the layer depth within a first quasi-bound state in the accumulation layer. With even deeper spacer layer, additional singularities in I-V characteristic (associated with higher quasi-bound states in the accumulation layer) can be seen.

Sequentially, presence of spacer layers in RTD was studied by using capacitance-voltage (C-V) measurements [WS94]. It is shown that the longer cathode spacer layer can result in a higher peak in the C-V characteristic, while the anode space layer has a relatively small effect on the peak and cut-off frequency.

### 3.2.3 Multistabilities in resonant tunneling structures.

A distinguishing feature of the I-V characteristic of an RTD is a negative differential resistance NDR on the upper voltage slope of the resonant peak. Because of the presence of NDR the device in series with a resistance can go to oscillations between two or more steady states “bistability” [GTC87a] and produce high (terahertz) frequencies [SKW+94].

One has to distinguish the two major origins of the oscillations. The first comes from the resistance that is in series with the RTD and is within the measured voltage. Then the measured voltage will be the voltage drop on the device plus the voltage drop on the series resistance. Basically, the real I-V characteristic of the RTD will be shifted in bias by the voltage drop across the series resistance. And, because the shift is proportional to the current, it is possible that the NDR region will not be reachable for standard constant voltage measurement setups. The situation is illustrated in Fig. 3.7(a) as compared to the original I-V curve shown in Fig. 2.8.

One can see that even in the case of an ideal measurement setup in the NDR region there are few steady states with different currents. In this case the system will be oscillating between the states (A and B at applied \( V_A \)) and within short voltage range and will go from one state to another. The dashed area of the real I-V characteristic of the device will not be seen in the experiment. It is possible to investigate such kinds of transition and see some part of the hidden
3.2 Setup and sample design.

I-V. For this one can sweep bias up and down and the “step” will happen at different voltages that will show a part of the I-V. In Fig. 3.7(a,b) the sweep directions are indicated by the arrows.

Another origin for such kind of bistability, which is also called as tristability [MLSE94] (because there is an additional “hidden” steady state at the same voltages) could be an internal property of the device, known as an internal (bi, tri) multistability [GTC87a]. The internal multistabilities are explained in terms of an electrostatic feedback due to charge build-up “charge accumulation” in the QW [LMF+96]. The idea is that the accumulated space-charge will modify the electric field in the collector barrier. Taking into account the fact that the QW density of states defining the charge accumulation is proportional to the broadening of the levels and the state lifetime (see Eqs. (2.13) (2.12) (2.10)) that in the last case \( \tau \approx \frac{\hbar}{T_{\text{max}} E_0} \) where \( E_0 \) is an energy of the first level, the effect is bigger for wider barriers. In other words, the way to understand the intrinsic multistabilities is to treat the second (collector) barrier as a series resistance in the device that can bring the device to a multistable stage and is a necessary “intrinsic” device part (sequential tunneling picture). This simplified picture gives a good estimate for the origin of the intrinsic multistabilities which make it easy to explain the increased influence of the effect in the asymmetrical structures.

In a real experimental environment the multistabilities can be caused by using a non-optimal measurements setup. If the series resistance is not taken into account, there are two cases. One where the series resistance is within the measured voltage. Then the influence of the resistance is the same as internal multistabilities depicted in Fig. 3.7(a). And, the second case where the series resistance is outside measured voltage. The load line method can then be used to determine the slope of the “step” in I-V as it is shown in Fig. 3.7(b). Assuming there is a perfectly vertical load line (within value of the series resistance) the only difference in voltage at different currents will be caused by a series resistance. Taking this into account one can estimate a value of the series resistance in the measurement setup. For example for the measurement shown in Fig. 3.7(c) the estimated series resistance (difference in voltage divided by difference in current during the multistability step) is 82 Ohm.

The NDR region can be investigated using a voltage supply designed to have a load line with positive slope as it is shown in Fig. 3.6 [LMS+94], equivalent to a voltage source and negative series resistance. This enables the portion of the I-V characteristic inside the region of apparent bistability to be examined. Such a device is an active circuit designed to have a negative output resistance (NOR) [MLSE94] that compensates for the presence of the series resistance.

In the multistability regime the measurement setup goes into oscillations and, depending on the capacitance and conductance of the measurement setup and RTD, the frequency will vary. In the standard DC measurement setup the oscillations will be averaged and the resulting shape of the NDR region can have a complicated form as is seen in Fig. 3.7(d). Because of the high frequencies produced by the device (up to several terahertz) use of the NOR in the RTD devices is a complicated task and requires good technical and structural optimization.
Figure 3.6:  Circuit diagram for a NOR voltage supply. The output voltage is given by \( V_D = V_{\text{in}} + \left( R_1 \cdot \frac{R_3}{R_2} \right) \)

Figure 3.7:  I-V characteristic of an RTD with series resistance at multistabilities.
3.2 Setup and sample design.

The versatility of the [Zn,Be,Mn]Se material is used to investigate properties of magnetic semiconductor structures. All-II-VI RTD structures from the material are grown by MBE.

One of the biggest concerns while designing the structure for MBE growth is the strain. That means that the lattice constant should not have rapid variation within the structure. Or, if this is the case, the strained layer should be sufficiently thin. This makes the design of the structures somewhat limited.

In Fig. 3.8 (left) the conduction band profile of the RTD is depicted. The dashed line in the figure represents the Fermi level. The undoped [Zn,Mn]Se DMS quantum well is sandwiched between $\text{Zn}_{0.7}\text{Be}_{0.3}\text{Se}$ tunnel barriers. The injector and collector regions consist of undoped ZnSe separated from highly n-type doped ZnSe by low n-type doped [Zn,Be]Se with 3% Be. The idea behind the injector and collector step-like structure is to improve peak to value ratio as is discussed in the section 3.2.2.

The indirect ($\Gamma$ - X or $\Gamma$ - L) transitions in [Zn,Be]Se barriers are almost 1 eV higher than the direct ($\Gamma$ - $\Gamma$) transition (with 30% Be) as it is shown in Fig. 3.2. The electron effective mass in the compound is the same as in the ZnSe semiconductor [Stu70] which avoids observation of inter Landau levels mixing [ZTSS89,dSM88].

In Fig. 3.8(right) the layer structure of the RTD is presented. The bottom (red) layer is a GaAs substrate. After degassing the substrate, 300 nm of lattice matched $Zn_{0.97}Be_{0.03}Se$ buffer is grown by MBE. The buffer is doped until $n = 8 \times 10^{18} \text{cm}^{-3}$. 100 nm of highly doped ($n = 1.5 \times 10^{19} \text{cm}^{-3}$) ZnSe is grown over the buffer as a back side contacting layer. The collector region is formed by 10 nm of $n = 1 \times 10^{18} \text{cm}^{-3}$ doped $Zn_{0.97}Be_{0.03}Se$ and 10 nm

![Figure 3.8: Left - conduction band profile of the double barriers quantum well structure with injector and collector regions. Right - layer structure of the device grown by MBE on GaAs substrate.](image-url)
Experiment.

of intrinsic ZnSe. 5 nm thick $Zn_{0.7}Be_{0.3}Se$ barriers are placed around 9 nm of intrinsic $ZnSe$ QW. The injector region consists of 10 nm of intrinsic $ZnSe$ and 15 nm of $Zn_{0.97}Be_{0.03}Se$ with $n = 1 \times 10^{18} \text{cm}^{-3}$ doping. 30 nm of highly $n = 1.5 \times 10^{19} \text{cm}^{-3}$ doped ZnSe top contact layer finalise MBE growth.

The top contacts are normally done by the deposition of a metal contact layer consisting of 10 nm Al to achieve good contact, 10 nm Ti as a diffusion barrier, and 30 nm Au to avoid oxidation. To increase the quality of the contacts the samples are transferred from MBE to the electron beam evaporation machine under ultra high vacuum conditions. This procedure reliably yields low contact resistivities of the order of $10^{-3} \text{cm}^2$. Heterostructures are patterned into square mesas with sides of 100, 120, and 150 $\mu m$ by optical lithography with positive photoresist followed by metal evaporation and lift-off. Since the bottom contact can only be fabricated after processing, it must rely on an \textit{ex situ} technique where the contact resistivity is typically 1–3 orders of magnitude higher. Its resistance is kept reasonably low by a combination of the incorporation of a highly $n$ doped 100 $\text{nm}$ ZnSe contact layer in the heterostructure, and the use of a relatively large ($500^2 \mu m^2$) Ti-Au contact pad.
Chapter 4

Spin selection in RTDs with magnetic QW.

4.1 Introduction.

The physics governing spin injection and detection in semiconductor structures is now well understood [SFM+00, Ras00, FJ01]. The problems associated with the impedance mismatch between a magnetic layer and the semiconductor can be overcome, e.g. by using dilute magnetic semiconductor injectors [FKR+99, OYB+99, SRG+01], or by fitting metallic magnetic contacts with tunnel barriers [MdBD+02]. However, these options can only be utilised to transfer majority spin from the magnetic material into the non-magnetic layer and, similar to the situation in magnetic metallic multilayers, contacts with different shape anisotropy must be used when the direction of the spin of the electrons in the semiconductor is to be detected. Rather than having to use an external magnetic field to switch the contact magnetisation, it would be very desirable to have devices where the spin character of the injected or detected electrons could be voltage selected. Here we report on the successful operation of a magnetic resonant tunnelling diode (RTD), which we hope will prove useful for voltage controlled spin-polarized injection and detection [DiV99].

The idea behind the RTD scheme is fairly straightforward but its realisation was previously hampered by material issues [GKF+01]. Since the well is made of a magnetic material, the energy levels in the well will split into spin-up and spin-down states, as sketched in Fig. 4.1(b). By selectively bringing the spin-up or spin-down state into resonance, one can dramatically increase the transmission probability of the desired spin species.

In this chapter, we describe our experimental investigations of an all-II-VI semiconductor RTD based on ZnBeSe, and with a ZnMnSe dilute magnetic semiconductor (DMS) quantum well. In the presence of a (constant) magnetic field, the DMS exhibits a giant Zeeman splitting that, at low temperatures, leads to an energy splitting of the Zeeman levels in the conduction band of about 15 meV at fields of one to two Tesla. Our samples show typical RTD-like current-voltage (I-V) characteristics with peak to valley ratios of over 2.5 to one. As a function of applied
Figure 4.1: a) Layer structure of the device and b) schematic view of resonance tunnel diode band structure under bias.
magnetic field, the transmission resonance of the I-V curve splits into two peaks with a splitting corresponding to the separation of the energy levels in the well.

4.2 Details of the experiment.

The investigated II-VI semiconductor heterostructures were grown by molecular-beam epitaxy on insulating GaAs substrates. The active region of the device consists of a 9 nm thick undoped Zn$_{0.96}$Mn$_{0.04}$Se quantum well, sandwiched between two 5 nm thick undoped Zn$_{0.7}$Be$_{0.3}$Se barriers. The complete layer structure is shown in Fig. 4.1 along with a schematic of the potential energy profile of the double-barrier structure under bias. The bottom 300 nm of Zn$_{0.97}$Be$_{0.03}$Se, highly n-type doped with iodine to a concentration of n=8*10$^{18}$ cm$^{-3}$, as well as the 15 and 10 nm thick Zn$_{0.97}$Be$_{0.03}$Se layers with n=1*10$^{18}$ cm$^{-3}$ in the injector and collector contain 3% Be in order to be lattice matched to the GaAs substrate. The barrier layers are clearly not lattice matched to the substrate, but are sufficiently thin to be grown as fully strained epitaxial layers. The heterostructure was patterned into square mesas with side of 100, 120 and 150 µm by optical lithography with positive photoresist followed by metal evaporation and lift off.

Special care must be taken in order to obtain good ohmic contact to the II-VI semiconductor. For the top contact, this can be achieved by in-situ growth of a metal contact layer consisting of 10 nm Al to achieve good contact, 10 nm Ti as a diffusion barrier, and 30 nm Au to avoid oxidation. This procedure reliably yields contact resistivities of the order of 10$^{-3}$Ω cm$^2$. Since the bottom contact can only be fabricated after processing, it must rely on an ex-situ technique where the contact resistivity is typically 1-3 orders of magnitude higher. Its resistance is kept reasonably low by a combination of the incorporation of a highly n doped 100 nm ZnSe contact layer in the heterostructure, and the use of a relatively large (500^2 µm^2) Ti-Au contact pad.

The samples were inserted into a $^4$He bath cryostat equipped with a 6 T superconducting magnet, and were investigated using standard low noise electrical characterization techniques. Precautions were taken to prevent problems associated with the measurement circuit going into oscillations. A stabilised voltage source was used to apply bias to the circuit, which consists of the RTD, a 33 Ohm reference resistance in series and a 40 Ohm resistor in parallel. Such a setup is known to prevent bi-stability of the circuit in the region of negative differential resistance [LAE89]. By measuring the voltage drop over the RTD and the reference resistor as the bias voltage is swept, I-V curves of the RTD can be extracted. The absence of charging in the device was confirmed by comparing I-V curves with a different sweep direction [MLSE94].

We studied devices with Mn concentrations of 4% and 8% in the quantum well layer. The layers’ thicknesses of the 4% sample are given in Fig. 4.1 whereas those for the 8% Mn sample are all 6% thinner. For structures with 4% Mn in the well, the first resonance for positive bias occurs at 105 mV and has a peak to valley ratio of 2.5 whereas for the 8% Mn sample the resonance is at 127 mV with a peak to valley ratio 2.25. The size of the mesas had no effect on the position and strength of the resonance.
4.3 Results and simulation of spin resolved current through the device.

I-V characteristics of the RTDs were measured in different magnetic fields in a range from 0 to 6T applied either perpendicularly to or in the plane of the quantum well. The results for perpendicular magnetic fields are presented in Fig. 4.2 (lines). For clarity, subsequent curves are offset by 10 μA. It is clear from the figure that the resonance is split into two parts and that the splitting grows as a function of the magnetic field. At 6 T, the separation between the maxima of the split peaks is 36.5 mV and 42 mV for 4% and 8% Mn samples respectively. The broader feature which can be seen most prominently in the zero field curve at approximately 165 mV (180 mV) for the 4% (8%) of Mn samples is an LO phonon replica \([\text{LAE}^*+89]\).

To explain the magnetic field-induced behaviour of the resonance, we develop a model based on the Giant Zeeman splitting for the spin levels in the DMS quantum well. First, we extract the series contact resistance of the RTD from the measured I-V curve at zero magnetic field \([\text{MLSE}94, \text{LMS}^*94]\). Then we assume that each of the two spin split levels have the same conductance, and therefore that each carries half of the current in the device.

We neglect the slight relative change of barrier height caused by the change in energy of the levels, and assume that the conductivity of each level is independent of magnetic field in the sense that for the same alignment between the emitter Fermi level and the well level, the conductivity will be the same. In other words, the conductivity of each level as a function of applied voltage in the presence of a magnetic field can be given by a simple translation of the zero field curve by a voltage corresponding to the energy shift of the pertinent spin level in the well.

After translation, we add the conductivity contributions of both the spin-up and the spin-down curves, and reinsert the series resistance to yield a modelled I-V curve at a given magnetic field. By comparing this I-V curve with the actual experimental curve at 6 T, we determine an optimal value of 330 Ohm (900 Ohm) for the series resistance for the 8% (4%) Mn sample. Using this value of the series resistance for all modelled curves, and fitting the modelled curves at each field to the experimental ones, we extract the voltage splitting of the levels \(\Delta V\) as a function of the magnetic field. Fig. 4.2 shows the modelled I-V curves as the circles, which compare very well with the experimental data presented as the solid lines in the figure.

We now compare the values of \(\Delta V\) extracted from this fitting procedure to the expected behaviour of the spin levels in the wells. The spin level splitting \(\Delta E\) of the DMS as a function of magnetic field \(B\) is given by a modified Brillouin function \([\text{GPF}79]\):

\[
\Delta E = N_0 \alpha x s_0 B_s (s g \mu_B B/k_B(T + T_{eff}))
\]

where \(N_0 \alpha\) is the s-d exchange integral, \(x, s,\) and \(g\) are the manganese concentration, manganese spin, and g-factor respectively, and \(\mu_B\) is the Bohr magneton. \(B_s\) is the Brillouin function of...
4.3 Results and simulation of spin resolved current through the device.

Figure 4.2: Experimental (lines) and modelled (circles) I-V curves for a resonance tunnel diode with a) Zn$_{0.92}$Mn$_{0.08}$Se and b) Zn$_{0.96}$Mn$_{0.04}$Se in the quantum well. Curves taken in 0.5T intervals from 0 to 3T and in 1T intervals from 3T to 6T.
Spin $s$, $s_0$, and $T_{\text{eff}}$ are, respectively, the effective manganese spin and the effective temperature. These phenomenological parameters are needed to account for Mn interactions. Taking established values of $T_{\text{eff}} = 2.24 \, \text{K}$, $s_0 = 1.13$ [YTFP95] for $x=8\%$ ($T_{\text{eff}} = 1.44 \, \text{K}$, $s_0 = 1.64$ for $x = 4\%$) and $N_0\alpha 0.26 \, \text{eV}$ [TvODP84] from the literature, we obtain values for $\Delta E$ which are plotted as the solid lines in Fig. 4.3(a) for temperatures of 1.3, 4.2, and 8K and for Mn concentrations of 4% and 8%. These curves are compared with the values of $\Delta E$ extracted from the experiment (symbols in the same figure) for measurements taken at the respective temperatures. It is important to note that in order to correctly fit the amplitude to the Brillouin function, the measured values of $\Delta V$ must be divided by a lever arm of 2.1. The agreement between the magnetic field dependence of the experimental values and the Brillouin function is remarkable, suggesting that our model of two spin level splitting in a magnetic field captures the essential character of the device. Moreover an identical value of the lever arm is found for both the 4% and 8% Mn samples.

The existence of a lever factor between the experimental voltage splitting and the theoretical energy splitting in the well is a well-known feature of RTDs. It occurs because only part of the voltage applied to the device is dropped over the first barrier, and thus effective in determining the alignment condition for the resonance. Furthermore, extracting the lever factor for our diode by comparing the observed voltage splitting in the $B = 0$ I-V curve between the first resonance and the phonon replica to the known LO phonon energy of ZnSe (31.7 meV) [LB87] also yields a lever arm of around 2.

In Fig. 4.3(b) we compare measurements at 3T with magnetic field in the plane of, and perpendicular to the quantum well. The curves are offset for clarity. Evidently, the peaks in the I-V curve for in-plane magnetic fields are broader than those for perpendicular fields and are shifted slightly towards higher bias voltages. This effect is known from GaAs based RTDs [AMR+88] and can be explained in terms of momentum conservation. For magnetic field in-plane (perpendicular to the motion of the electrons) the Lorentz force will give the electrons an in-plane momentum. The conservation of in-plane momentum during the tunnelling process forces electrons to tunnel into finite momentum states of the quantum well, which are at a higher energy than the zero momentum ground state. Furthermore, the spread in in-plane $k$ vectors leads to a broadening of the tunnelling resonance [AMR+88, DNPK87]. From the figure, it is obvious that the splitting of the resonance peak is similar in both orientations of magnetic field. This is due to the isotropic g-factor in the DMS. This observation directly rules out any explanation of the peak structure as resulting from Landau level splitting in the quantum well.

Temperature dependent measurements of the 6T I-V curves are presented in Fig. 4.4, again with the curves offset for clarity. Qualitatively, an increase in temperature has a similar effect on the I-V curves as a reduction of the magnetic field (cf. Equ. 1). The peaks move closer together and eventually merge back into a single peak. On the other hand, the zero field I-V curves are practically temperature independent in the range from 1.3 Kelvin to 30 Kelvin. The reduction of the splitting as a function of field can be anticipated from the results of Fig. 4.3 and is simply a manifestation of the temperature dependence of the giant Zeeman splitting of the DMS. This suggests that any operational limit imposed on the device by temperature is purely a function of the material in the well, and that no inherent limit from the tunnelling process is detected.
4.3 Results and simulation of spin resolved current through the device.

Figure 4.3: a) Giant Zeeman splitting versus magnetic field for both samples. The lines come from a Brillouin-like description of the well levels. The symbols represent the splitting in the peak positions extracted from the experimental data. b) I-V curves for sample with 8% Mn, under 3T in-plane (II) or perpendicular (L) magnetic field.
Figure 4.4: Temperature dependence of the I-V curves of the first resonance, shown for each of the diodes.
4.4 Summary.

To summarise, we have presented results of all II-VI semiconductor RTDs based on the (Zn,Be)Se system, with magnetic impurities (Mn) in the quantum well. A strong splitting of quantum well resonance is observed as a function of magnetic field, which originates from the Giant Zeeman splitting of the spin levels in the dilute magnetic semiconductor quantum well. An intuitive model that simulates the magnetic field dependence of the I-V characteristic of the device is discussed, and shows positive agreement with the experiment. The results therefore demonstrate the possibility of devices based on tunnelling through spin resolved energy levels. Experiments aiming to measure the spin polarization of the current flowing through such a device are currently underway.
Spin selection in RTDs with magnetic QW.
Chapter 5

RTD with magnetic QW as a spin detector.

5.1 Spin polarization at high magnetic field.

As was already mentioned in the section \[3.1.2\] because of giant Zeeman splitting, a high spin polarization of the electron current (up to 100\%) can be achieved in [Zn,Mn]Se DMS in intermediate magnetic fields \[FKR^{+99}\]. Similarly, regular Zeeman splitting can, at high magnetic fields, lead to a spin-polarized current in the injector. Regular Zeeman splitting has a linear magnetic field dependence, and for ZnSe can be as big as 1.1 meV at 14 Tesla.

The conduction band profile for the RTD at high magnetic fields is shown in Fig. [5.1] with indication of the regular Zeeman splitting of the conduction band levels in the injector. The splitting is present throughout the entire device, but the injector spin polarization is most important for our experiment. Even though the Fermi energy in the injector is much larger than the regular Zeeman splitting, taking into account the conduction band profile, one can expect the incoming current to be spin-polarized. The spin polarization will change the electro-chemical potential in the injector and influence the resonance peaks. In the case of a nonmagnetic RTD, the spin polarization in the injector will be partially compensated. As the electro-chemical potential for one spin species decreases with increased spin polarization, the other will also increase.

In our case of giant Zeeman split levels in the QW, we expect current spin polarization in the injector to decrease the amplitude of the minority peak and increase that of the majority one. The majority current spin polarization is generated by the lower (in energy) regular Zeeman split states of the conduction band of the injector. The regular Zeeman splitting in ZnSe has the same sign as the giant Zeeman term for the [Zn,Mn]Se conduction band. This means that the majority current spin polarization corresponds to the lower giant Zeeman split level in the QW. The peak at higher bias (minority spin polarization) will thus decrease when the spin polarization of the current in the injector is increased. The effect of the current spin polarization is mainly observed at high magnetic fields because the regular Zeeman splitting at intermediate fields is relatively small compared to the estimated Fermi energy.
5.2 Influence of spin-polarized current on RTDs I-V characteristics.

The high magnetic field and low temperatures I-V dependence were measured in the 16 T $^4$He bath cryostat and at Dilution Refrigerator.

In Fig. 5.2, I-V curves at 0 (red), 6 (blue) and 14 (magenta) T are shown. In the range of magnetic fields from 0 to 6 T the only major effect to be seen is the splitting of the levels in the QW that force the resonance peak to split in voltage. At magnetic fields higher than 6 T, the giant Zeeman splitting is basically saturated and does not have a strong influence on the position or the shape of the resonances with a greater increase in B. On the other hand, a very strong effect is still observable at magnetic fields above 6 T. The high voltage resonance decreases in amplitude and the low voltage one increases. This dependence is expected for spin-polarized current in the injector (see section 5.1).

The magnetic field dependence of the I-V characteristic for the sample with 8% Mn in the QW at 1 K is shown in Fig. 5.2 (left). The curves are offset by 25 $\mu$A for clarity. At the same time as the low voltage resonance increases in amplitude at high magnetic fields, the higher voltage resonance “practically” vanishes by 14 T.

I-V curves are shown in Fig. 5.2 (right) for the 4% Mn in the QW sample at 1.3 K. With the curves are offset by 15 $\mu$A. The effect of spin-polarized current on this RTD I-V curve is not
5.2 Influence of spin-polarized current on RTDs I-V characteristics.

Figure 5.2: I-V characteristics at high magnetic field are compared with 6 and 0 T curves. Left - the curves are shown for the sample with 8% Mn in the QW. Right - for the 4% Mn sample. In the range of magnetic fields from 6 to 14 T (when the giant Zeeman splitting is basically saturated) spin polarization of the current in the injector gradually suppresses the higher energy resonance and enhances the lower energy one.

as big as for the sample with 8% Mn. On the other hand, the fact that both spin peaks and their phonon replicas are well pronounced at 14 T is obvious proof of the spin polarization in the injector changing the peak ratio.

In order to take into account orbital effects in a magnetic field perpendicular to the QW, very detailed (second derivative) analyses were performed. The negative of the second derivative plot is useful to analyse the position of the peaks because the peaks preserve their positions. Moreover, the appearance of the peaks is significantly magnified and even inflection on an I-V curve can become a full peak with a region of negative slope. For this reason, it is hard to interpret the shape of the resonance but the position of the maximum can be analysed.

In Fig. 5.3, the second derivative of the I-V characteristics of the 4% Mn sample are shown for perpendicular magnetic field ranging from 0 to 14 T in half Tesla steps. The measurements are done at 1.3 K and the curves are offset for clarity. Each resonance and its phonon replica pair at 14 T are identified by a number (1 or 2). The red line indicates a first Landau level quantized sub-peak in the phonon replica of the first resonance peak. In the presence of a perpendicular magnetic field, landau level quantization within the phonon replica is expected \[\text{LAE}^{+89}\] (see section 2.1.3). The voltage separation between the phonon replica peak and the Landau level at 14 T is indicated by the green arrow and corresponds to the expected energies of the first Landau level with a leverage factor near 2.1 (similar to the results obtained from the giant Zeeman splitting of the levels in the QW). No additional peaks were found in the I-V characteristics, even in the second derivative plot, indicating that the elastic scattering is reasonably low in our samples.

The in-plane high magnetic field dependence of the I-V characteristic for the sample with 4% Mn in the QW at 1.3 K is shown in Fig. 5.4. The curves are measured every half Tesla and offset for clarity. The giant Zeeman split resonant peak seen up to 5 Tesla seem to be gone on the 14 T
Figure 5.3: Negative of second derivative of the current versus voltage at 1.3 K measured in the perpendicular magnetic fields from 0 to 14 Tesla (see Fig. 5.2 right). The black line shows the phonon replica of the first resonance and the red line shows first Landau level.
5.3 Temperature dependence of the effect.

For [Zn,Mn]Se with 8% Mn, the Mn concentration dependent effective temperature \( T_{\text{eff}} \) in the equation for the giant Zeeman splitting Eq. [3.2] has a value of 2.24 K [TvODP84]. Reducing the temperature to much lower than \( T_{\text{eff}} \) should not have a great effect on the value of giant Zeeman splitting, especially at high magnetic fields. On the other hand, from the phase diagram of the DMS ternary compound Fig. [3.3](left) one can guess that at low temperatures a magnetic phase transition from paramagnetic to spin glass magnetic state can happen.

In Fig. [5.6] 40 mK I-V curves are shown in the magnetic field range from 0 to 16 T with 2 T
steps. The curves are offset for clarity. The limiting factor for the temperature was a current heating the sample but not the Dilution Refrigerator which has a base temperature of 5 mK. From the data, it is possible to conclude that the giant Zeeman splitting did indeed not change much in the temperature range between 1 K and 40 mK. Moreover, the fact that the splitting corresponds to the value expected for the giant Zeeman splitting in the paramagnetic [Zn,Mn]Se suggests that no magnetic phase transition took place at these temperatures.

In Fig. 5.7(left), the regular Zeeman splitting dependence of the I-V characteristic of the RTD at various temperatures with a magnetic field chosen to keep giant Zeeman splitting (shown by \(dE_{\text{Gzeeman}}\)) constant, is presented. Under these conditions, one can see that at higher temperatures the spin resolved peak ratio is changed. The reason for this happening is simple. The giant Zeeman splitting has a strong temperature dependence and thus the magnetic field needed to reach the chosen value of \(dE_{\text{Gzeeman}}\) at higher temperatures is much greater than at lower temperatures. The regular Zeeman splitting, however, is temperature independent and has a linear magnetic field dependence. At higher temperatures, and accordingly at higher magnetic fields, the regular Zeeman splitting in the injector polarizes the current and the peak ratio changes. When the temperature is decreased, a lower magnetic field is needed to preserve the value of the giant Zeeman splitting and the smaller value of the regular Zeeman splitting is not sufficient to polarize the current in the injector as efficiently. This is why the peak ratio returns to the values expected for a non polarized injector electrons. The temperatures at which the I-V curves were measured are shown in the legend on the left side, whereas the right side legend gives the corresponding values of the regular Zeeman splitting in the injector.

**Figure 5.5:** Reversed second derivative of the current versus voltage at 1.3 K measured in the in-plane magnetic field 14 Tesla (see Fig. 5.4). By 1’ the second phonon replica of the first resonance is shown.
5.3 Temperature dependence of the effect.

Figure 5.6: Very low temperature (40 mK) I-V curves measured to high magnetic fields showing no magnetic phase transition in the 8% Mn DMS at this temperature.

Figure 5.7: Left - the regular Zeeman splitting dependence of the I-V characteristic of the RTD at different temperatures with magnetic field chosen to keep giant Zeeman splitting (shown by $dE_{Gzeeman}$) constant. The temperatures are shown in the legend on the left and corresponding values of regular Zeeman splitting are shown in the legend on the right. Right - temperature dependence of the I-V curve at 16 Tesla (constant regular Zeeman splitting shown as $dE_{zeeman}$). In the right legend $kT$ calculated from the temperatures in the left legend are shown.
In Fig. 5.7 (right), the temperature dependence of the effect of the spin polarization in the injector is shown. The I-V characteristics measured at different temperatures and constant (high) 16 T magnetic field. The regular Zeeman splitting \( (dE_{\text{zeeman}}) \) at the magnetic field is 1.1 meV. In this temperature range the giant Zeeman splitting has a weak temperature dependence. The temperatures at which the I-V curves were measured are shown on the left side and the corresponding values of \( kT \) are shown in the legend on the right. At higher temperatures the peak ratio changes its value to that observed at lower magnetic fields \( \leq 6 \) T. This is caused by the temperature-induced decrease in spin polarization of the current in the injector. By comparing the values of the regular Zeeman spin splitting of the conduction band in the injector with the value of temperature broadening described by \( kT \), one can already see at 12 K that \( kT \) is bigger than the Zeeman splitting, causing the reduced spin polarization seen in our measurement.
Chapter 6

Double RTD with magnetic QWs for current spin polarization and detection.

In Fig. 6.1 a schematic diagram of a non-local measurement scheme for a double RTD structure is shown. The RTDs are biased independently and connected (within spin flip length of each other) in the collector contact. Current spin polarization created by one of the RTDs influences potential drop over the other. The spin dependant difference in potential drop over the structure is caused by the difference in electro-chemical potential of spin polarized collector electrons. This can be understood in analogy to band bending in the injector when charge accumulation changes the band profile. If the sign of collector spin polarization matches the spin polarization of the resonance peak, the peak position is shifted to a lower bias at increased spin polarization. This shift is proportional to the increased electro-chemical potential for the corresponding spin orientation. Correspondingly, the electro-chemical potential for minority spin-polarized electrons decreases, and the spin resonant peak shifts to higher bias at higher spin polarization.

A simulation procedure similar to the one used for the magnetic field dependence of the RTD

Figure 6.1: Schematic diagram of the double RTD with magnetic QW structure in magnetic field under bias.
Figure 6.2: *I-V characteristics of the detector RTD as a function of the bias over the injector RTD.*

with magnetic QW (see section 4.3) is applied to predict the collector spin polarization dependence of the RTD I-V characteristic in constant magnetic field. The spin polarization is recalculated from the I-V curve of the simulated RTD with magnetic QW.

Fig. 6.2 presents results of a calculation of the detector RTD I-V characteristics in a magnetic field and with the incoming current polarized by a similar RTD structure. To simplify the discussion, one of the structures will be called the simulated RTD “detector” and the RTD producing the spin polarization “injector”. In a real structure the devices will have a symmetric influence on each other and the problem should be solved self-consistently, but our simplified approach illustrates the ideas.

Depending on the voltage drop on the injector RTD, the collector current spin polarization of the detector RTD will correspond to the lower or higher energy resonant peak. In the case of spin polarization of the same sign as the lower energy peak, the first peak will shift to lower bias and the higher energy peak will shift to a higher bias. The separation between the peaks will thus increase. This situation is shown in Fig. 6.2 by the red curve. When the collector spin polarization corresponds to the spin polarization of the higher resonance, the separation between the peaks will decrease as shown by the blue curve in the figure. An intermediate state with lower spin polarization is shown by the green curve.

A three dimensional representation of the injector RTD voltage drop influence on the I-V characteristic of the detector RTD is shown in Fig. 6.3. The peaks move apart when the spin polarization corresponds to the lower resonance in the injector RTD and becomes closer when the spin polarization is the same sign as the higher resonance. The peaks move to the expected values when the spin polarization decreases.
Figure 6.3: Colour plot of the detector RTD current as a function of the bias over the injector and the detector RTDs.
Fig. 6.4 presents preliminary results of measurements on a double RTD structure operated in the configuration sketched in Fig. 6.1 done by A. Gröger. The RTDs with [Zn,Mn]Se QW were patterned in two 800 nm square mesas separated by a distance of 200 nm and measured at 4 K and 6 T. The white lines are guides to the eye indicating the resonance peaks corresponding to one of the RTDs. The arrows show the crossing points of the resonance peaks of the injector and collector RTDs. The crossing points are separated differently, depending on the resonance with which the crossing is happening. The result could be interpreted as an effect of the collector spin polarization.
Chapter 7

RTD with magnetic injector or barriers for spin manipulation.

7.1 Introduction and the magnetic injector sample design.

Some interesting designs for eventual spintronics devices are structures based on magnetic semiconductor resonant tunneling diodes (RTDs) which have promising futures as spin filters and spin aligners. However, before these structures can make their way into actual devices, we must first understand the basic behaviours of these magnetic structures and how they differ from their non-magnetic counterparts. We have previously explored the behaviour of RTDs with a magnetic quantum well \[SGS^+03\] and now turn our attention to RTDs fitted with magnetic injectors. Here, the polarization of spin originates in the bulk behaviour of the injector, and the RTD itself is ostensibly a non-magnetic device which is fed with a polarized source of electrons. As a magnetic field increases, we observe important changes in the transport characteristics of the RTD stemming from the realignment of the band profile in the device, and explain how this can be understood in the framework of a Landauer-Büttiker–type model. The correct understanding of this mechanism is therefore essential before proceeding to more sophisticated device structures combining spin injection, detection and manipulation.

The studied sample is an all II-VI semiconductor resonant tunneling diode structure with a conduction band profile similar to that used in previous work on II-VI and III-V \[SGS^+03\] and fitted with a dilute magnetic semiconductor (DMS) injector layer. The tunneling region consists of a 9 nm thick ZnSe quantum well (QW) sandwiched between two 5 nm thick Zn\(_{0.7}\)Be\(_{0.3}\)Se barriers. Below the tunneling region is a 10 nm thick ZnSe collector layer. The injector is a 10 nm thick Zn\(_{0.94}\)Mn\(_{0.06}\)Se layer which is used to inject spin polarized electrons into the diode. The remaining layers are needed to ensure a proper doping profile and to allow for the fitting of high quality ohmic contacts. Full details of the layer stack are given in Fig. [7.1](a).
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The contact resistance of the devices is kept to a minimum by using an in-situ Al(10 nm)/Ti (10 nm)/Au (30 nm) top contact, while the ex-situ bottom contact is fabricated by etching down to the very highly doped ZnSe layer, and using large area (500 µm²) Ti-Au contact pad. The sample is patterned in 100 µm² pillars using standard optical lithography, which wet each and lift-off.

Measurements are performed in ⁴He bath cryostat equipped with a high field superconducting magnet using standard DC transport techniques. Care was taken to construct a circuit with a low (40 Ω) resistor in parallel to the diode to prevent the diode from going into oscillations in the negative differential conductance region \[ \text{LAE}^{+89} \]. Current measurements consist of measuring the voltage drop across a relatively small 30 Ohm series resistor.

A schematic of the band profile is shown in Fig. [7.1] Both the injector and collector sides of the tunneling structure are gradient doped in order to insure a relatively low Fermi energy at the point of injection, and thus a sharp resonance \([WC91]\). Under the influence of an external magnetic field, the DMS injector exhibits giant Zeeman splitting of up to 20 mV in the conduction band, and the degeneracy of its spin states is lifted following a Brillouin function \([GPF79]\), creating a spin-polarized carrier population via the transfer of electrons from the higher energy spin band to the lower one. In order to maintain proper alignment of the Fermi energy, this imbalance in the population of the two spin species must lead to a splitting of the bottom of the spin up and spin down conduction bands, leading to different band profiles for each of the spin species in the injector region, as indicated in the diagram.
7.2 Magnetic field induced change of I-V characteristic of RTD structure with magnetic injector.

Current-voltage characteristics for the device for different amplitudes of perpendicular-to-plane magnetic fields ($B$) are shown in Fig. 7.2. At zero field, the sample has typical RTD behaviour, showing a strong resonance peak at 36 mV with a peak to valley ration of just over 1. The additional resonance visible at 96 mV in the $B = 0$ curve is the well known LO phonon replica [LAE+89], which is separated from the direct resonance by the energy of the LO phonon of the well material, and can be used to calibrate the voltage scale to energy levels in the QW. A resonance associated with the second well level occurs at around 0.3 V (not shown in the figure). As is often the case, the resonances for the negative bias direction are not as pronounced. We confirmed the absence of charging effects in the device by verifying that I-V curves for different sweep directions were identical [MLSE94].

As a magnetic field is applied, the peak shifts to higher voltages and strongly increases in amplitude. The strongest dependence of the peak amplitude and position on the magnetic field is observed at low fields, with the behaviour saturating before 10 T. The behaviour is therefore consistent with the Brillouin like behaviour expected from the giant Zeeman splitting of the injector. Note also that the phonon replica causes a higher energy echo of the QW state, but since the effects we are studying result from properties of the injector, the phonon replica peak simply follows the magnetic field dependence of the main resonance.

![Figure 7.2: Magnetic field dependence of the I-V curves of the first resonance at 4.2 K.](image)
Figure 7.3: Temperature dependence of the resonance.

Figure 7.3 shows the temperature dependence of the 2 T I-V curve for temperatures from 1.3 to 8 K. The $B = 0$ curve, which is temperature independent in this range, is included for comparison. It is clear that the increase in temperature has a similar effect on the I-V curves as a lowering in the magnetic field would. Indeed, we verified that the only effect of temperature is to rescale the effect of the magnetic field on the Zeeman splitting in the injector, exactly as would be expected from the argument of the Brillouin function that scales as $B/(T + T_{\text{eff}})$ as described below.

### 7.3 Explanation of magnetic field influence on the transport in RTD with magnetic injector.

The slight shift of the peak to a higher bias with increasing magnetic field is fairly intuitive and can be directly expected from the schematic of Fig. 7.1. It is well established that the maximum of resonance occurs when the bottom of the conduction band is brought into alignment with the well level. As the field increases, the peak becomes evermore dominated by the majority spin conduction band. Since the bottom of this band is moving to lower energies, a higher bias will be required to bring this band into alignment with the well level, producing a shift of resonance towards a higher bias.

The large increase in the current amplitude is also related to the change of the conduction
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band energy with magnetic field $B$, but its manifestation is somewhat more subtle. Let $E_\sigma = E_\sigma + sh/2$ denote the spin-split band bottom with $h$ as the spin splitting [$s = +(-)$ for $\sigma = \uparrow(\downarrow)$]. Due to the exchange interaction between localised Mn ions and band electrons there arises in the DMS a giant Zeeman splitting,

$$h = N_0 \alpha x S_0 B S / k_B (T + T_{\text{eff}}),$$  \hspace{1cm} (7.1)

where $N_0 \alpha$ is the exchange integral, $x$ the Mn concentration of $S = 5/2$ Mn spins, $g$ is the Lande factor, $B_s$ the Brillouin function, and $S_0$ and $T_{\text{eff}}$ are the Mn effective spin and temperature, respectively. One might naively expect that a spin splitting of the conduction band leaves the DMS injector electron density constant (keeping $E_F$ fixed). This is indeed correct for a 2D injector [SMP02] since the spin-dependent density $n_\sigma = (m/\pi \hbar^2)(E_F - E_\sigma)$ is independent of the energy because the density of states is constant. However, for a 3D system $n_\sigma$ depends nonlinearily on $h$, thereby the total electron density $n = n_\uparrow + n_\downarrow$ is shown to be an increasing function of $h$ provided $E_F$ remains fixed. Since the current peak is mainly determined by $n$, it follows from Eq. (7.1) that the peak amplitude increases with $B$. Therefore, the current increase effect has a geometrical origin.

To gain further insight, we perform numerical simulations of the electron transport along the $z$-direction [growth direction, see Fig. 7.1(b)]. Because a similar peak amplitude increase is also observed when $B$ is an in-plane magnetic field indicating that the effect is independent of the direction of the magnetic field, orbital effects are not taken into account. In addition, we neglect spin relaxation effects and the current density $J = J_\uparrow + J_\downarrow$ is thus carried by both spin species in parallel.

$$J_\sigma = \frac{e m}{4 \pi^2 \hbar^3} \int_{eV + sh/2}^{\infty} dE_z dE_\perp T_\sigma(E_z, \varepsilon_0, V)$$

$$\times \left[ f_L(E_z + E_\perp) - f_R(E_z + E_\perp) \right],$$  \hspace{1cm} (7.2)

with $V$ the bias voltage applied to the structure. We take into account the spin splitting in the longitudinal energy $E_z$. The Fermi functions $f_L$ and $f_R$ describe the distribution of electrons with total energy $E_z + E_\perp$ in the left and right leads with electrochemical potentials $\mu_L = E_F$ and $\mu_L = E_F - eV$, respectively. Band-edge effects are incorporated in the lower limit of the integral.

In Eq. (7.2) the transmission $T$ conserves the momentum parallel to the interfaces and depends, quite generally, on $E_z$, $V$ and the subband bottom energy $\varepsilon_0$ of the quantum well. Close to resonance, it is a good approach to take a Lorentzian shape, $T_\sigma = \Gamma^L_\sigma \Gamma^R_\sigma / [(E_z - \varepsilon_0)^2 + \Gamma^2 / 4]$, where $\Gamma^L_\sigma$ ($\Gamma^R_\sigma$) is the partial decay width due to coupling to the lead L (R) and $\Gamma = \Gamma_L + \Gamma_R$ the total broadening per spin. We hereinafter consider symmetric barriers for simplicity but it
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Figure 7.4: Theoretical I–V curves at 4 K for an RTD with a spin-polarized injector increasing the spin splitting from \( h = 0 \) to \( h = 2E_F \) in steps of \( 0.2E_F \) (from bottom to top). Inset: normalized current peak \( J_p \) as a function of \( h \). Experimental and model data are shown for comparison.

It is important in the strongly nonlinear regime (i.e. around the current peak) to take into account the energy (and voltage) dependence of the tunneling rates. The barrier height is given by the conduction band offset between ZnSe and Zn\(_{0.7}\)Be\(_{0.3}\)Se, which is approximately 0.6 eV. Using ZnSe parameters we find for the first resonant level \( \varepsilon_0 = 21 \) meV. Now spin saturation takes place at around \( \varepsilon_0 = 20 \) meV, thereby \( E_F = 10 \) meV. This implies that for small resonance width the onset of the \( I–V \) curves of Fig. 7.2 should occur at \( \varepsilon_0 - E_F = 11 \) meV. This fact, together with the low peak-to-valley ratio that the \( I–V \) curves exhibit, suggests a large value of \( \Gamma \), probably due to disorder or interface roughness. Therefore, we set \( \Gamma = 15 \) meV at \( V = 0 \) and \( h = 0 \) and fit the peak current at \( B = 0 \) with the experimental value.

We show the results in Fig. 7.4 from \( h = 0 \) to \( h = 2E_F \). The I-V curves reproduce the experimental observations and the agreement is fairly good. The negative differential conductance region extends all the way from the resonance peak because we consider only the first resonant level. We note that in Fig. 7.4 the voltage axis is scaled with a lever arm \( \mathcal{L} = 2 \), consisted with that extracted from the position of the phonon replica. Since the broadening is a large energy scale, we can expand Eq. 7.2 at zero temperature in powers of \( 1/\Gamma \). We find for small spin splittings that the resonance peaks at \( eV_{\text{res}}/\mathcal{L} = \varepsilon_0 - E_F/3 + h^2/3E_F \). Substituting the parameters, we obtain \( V_{\text{res}} = 37 \) mV at \( h = 0 \), in accordance with Fig. 7.2. Moreover, this expression clearly shows the shift of \( V_{\text{res}} \) with increasing \( h \). Inserting this result into Eq. 7.2 we find to the leading order of \( 1/\Gamma \) that the current peak \( J_p = (e\pi^2p^3)E_F^2(1 + h^2/4E_F^2) \) is indeed an increasing function of the magnetic field. In the inset of Fig. 7.4 we present the current peak as a function of \( h \), showing a remarkable agreement with the experimental observations.
7.4 RTD with magnetic barriers for spin manipulation.

In comparison, we provide the current increase when the energy dependence of $\Gamma$ is neglected, which qualitatively agrees with our results, indicating that the simple model (7.2) captures the key points of the experiment.

The results we obtain are reminiscent of Ref. [CW92], where the In content of a GaInAs emitter in a III-V RTD is varied. As a consequence, the band alignment changes and the peak current increases. In our case, the increase is due exclusively to the giant spin splitting in the injector. Thus, the current increase can be tuned with a magnetic field without changing the sample parameters.

In conclusion, we have presented $I$-$V$ characteristics of a II-VI resonant-tunneling diode attached to a diluted magnetic semiconductor injector. We have observed both an enhancement and a voltage shift of the resonance current peak when the applied magnetic field increases. The results are consistent with a giant Zeeman splitting in the injector since the current saturates at a few Tesla and the temperature dependence follows the magnetisation of a paramagnetic system. The Zeeman splitting induced redistribution of spin carriers in the injector leads to a modification of the conduction band structure of the device which is responsible for the changes in transport properties. We have discussed a transport model which replicates most of the features seen in the experiment. Our findings offer the unique possibility of producing high peak currents which arise from spin effects only.

7.4 RTD with magnetic barriers for spin manipulation.

An interesting sample design with diluted magnetic material in the barriers of the RTD device might also be expected to trigger a rise in spin selection in the structure. In a magnetic field the height of the barriers will be modified for each spin orientation. Taking into account that tunneling probability has an exponential dependence on the barrier height, even a small change in the barriers could drastically change the I-$V$ characteristic.

The schematic conduction band profile for a sample with 6% Mn [Zn,Mn]Se DMS barriers under a bias and an external magnetic field is shown in Fig. 7.5 (left). The green lines indicate the splitting of the top of the barriers. In Fig. 7.5 (right) the sample layer structure as it is grown by MBE is depicted.

A 0 T and 4 K $I$-$V$ characteristic is shown in Fig. 7.6. At positive bias the first resonance with a peak to valley ratio of 2.4 is seen at 69 $mV$ and its phonon replica at around 135 $mV$. The structure is quite asymmetric and we will concentrate on the current direction with the most pronounced resonance peak.

Perpendicular to the plane of the QW magnetic field dependence of the $I$-$V$ peak at 4 K is shown in Fig. 7.7 (left). The magnetic field is swept from 0 to 13 T in 1 T steps. The dependence is relatively small for such a large magnetic field range. The size of the effect can be understood
**Figure 7.5:** Right - schematic conduction band profile under bias and magnetic field. Left - the sample layer profile.

**Figure 7.6:** 0 T and 4 K I-V characteristic of the resonant tunneling structure with 6% Mn in both barriers.
taking into account the facts that the giant Zeeman splitting is small compared to the barriers, which are around $\sim 250$ meV high, and the resonance peak is formed “basically” at the bottom of the barriers. Moreover, in addition to the effect being small, its magnetic field behaviour is opposite to the one observed in the cases of the magnetic injector or quantum well. Namely, the magnetic field induced increase in the resonance current does not saturate, but instead the distance between I-V characteristics is increased at higher fields. Again, such dependence can be understood by assuming that the lower giant Zeeman split barrier starts to dominate the process exponentially. Under these conditions even a small change in the splitting at higher fields will produce great change in the I-V characteristic. This means that we could have much stronger spin polarization effects than seen on I-V, especially at high fields.

In Fig. 7.7 (right) an in-plane magnetic field measurement of the structure is presented. The effect is a manifestation of the Lorentz force modified k-vector of the tunneling electrons (see section 2.2.2).
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Chapter 8

Spin resolved resonant tunneling in self-assembled quantum dots.

8.1 Self-Assembled II-V Quantum Dot as a Voltage-Controlled Spin-Filter.

Nanomagnetics has produced a series of fascinating and often unanticipated phenomena over the past few years. To name a few, molecular magnets exhibit quantum tunneling of the magnetisation \cite{TLB96}, magnetic atoms on a surface exhibit giant magnetic anisotropies \cite{GRV03}, and magnetic domain walls are being harnessed as data carriers \cite{RBG03}. Here, we report on another remarkable phenomenon: self-assembled quantum dots, fabricated from II-VI DMS that macroscopically exhibit paramagnetism, possess a remnant magnetisation at zero external field. This allows us to operate the dots as voltage controlled spin filters, capable of spin-selective carrier injection and detection in semiconductors. Such spin filter devices could provide a key element in the emergence of a full spintronics technology \cite{WAB01,Aws02,Ohn02}. We present the first experimental observation of such a device using an approach based on the incorporation of non-magnetic CdSe self-assembled quantum dots (SADs) in paramagnetic \([\text{Zn,Be,Mn}]\text{Se}\) (see section 3.1.2).

We previously demonstrated a prototype of such a spin filter using a II-VI DMS-based resonant tunnelling diode \cite{SGS03}. However, while that device was tuned by a bias voltage, the spin filtering mechanism still requires an external magnetic field. Moreover, ferromagnetic III-V semiconductors like \([\text{Ga,Mn}]\text{As}\) are not suitable for resonant tunneling devices due to the short mean free path of holes \cite{MGJ03}. Recent theoretical works \cite{HGQ91,ERR01,FRB04} have suggested that spin selection may be achievable in II-VI DMS without any external magnetic field by creating localised carriers that might mediate a local ferromagnetic interaction between nearby Mn atoms.
Figure 8.1: Full layer structure of the device and schematic of the transport mechanism. As electrons tunnel through the quantum dot, they mediate a local magnetic interaction between nearby Mn ions causing them to align ferromagnetically.

8.2 Sample and measurements details.

Our sample is an MBE-grown all-II-VI RTD structure consisting of a single 9 nm thick semi-magnetic Zn$_{0.64}$Be$_{0.3}$Mn$_{0.06}$Se tunnel barrier, sandwiched between gradient doped Zn$_{0.97}$Be$_{0.03}$Se injector and collector. Embedded within the barrier are 1.3 monolayers of CdSe. The lattice mismatch between the CdSe and the Zn$_{0.64}$Be$_{0.3}$Mn$_{0.06}$Se induces a strain in the CdSe material, which is relaxed by the formation of isolated CdSe dots [MTB+01]. The full layer stack is given in Fig. 8.1. Standard optical lithography techniques were used to pattern the structure into 100 µm square pillars and contacts were applied to the top and bottom ZnSe layers in order to perform transport measurements vertically through the layer stack. More details of the fabrication procedure are given in section 3.2.1. From the size of the pillars, and the typical density of the dots, one would expect some million dots within our device. However, despite this number, transport through similar III-V SAD-RTDs is usually dominated by only a few dots that come into resonance at lower bias voltages [HPM+01, VLP+00, TIM+98]. We, therefore, interpret the low bias transport through our sample as corresponding to electrons tunneling from the injector into a single quantum dot and out of the dot into the collector as schematically depicted in Fig. 8.1. Based on calculations of energy levels of strained quantum dots, we find several quantum dot levels populated by electrons at zero bias. Hence, the electrons tunnel through excited states of quantum dots containing a finite number of electrons.
8.3 Magnetic field evolution of the resonance peaks.

The experiments were carried out in a magnetocryostat and studied at temperatures as low as 1.3 K and in fields from 0 to 6 T. Fig. 8.2 shows a full current voltage curve up to a bias voltage of 170 mV. The first feature is observed at a bias of 55 mV, associated with the first dot coming into resonance. At a bias voltage above 100 mV, several resonances, due to the ensemble of dots, can also be observed. We will first focus on the low bias feature which is shown in the inset to the figure. These more detailed curves taken at 0 and 4 T clearly show that the feature actually has a complex structure, consisting of four distinct peaks, which evolve with the magnitude of the applied magnetic field. We verified that the evolution of the features does not appreciably depend on the direction of the magnetic field, indicating that the magnetic response of the system cannot be associated with artefacts such as two-dimensional states in the injector or wetting layer [SGS+03, HPM+01, VLP+00, TIM+98] and it must be a property of the dot or the barrier. We also verified that the sample does not exhibit any magnetic hysteresis.

8.3 Magnetic field evolution of the resonance peaks.

A better understanding of the evolution of the features with magnetic field can be obtained from Fig. 8.3. In Fig. 8.3(left), we plot the current through the device as a colour-scale surface with respect to a bias voltage and magnetic field. This proves two very important features of the data. Firstly, that as the magnetic field is increased, features split apart with a behaviour reminiscent
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**Figure 8.3:** On the left - a surface plot of the current through the device as a function of a magnetic field and bias voltage in the region of the first resonance feature. On the right - a colour-scale image of the resonances as a function of a magnetic field and voltage for higher bias resonances. Since these higher resonances are weaker and on a significant background, the colour-scale on the right part is proportional to the voltage derivative of the current in order to better resolve the position of the resonances. In both cases, the data at higher magnetic fields clearly has Brillouin-like behaviour, as proved in the right figure, where Brillouin functions are plotted as lines. However, at fields below $\sim 500 \text{ mT}$, the behaviour departs from a Brillouin function, with the splitting becoming constant and remaining finite even at zero magnetic field.

The observation that the splitting remains finite at $B = 0 \text{ T}$ is however more surprising since there is a priori nothing ferromagnetic in the sample. This observation can be understood by considering the effect of interactions between electrons in the dot and the Mn atoms in the vicinity of the dot.
8.4 Understanding the effect of an external magnetic field.

Electrons populate quantum dot levels according to the Pauli exclusion principle, and Hunds rules [HK03] whenever there is orbital degeneracy. For a parabolic dot, the total electron spin follows the sequence $S = \{1/2, 1/2, 1/2, 1, 1/2, 1/2, 1, 1/2, 1, 3/2, ...\}$ with increasing electron numbers. Hence, for almost all electron numbers, the total spin of the dot is finite. The interaction of this total net spin with the spin of Mn ions induces an effective ferromagnetic Mn-Mn interaction. This can be seen by considering the total Hamiltonian of the electronic and Mn system [HGQ91, ERR01, BIG97, HME+00]:

$$H = H_e + g^* \mu_B \vec{B} \cdot \sum_i \vec{S}_i - J_C \sum_{\vec{R},i} \vec{M}_\vec{R} \cdot \vec{S}_i \delta(\vec{r}_i - \vec{R}) + \sum_{\vec{R}} g_{Mn} \mu_B \vec{B} \cdot \vec{M}_\vec{R} + \frac{1}{2} \sum_{\vec{R}, \vec{R}'} J_{\vec{R}, \vec{R}'} \vec{M}_\vec{R} \cdot \vec{M}_{\vec{R}'}$$

Here $\vec{M}_\vec{R}$ is the spin of Mn ions ($M=5/2$) at position $\vec{R}$, $S_i$ is the spin of the $i$-th electron ($S=1/2$). $J_c$ is the sp-d exchange constant between the conduction electrons and the d-electrons of the Mn shell and $J_{RR'}$ is the anti-ferromagnetic Mn-Mn interaction. The first term is the spin independent Hamiltonian of electrons confined to a quantum dot in a magnetic field, and interacting via a pair-wise potential. The full interaction between electron spins and Mn ions in the barrier is an extremely complicated issue. We restrict ourselves here to a demonstration that the electron spin is capable of compensating the anti-ferromagnetic interaction among Mn ions and lead to their ferromagnetic arrangement. We consider only a single electron in the ground state and in the absence of external magnetic field, leaving the problem of interacting many-electron dots for future analyses. The effective spin Hamiltonian now reads:

$$H = E_0 - J_C \sum_{\vec{R}} |\Phi(\vec{R})|^2 \vec{M}_\vec{R} \cdot \vec{S} + \frac{1}{2} \sum_{\vec{R}, \vec{R}'} J_{\vec{R}, \vec{R}'} \vec{M}_\vec{R} \cdot \vec{M}_{\vec{R}'}$$  \hspace{1cm} (8.1)$$

where $E_0$ is the electron energy and $|\Phi(\vec{R})|^2$ is the probability of finding an electron at the position $\vec{R}$ of a Mn ion. Even for such a simplified Hamiltonian the number of configurations is very large in the number of Mn ions. The physics of Mn-Mn interactions mediated by electron spin can however be understood by examining an exactly solvable problem of two anti-ferromagnetically coupled Mn ions. The energy spectrum of the coupled Mn-spin system is characterised by the total spin $J=M\pm1/2$ where $M$ is the total Mn spin and the $\pm1/2$ corresponds to the direction of the electron spin. The evolution of the energy of the system as a function of the total Mn spin depends on the direction of the electron spin in the following way:
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\[ E(M, +) = -\left(\frac{J_C}{2}\right)M + \left(\frac{J_{NN'}}{2}\right)[M(M + 1) - \frac{35}{2}] \]

\[ E(M, -) = \left(\frac{J_C}{2}\right)(M + 1) + \left(\frac{J_{NN'}}{2}\right)[M(M + 1) - \frac{35}{2}] \]

as shown in Fig. 8.4 (left). In the absence of coupling to the electron spin ($J_c = 0$), it is obvious that the minimum energy state for either electron spin corresponds to the total Mn spin $M=0$, i.e. an antiferromagnetic arrangement. However, as shown in Fig. 8.4 (left), with coupling to the electron spin, the $E(M, +)$ ground state of the combined system has a finite total Mn spin $M^* = (J_C/J_{NN'} - 1)/2$. To estimate the value of $M^*$ we approximate our quantum dot by a spherical CdSe dot with radius $R=4$ nm and a barrier potential of 1 eV estimated from strain and the Bir-Pikus Hamiltonian. The effective electron-Mn exchange interaction for Mn ions on the surface of the sphere is then given by $\hat{J}_{C} = J_C|\Phi(R)|^2 = 4.5 \mu$eV. For a typical Mn separation in the barrier of $R_{12} = 1.2$ nm, we estimate the antiferromagnetic interaction strength $J_{12} = 1 \mu$eV. Hence for our model system we find $M^* = 2$ and the coupling to electron spin aligns spins of nearest neighbouring Mn ions. Independent mean field calculations involving tens of Mn ions randomly distributed in the barrier around a spherical or disk shaped quantum dots confirm the existence of ferromagnetic ordering of Mn ions in the vicinity of quantum dots [FRB04].

In Fig. 8.4(right), we show the calculated averaged Mn and electron spin magnetisation as a function of temperature for Mn ions localised in the barrier surrounding a spherical CdSe quantum dot with radius of 4 nm and Mn concentration of 4%. We find the existence of the magnetic polaron, with the Mn magnetisation decaying as one moves away from the quantum dot. These finding are in agreement with previous calculations of magnetic polarons [HGQ91, ERR01, FRB04], and for reasonable parameters for our system shows that the presence of electrons in the dot will mediate a local ferromagnetic interaction between Mn atoms near this dot.

The interpretation of our experimental observations is therefore clear. Electrons localised in the dot mediate a local ferromagnetic interaction which causes a finite spin splitting even in the absence of an external applied field. Our experiment is therefore tantamount to measuring transport through a single magnetic polaron. The local interaction has a strength corresponding to an effective field of the order of some hundreds of mT, and can be randomly oriented. When an external magnetic field is then applied, the ferromagnetic order will first rotate towards the direction of the applied field, but this will have no effect on the transport, which explains why in the experimental data, the resonance positions are independent of the magnetic field for fields below $\sim 500$ mT. However, as the magnetic field is further increased, it will start to dominate and the spin splitting will grow following the normal paramagnetic interaction of the dilute Mn system [SGS+03]. A question remains as to why the zero magnetic field splitting is observed here while it was not seen in the optical measurements of Ref. [HME+00, MGN+04]. This however can be understood by the fact that once current begins flowing through the dot, a feedback mechanism sets in where spin polarization of the current enhances the polarization of Mn spins which in turn enhances the polarization of the current [HGQ91, ERR01]. This
8.4 Understanding the effect of an external magnetic field.

**Figure 8.4:** On the left - the energy levels $E[+,M]$, $E[-,M]$ for two different electron spin orientations as a function of total spin of two Mn ions $M$ localised on a surface of spherical quantum dot and on the right - average magnetisation as a function of temperature of Mn ions randomly distributed on a surface of spherical quantum dot.

Dynamical effect also explains why spin polarization is observed at much a higher temperature than the predicted temperature dependence of magneto-polaron of Fig. 8.4(right).

In conclusion, we have shown that electrons in a quantum dot can mediate a local ferromagnetic interaction in a surrounding dilute Mn system and that this leads to a finite energy splitting of spin levels in the dot in the absence of an external magnetic field. Coupled with the resonant tunneling scheme which allows the bias controlled selection of which dot level is used in tunneling, our results open up exciting new possibilities of a voltage controlled spin filter, which can operate in the absence of any external magnetic field, without relying on an inherent ferromagnetism of the component materials.
Spin resolved resonant tunneling in self-assembled quantum dots.
Spintronics is a rapidly growing field in physics and presently attracts much attention. Spintronics aims to exploit the spin properties of the electron instead of, or in addition to, charge degrees of freedom, for the development of a novel generation of devices.

In this work we investigate magnetic resonant tunneling diode (RTD) structures for spin manipulation. All-II-VI semiconductor RTD structures based on [Zn,Be]Se are grown by MBE. We observe a strong, magnetic field induced, splitting of the resonance peaks in the I-V characteristics of RTDs with [Zn,Mn]Se diluted magnetic semiconductors (DMS) quantum well (QW). The splitting saturates at high fields and has strong temperature dependence. A phonon replica of the resonance is also observed and has similar behaviour to the peak.

We develop a model based on the giant Zeeman splitting of the spin levels in the DMS quantum well in order to explain the magnetic field induced behaviour of the resonance. First, we extract the series contact resistance of the RTD from the measured I-V curve at zero magnetic field [MLSE94, LMS+94]. Then we assume that each of the two spin split levels have the same conductance and that each, therefore, carries half of the current in the device. We also assume that the conductivity of each level as a function of applied voltage, and in the presence of a magnetic field can be given by a simple translation of the zero field curve by a voltage corresponding to the energy shift of the pertinent spin level in the well. After translation, we add the conductivity contributions of both the spin-up and spin-down channels, and reinsert the series resistance. By comparing this modelled I-V curve with the experimental curve we are able to determine the optimal value of series’ resistance and the voltage splitting of the levels. The modelled I-V curves compare very well with the experimental data. Moreover, the series resistance is magnetic field independent. We find a remarkable agreement between the magnetic field dependence of the experimental values and the modified Brillouin function [GPF79] describing giant Zeeman splitting. The agreement is valid at all temperatures and Mn concentrations. In order to correctly fit the amplitude to the Brillouin function, the measured voltage splitting must be divided by a lever arm of ~ 2.1. This value is confirmed by the voltage distance between the resonance and its LO phonon replica.

At magnetic fields higher than 6 T, the giant Zeeman splitting is basically saturated and no longer has a strong influence on the position nor the shape of the resonances as B is further increased. On the other hand, a very strong effect is still observable at magnetic fields above
6 T. The high voltage resonance decreases in amplitude and the low voltage one increases. This is explained as an effect of spin polarized current in the injector created by a regular Zeeman splitting.

In the case of giant Zeeman split levels in the QW, we expect a current spin polarization in the injector to decrease the amplitude of the minority peak and increase that of the majority one. The majority current spin polarization is generated by the lower (in energy) regular Zeeman split states of the conduction band of the injector. The regular Zeeman splitting in ZnSe has the same sign as the giant Zeeman term for the [Zn,Mn]Se conduction band. This means that the majority current spin polarization corresponds to the lower giant Zeeman split level in the QW. The peak at higher bias (minority spin polarization) will thus decrease when the spin polarization of the current in the injector is increased. The effect of the current spin polarization is mainly observed at high magnetic fields because the regular Zeeman splitting at intermediate fields is relatively small compared to the estimated injector Fermi energy.

A study of the dependence of the I-V characteristic of the RTD on the regular Zeeman splitting in the injector was performed by measuring I-V curves at various temperatures with magnetic field chosen to keep the giant Zeeman splitting constant. This clearly illustrates that at lower regular Zeeman splitting, the peak ratio returns to the values expected for non-polarized injector electrons. On the other hand, I-V characteristics measured at different temperatures and constant (high) 16 T magnetic field, at which the giant Zeeman splitting has a weak temperature dependence and the regular Zeeman splitting is constant, show that at higher temperatures the peak ratio changes its value to that observed at lower magnetic fields \( \leq 6 \) T. This is caused by the temperature induced decrease in spin polarization of the current in the injector. By comparing the values of the regular Zeeman spin splitting of the conduction band in the injector with the value of temperature broadening described by \( kT \), one can see already at 12 K that \( kT \) is bigger than the Zeeman splitting, causing the reduced spin polarization seen in our measurement.

After having understood the influence that a spin splitting in the magnetic QW has on the transport properties of RTD, we now turn to the influence of other parts of the structure being magnetic. The resonance peak of an RTD with a Zn\(_{0.94}\)Mn\(_{0.06}\)Se DMS injector layer, used to inject spin polarized electrons into the diode, shows a strong magnetic field dependence. The peak shifts to higher voltages and strongly increases in amplitude as a magnetic field is applied. The strongest dependence of the peak amplitude and position in the magnetic field is observed at lower fields, with the behaviour saturating before 10 T. The behaviour is therefore consistent with the Brillouin-like behaviour expected from the giant Zeeman splitting of the injector. The phonon replica causes a higher energy echo of the QW state and the corresponding peak simply follows the magnetic field dependence of the main resonance. An increase in temperature has a similar effect on the I-V curves as a lowering in the magnetic field would. Indeed, the only effect of temperature is to rescale the effect of the magnetic field on the Zeeman splitting in the injector exactly as would be expected from the argument of the Brillouin function scales as \( B/(T + T_{\text{eff}}) \). The slight shift of the peak to higher bias with increasing magnetic field is fairly intuitive and can be understood as a higher bias being required to bring the giant Zeeman split bottom of the majority spin conduction band (dominating the peak as magnetic field increases) in alignment with the QW level. The strong increase in the current amplitude is also related
to the change of the conduction band energy with magnetic field $B$. The results we obtain are reminiscent of Ref. [CW92], where the band alignment was changed by varying the In content of a GaInAs emitter in a III-V RTD. In our case, the increase is exclusively due to the giant spin splitting in the injector. Thus, the current increase can be tuned with a magnetic field without changing the sample parameters.

Another potentially interesting sample design using diluted magnetic material in the barriers of RTD devices, which might be expected to give rise to spin selection in the structure, did not show strong magnetic field dependence. Moreover, in addition to the effect being small, its magnetic field induced increase in the resonance current does not saturate, the distance between I-V characteristics is increased at higher fields. Although, such dependence can be qualitatively understood, more detailed analysis is required in order to correctly explain the change in the I-V characteristic.

In order to design real applications from the investigated structures it will be necessary to combine multiple devices. As a first step we analysed a non-local measurement scheme for a double RTD with magnetic QWs for current spin polarization and detection. As a result of current spin polarization created by one of the RTDs influencing the potential drop over the other, the resonant peaks in the I-V characteristic shift. In the case of spin polarization of the same sign as the lower energy peak, the peak will shift to a lower bias and the higher energy peak will shift to a higher bias. The separation between the peaks will thus increase. When the collector spin polarization corresponds to the spin polarization of the higher resonance separation between the peaks will decrease.

Even though voltage controlled spin selection and detection are demonstrated in the magnetic RTDs, an external magnetic field is still needed to achieve spin selection or detection. Surprisingly, the field is not needed in the case of a spin resolved resonant tunneling in self-assembled CdSe quantum dots embedded (instead of the QW) in a semi-magnetic Zn$_{0.64}$Be$_{0.3}$Mn$_{0.06}$Se tunnel barrier of a II-VI RTD. Despite the fact that there are many dots in the pillar structure, resonance peaks originating from the levels of a single quantum dot are known to be observed at low bias. The first separate low bias feature in the I-V curve of the RTD is associated with a single dot levels go into resonance. At higher bias voltage, several resonances due to the ensemble of dots can also be observed. Firstly, we find that as the magnetic field is increased, features split apart with a behaviour reminiscent of the Brillouin function, and secondly, that the splitting remains finite in zero external magnetic field. Given that electrons are not perfectly localised in the dots, but rather have wave functions which extend into the barrier, it is not surprising that the quantum levels in the dots spin-split following the magnetisation of the Mn in the barriers as for the case of the magnetic QW sample. The observation that the splitting remains finite at $B = 0$ T is however more surprising since there is a priori nothing ferromagnetic in the sample. This observation is explained by considering the effect of interactions between electrons in the dot and the Mn atoms in the vicinity of the dot, which results in a local carrier mediated ferromagnetic interaction between Mn ions in the vicinity of the dot.

In this work we demonstrate the usefulness of magnetic resonant tunneling devices for spin detection and manipulation. Spin resolved transport has a strong influence on the magnetic RTD
I-V characteristic, which could potentially be exploited in real applications. Spin selection and detection in RTDs with magnetic QW, spin injection in an RTD with magnetic injector, spin resonant transport in quantum dots (even at zero external magnetic field) and the first steps in combining the components have been achieved.
Zusammenfassung


Nachdem der Einfluß der Spinaufspaltung im magnetischen Quantentrog auf die Transporteigenschaften der RTD verstanden ist, wird nun der Einfluß des Einbaus magnetischer Materialien an anderen Stellen in der Struktur untersucht. Die Resonanz einer RTD mit Zn$_{0.94}$Mn$_{0.06}$Se DMS als Injektor, um spinpolarisierte Elektronen zu injizieren, zeigt eine starke Magnetfeldabhängigkeit. Im Magnetfeld verschiebt sich die Resonanz zu höheren Spannungen und ihre Amplitude vergrößert sich stark. Die stärkste Abhängigkeit der Amplitude zeigt sich bei niedrigen Feldern. Außerdem zeigt sich eine Sättigung bei 10T, womit das Verhalten konsistent ist mit einem brillouinartigen Verhalten, welches man von der Giant-Zeeman-Aufspaltung im Injektor erwartet. Die Phononenreplika verursacht ein Echo des QW Zustands bei höherer Energie und das zugehörige Maximum folgt der Magnetfeldabhängigkeit des Hauptmaximums. Eine Temperaturzunahme hat einen ähnlichen Effekt wie eine Magnetfeldab-
ZUSAMMENFASSUNG


Eine andere potentiell interessante Probenstruktur mit DMS in den Barrieren der RTD, was zu einer Spinselektion führen sollte, zeigte keine starke Magnetfeldabhängigkeit. Zudem sättigt die magnetfeldinduzierte Stromerhöhung nicht, sondern die Differenz der U-I Kennlinien erhöht sich mit steigenden Magnetfeldern. Obwohl diese Abhängigkeit qualitativ verstanden werden kann, sind weitere Untersuchungen notwendig, um dieses Ergebnis korrekt zu erklären.

Für die Anwendung solcher Strukturen in Bauelementen, wird es notwendig sein, mehrere RTDs zu kombinieren. In einem ersten Schritt wird ein nicht-lokales Messungsschema einer Doppel-RTD mit magnetischen QWs zur Spinnpolarisation und -detektion analysiert. Als Resultat der von der ersten RTD erzeugten Spinnpolarisation, die den Spannungsabfall über der Zweiten beeinflusst, verschieben sich die Resonanzen dieser RTD. Im Falle einer Spinnpolarisation desselben Vorzeichens wie des niedereenergetischen Maximums verschiebt sich dieses zu niedrigeren Spannungen und das höherenergetische Maximum verschiebt sich zu höheren Spannungen. Daher erhöht sich die Aufspaltung der Maxima. Im umgekehrten Fall verringert sich die Aufspaltung.

Obwohl spannungskontrollierte Spinselektion und -detektion in magnetischen RTDs gezeigt werden, wird immer noch ein externes Magnetfeld benötigt. Überraschenderweise wird kein Feld bei selbstorganisierten CdSe Quantenpunkten (anstatt des Quantentroges) benötigt, die in einer semimagnetischen $\text{Zn}_{0.64}\text{Be}_{0.3}\text{Mn}_{0.06}\text{Se}$ Tunnelbarriere einer II-VI RTD eingeschlossen sind. Trotz der Tatsache, daß viele Punkte in einer Struktur sind, sind die Resonanzmaxima einzelner Quantenpunkte bekanntermaßen bei niedrigen Spannungen zu beobachten. Die erste isolierte Struktur bei niedriger Spannung in der U-I Kennlinie der RTD kann mit einem einzelnen, resonierenden Quantenpunkt in Verbindung gebracht werden. Bei höheren Spannungen können weitere Resonanzen der restlichen Punkte beobachtet werden. Es wird ein Brillouinartiges Auseinanderdriften der Spitzen mit zunehmenden Magnetfeld beobachtet, allerdings bleiben die Maxima selbst ohne externes Feld aufgespalten. Unter der Annahme, daß die Elektronen nicht perfekt in den Quantenpunkten lokalisiert sind, sondern ihre Wellenfunktion in die Barriere reicht, dann ist es nicht erstaunlich, daß die Quantenniveaus in den Punkten vergleichbar mit dem Fall des magnetischen Quantentroges mit dem Magnetfeld aufspalten. Wesentlich überraschender ist die Tatsache, daß die Aufspaltung auch bei $B = 0 \, \text{T}$ bestehen bleibt, da a priori kein Ferromagnet in der Probe ist. Dies lässt sich durch die Interaktion
zwischen den Elektronen im Quantenpunkt und den Mn-Atomen in der Umgebung des Punktes erklären, welche zu einer lokalen durch die Ladungsträger vermittelten ferromagnetischen Wechselwirkung zwischen den Mn-Atomen in der Nachbarschaft des Quantenpunkts führt.

In dieser Arbeit wird die Nützlichkeit von magnetischen resonanten Tunnelioden zur Detektion und Manipulation von Spins gezeigt. Der spinabhängige Transport hat einen starken Einfluß auf die U-I Kennlinie der magnetischen RTDs, welche das Potential für echte Anwendungen besitzen. Die Selektion und Detektion von Spin in RTDs mit magnetischem Quantentrog, Spin-injektion in eine RTD mit magnetischem Injektor, spinresonanter Transport in Quantenpunkten (sogar ohne externes Magnetfeld) und die ersten Schritte zur Kombination dieser Komponenten wurden gezeigt.
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Electrical spin injection into semiconductors can be understood [1] using a current-imbalance model originally developed for metals [2]. This model reveals [1] the importance of a conductance mismatch between ferromagnetic metals and semiconductor that precludes spin injection. While in the meantime several methods of avoiding the conductance mismatch have been proposed, by far the most robust route towards spin injection to date [3,4] is the use of dilute II-VI magnetic semiconductors (DMSs) that exhibit the giant Zeeman effect [5], have a conductivity comparable to that of nonmagnetic semiconductors, and can boast spin polarizations close to 100% at a small applied magnetic field. Recently, we used a simple DMS—nonmagnetic semiconductor (NMS) heterostructure [consisting of (Zn,Mn,Be)Se as DMS and lattice matched (Zn,Be)Se as NMS] to demonstrate [4] the magnetic field dependence of the spin-induced boundary resistance, which increases with field as the magnetization of the paramagnetic DMS increases. The experiments reported in Ref. [4] were all done in the regime of linear response, where the current-imbalance model is appropriate.

However, spin-injection experiments in semiconductors allow one to very easily enter the regime of nonlinear response, where corrections to the model of Ref. [1] are necessary. In this Letter we report on spin-injection measurements in the nonlinear regime. We find that a first correction to [1] occurs due to the strong effects that band bending and charge accumulation have on the nonlinear transport. We model the observed phenomena by generalizing Ref. [1] to include these typical semiconductor phenomena, and obtain good agreement with the experiments. It should be noted that the effects found here are of a fundamentally different nature than the drift-induced effects discussed recently by Yu and Flatté [6] (which occur at still larger electric fields [7]).

The devices are all-II-VI semiconductor heterostructures fabricated by molecular beam epitaxy, consisting of three semiconductor layers. From bottom to top these layers are a nonmagnetic n-type Zn$_{0.97}$Be$_{0.03}$Se layer (thickness 500 nm, $n \approx 10^{19}$ cm$^{-3}$), a dilute magnetic Zn$_{0.89}$Be$_{0.05}$Mn$_{0.06}$Se layer (thickness 100 nm, $n \approx 5 \times 10^{18}$ cm$^{-3}$), which acts as a spin aligner, and a top layer of 10 nm highly n-doped ZnSe ($n \approx 2 \times 10^{19}$ cm$^{-3}$). The latter ensures good quality Ohmic contacts and was covered in situ with aluminum. In the Al layer, 200 $\times$ 250 $\mu$m contact pads were defined and used as a mask for a subsequent wet etching step down to the Zn$_{0.97}$Be$_{0.03}$Se, leaving only two contacts and the transport layer in between. The resulting sample is schematically shown as an inset in Fig. 1.

The samples were inserted in a magnetocryostat and their transport properties were determined at 1.6, 3, 4.2, and 6 K. The magnetoresistance of the devices was measured using dc techniques and a quasi-four-probe geometry, excluding the wiring resistance of the setup, while still including the contact resistance of the device [8]. For bias voltages $V_{\text{bias}}$ in the regime of linear response (300 $\mu$V or less) the device showed a positive magnetoresistance. Figure 1 plots the relative magnetoresistance $\Delta R/R$ for a sample with a distance $x_0 = 10 \mu$m between the contact pads, taken at 1.6 K, where the zero-field resistance $R = 420$ $\Omega$. As described in Ref. [4], the magnetoresistance results from the increase of the spin-induced boundary resistance with magnetic field. All

![FIG. 1. Inset: spin injection device used in the experiment consisting of a nonmagnetic semiconductor layer with two DMS top contacts. The graph gives the resistance change $\Delta R/R$ versus magnetic field $B$.](226602-1)
data discussed here were taken on the same sample as in Fig. 1; we verified that the effects discussed occur in samples with varying doping concentrations and dimensions. We found experimentally that both $R$ and the saturated magnetoresistance $\Delta R/R = 0.25$ are independent of temperature in the investigated range.

We now leave the regime of linear response and in Fig. 2 plot the current versus $V_{\text{bias}}$ curves for the sample at $B = 0$ T, $B = 0.57$ T, where the magnetoresistance is strongly positive, and $B = 3$ T, when the magnetoresistance is well saturated. At first glance, the curves of Fig. 2 appear rather linear and fairly similar; however, a careful inspection shows a crucial difference between the curves, which is put into evidence in the inset of the figure, where we plot the difference in voltage drop between the 0.57 T curve and the $B = 0$ T curve. It is clear that at low currents, an additional voltage drop is observed in the at field curve and that this additional voltage drop vanishes as the current is increased.

The results are easier to view when, instead of current versus $V_{\text{bias}}$ plots, we plot the magnetoresistance of the sample. The main experimental result of this Letter is summarized in Fig. 3(a). When the applied voltage is increased, a pronounced and very rapid drop of the magnetoresistance is observed, reducing the effect by 2 or more orders of magnitude on applying a voltage of around 10 mV across the junction. At higher voltages, the device resistance is no longer dependent on the magnetic field, indicating that a reduction of the spin injection is responsible for the effect. The experimental data in Fig. 3(a) were taken starting from three different values of $\Delta R/R$ (i.e., at different values of the magnetic field $B$) in the linear response regime (i.e., $\Delta R/R = 0.05, 0.1$, and 0.15, respectively), at the four different temperatures mentioned above. We chose starting points below the saturation value of the magnetoresistance because at saturation, the simulations can give only a lower limit for the Zeeman splitting, while below saturation, the Zeeman splitting can be determined exactly. Obviously, the nonlinearities show a marked temperature dependence. Moreover, while the horizontal axis displays the bias voltage applied to the device, only the drop over the junction $V_j$ (roughly $V_j \approx 0.15V_{\text{bias}}$) contributes to the quenching of the effect, and it is therefore $V_j$ that illustrates the energy scales involved in the nonlinearities. We detail below how $V_j$ is defined and can be calculated from $V_{\text{bias}}$.

The drop of the magnetoresistance can be understood if we combine the model for diffusive spin-polarized transport with the band structure of the semiconductor heterostructure. When a current is driven from a
spin-polarized material into a nonpolarized material, the electrochemical potentials for spin-up ($\mu^\uparrow$) and spin-down ($\mu^\downarrow$) split at the interface. In linear response, the length scale of this splitting is given by the spin scattering length of each material. The situation is depicted in Fig. 4, where the Zeeman-split conduction band (full drawn lines) and relevant potentials (dash-dotted lines) of the DMS are shown on the left side of the figure. The interface is indicated by the dotted vertical line at $x = 0$, with the NMS in the right half of the plane. The splitting of $\mu^\uparrow$ and $\mu^\downarrow$ is the driving force which leads to a spin-polarized current in the nonmagnetic material. Because the conductivities for spin-up and spin-down are equal in the NMS, only a difference in the derivative of the electrochemical potential can lead to different currents in both spin channels. Since the electrical potential must be equal for both spin directions, this difference can be introduced only through the chemical potential, i.e., by spin accumulation. Spin injection thus leads to a potential drop at the interface which drives the spin conversion. This voltage drop, which may alternatively be regarded as a spin-induced boundary resistance, is indicated in Fig. 4 by the potential difference at $x = 0$ between the thin drawn lines, denoted $\mu_{\text{DMS}}^\text{av}$ and $\mu_{\text{NMS}}^\text{av}$ that depict the conductivity-weighted average of the electrochemical potential in DMS and NMS, respectively.

While in the NMS the splitting of the Fermi levels is symmetrical because the conductivities for spin-up and spin-down electrons are identical, in the DMS, the splitting for the majority- [$c^\uparrow = \mu_{\text{DMS}}^\text{av}(0) - \mu_{\text{NMS}}^\text{av}(0)$] and minority- [$c^\downarrow = \mu_{\text{DMS}}^\text{av}(0) - \mu_{\text{DMS}}^\text{av}(0)$] spin electrons can, in one dimension, be expressed as [4,9]

$$I \beta (\pm 1)$$

where in the numerator the plus (minus) sign applies to $c^\uparrow$ ($c^\downarrow$), respectively. In Eq. (1), $\lambda_D$, $\lambda_N$, $\sigma_D$, $\sigma_N$ are the spin flip length and the conductivity in the DMS and the NMS, respectively, $x_0$ is the spacing between the contacts, $I$ is the current, and $\beta$ is the degree of spin polarization in the bulk of the contacts. Note that $c^\uparrow$ and $c^\downarrow$ are defined setting $\mu_{\text{DMS}}^\text{av}(0)$ as the reference level for the energy scale; i.e., $\mu_{\text{DMS}}^\text{av}(0) = 0$. For the potential drop $\Delta U$ at the interface, and the resulting magnetoresistance, we simply have

$$e\Delta U = \mu_{\text{DMS}}^\text{av}(0) - \mu_{\text{NMS}}^\text{av}(0) = (c^\uparrow + c^\downarrow)/2,$$

$$\Delta R = \Delta U/I,$$

where $e$ is the fundamental charge. Equations (1) and (2) are quite general and describe spin injection in metals as well as semiconductors—but only in the linear regime. The magnitude of the Fermi-level splitting (and thus of $\Delta U$) is different for different types of junctions: since the spin-polarized current is driven solely by the spin accumulation, the Fermi-level splitting has to be of the order of the current imbalance between the spin channels times the resistivity of the normal metal. When magnet and nonmagnet are both semiconductors as in the present experiment, the splitting can easily be in the range of mV. This implies that in a spin-injecting DMS the Fermi energy, the Zeeman splitting and the Fermi-level splitting are all in the range of mV, and nonlinear effects are to be expected for bias of similar magnitude.

This situation, applied to the present experiment, is pictured in some detail in Fig. 4. The conduction band of the NMS is some tens of mV below that of the DMS, which is split by the Zeeman energy into two subbands, $E_{\text{C}^{\uparrow}}^{\text{DMS}}$ and $E_{\text{C}^{\downarrow}}^{\text{DMS}}$. From previous spin-injection experiments [3,4] and from spin flip Raman scattering we know that the DMS is fully spin polarized at low temperatures and moderate magnetic fields, which recent band structure calculations understand as resulting from the formation of an impurity band [10]. This implies that the Fermi energy is situated above the lower and at least a few mV below the upper Zeeman level.

As discussed above, spin injection will lead to the occurrence of a “built-in potential” $\Delta U$ at the interface. This is an actual electrochemical potential step (i.e., not spin dependent). In order to preserve both charge conservation and the band offset at the junction, $\Delta U$ has to be compensated by band bending and charging at the interface. In Fig. 4, this is indicated by the dashed lines emanating from $E_{\text{C}^{\uparrow}}^{\text{DMS}}$ and $E_{\text{C}^{\downarrow}}^{\text{DMS}}$. (In principle, one also expects band bending at the NMS side of the junction. For clarity, we have not included this in Fig. 4, nor in

![FIG. 4. Diagram of the band bending at the spin-injecting DMS/NMS interface. $\Delta E_{\text{C}}$ denotes the location of the conduction band offset between $E_{\text{C}^{\uparrow}}^{\text{DMS}}$ and $E_{\text{C}^{\downarrow}}^{\text{DMS}}$ when bend bending is taken into account; all other symbols are discussed in the text. Note the discontinuity between $\mu_{\text{DMS}}^\text{av}$ and $\mu_{\text{NMS}}^\text{av}$ at the junction ($x = 0$), which is the potential difference $\Delta U$ in Eqs. (2).](image-url)
the modeling we describe below. Its inclusion is straightforward.)

It is now obvious that the spin-injection process can be seriously affected by any strong band bending, as must occur at higher current levels. At the interface, the majority spin electrochemical potential \( \mu^f \) then approaches the upper Zeeman level \( E^\text{DMS}_{\text{Cl}} \), thus reducing the spin polarization \( \beta \) in the DMS close to the interface. \( \beta \) being close to 1, however, is a prime prerequisite for injecting a highly spin-polarized current into the NMS [1]. We can thus expect the spin injection (and thus the magnetoresistance) to collapse as soon as the band bending starts to reduce \( \beta \).

Since \( \beta \) and \( \Delta U \) depend on each other, a modeling of the phenomena as a function of \( V_{\text{bias}} \) should be done in a self-consistent manner. One can abort the recursive calculation when starting from a given value of \( \Delta R/R \) in the linear response regime (this is the main reason for presenting the data emanating from the same \( \Delta R/R \) value in Fig. 3.) We first use Eqs. (1) and (2) to calculate the bulk polarization \( \beta \) in the DMS. In the linear regime, the bulk value of \( \beta \) equals \( \beta(x = 0) \), the spin polarization at the interface. Assuming Boltzmann statistics, we then directly have the energy splitting between \( E^\text{DMS}_{\text{Cl}}(0) \) and \( \mu^f(0) \) from

\[
\beta(x = 0) = \tanh\left[\frac{E^\text{DMS}_{\text{Cl}}(0) - e\Delta U - \mu^f(0)}{2k_BT}\right],
\]

where \( \Delta U = 0 \) for infinitesimally small bias. For modeling the dependence on \( V_{\text{bias}} \), we gradually increase \( \Delta U \) (note that here we assume all band bending to occur in the DMS), calculate the reduced \( \beta(x = 0) \) using Eq. (3), and substitute this value for the bulk polarization in Eqs. (1) and (2) to calculate \( \Delta R/R \). At the same time, \( \Delta U \) can be converted in a voltage drop across the junction, \( V_j \).

The latter quantity is conveniently accessible for comparison with the experiment. This is because \( \Delta R \rightarrow 2\lambda_N/\sigma_N \) for \( B,(x_0/\lambda_N) \rightarrow \infty \), as can easily be verified from Eqs. (1) and (2). Experimentally, we have (within our one-dimensional modeling) \( \sigma_N = 2.5 \times 10^{-4} \ \Omega^{-1} \ cm \), yielding \( \lambda_N = 1.25 \ \mu m \). For comparing the experimental [Fig. 3(a)] and theoretical [Fig. 3(b)] plots of the nonlinear behavior, we may now calibrate the voltage axis according to \( V_j = 1\Delta R + V_{\text{bias}}(\lambda_N/x_0) \).

As to the remaining parameters, we have from experiments on single DMS layers that \( \sigma_D \), converted to one dimension, equals \( 1.0 \times 10^{-4} \ \Omega^{-1} \ cm \). The only free parameter now left in the model is \( \lambda_D \). Since there is no easy method to measure \( \lambda_D \), and moreover its magnetic field dependence is unknown, the ratio \( \lambda_N\sigma_D/\sigma_N\lambda_D \) in Eq. (1) cannot be precisely determined. However, since it is of order unity, and given that the fitting does not strongly depend on the exact value of this ratio, we simply set it equal to 1, yielding \( \lambda_D = 0.5 \ \mu m \). The modeling of the band bending effect as described above leads to the plots shown in Fig. 3(b). We find that indeed a few mV of voltage drop across the junction are enough to reduce the spin polarization of the injected current to almost zero. The computed curves closely resemble the experimental results in shape, magnitude, voltage range, and temperature dependence.

At this point, we should address the drift effects introduced by \( \nu \) and Flatté [6], which also can induce a reduction of \( \Delta R/R \) in our experiments. For the highly (i.e., above the metal-insulator transition) doped samples used here, one can show that drift effects occur only for much higher electric fields than those used here [7]. Moreover, within the drift model one would not expect any temperature dependence for degenerate semiconductors, again in contradiction with the experiments.

In conclusion, we have shown that when spin injection into semiconductors is used beyond the regime of linear response, band bending in the spin-injecting junction can strongly reduce the spin-injection efficiency. Appropriate tailoring of the band structure may be able to circumvent the problems described here.
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[8] A true four-probe measurement technique is not possible for any sample bigger than the spin flip length in the material, since the voltage leads would be located in a region where the spin splitting has already relaxed.
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