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THIS is one of the two ground-breaking papers by Kalman
that appeared in 1960—with the other one (discussed next) be-
ing the filtering and prediction paper. This first paper, which
deals with linear-quadratic feedback control, set the stage for
what came to be known as LQR (Linear-Quadratic-Regulator)
control, while the combination of the two papers formed the
basis for LQG (Linear-Quadratic-Gaussian) control. Both LQR
and LQG control had major influence on researchers, teachers,
and practitioners of control in the decades that followed.

The idea of designing a feedback controller such that the in-
tegral of the square of tracking error is minimized was first pro-
posed by Wiener [17] and Hall [8], and further developed in the
influential book by Newton, Gould and Kaiser [12]. However,
the problem formulation in this book remained unsatisfactory
from a mathematical point of view, but, more importantly, the
algorithms obtained allowed application only to rather low order
systems and were thus of limited value. This is not surprising
since it basically took until theH2-interpretation in the 1980s of
LQG control before a satisfactory formulation of least squares
feedback control design was obtained. Kalman’s formulation in
terms of finding the least squares control that evolves from an
arbitrary initial state is a precise formulation of the optimal least
squares transient control problem.

The paper introduced the very important notion ofcontrolla-
bility, as the possibility of transfering any initial state to zero by
a suitable control action. It includes the necessary and sufficient
condition for controllability in terms of the positive definiteness
of the Controllability Grammian, and the fact that the linear
time-invariant system withn states,

d

dt
x = Fx + Gu

is controllable if and only if the matrix [G, FG, . . . , Fn−1G]
has rankn. As is well known, this concept of controllability, its
implications (e.g., in pole placement and stabilization), and gen-
eralizations to nonlinear or infinite-dimensional systems became
one of the mainleitmotivsin control research. Controllability is
indeed one of the compelling notions that is truly endogenous
to the field of control.

The paper also introduced the notion ofobservability, but as a
mere “dual” of controllability. Contemporaneously Kalman pro-
vided an alternative, more satisfactory definition in [10], where
observability is defined in a more intrinsic way in terms of the
possibility of deducing the state trajectory from input/output
measurements.

Kalman actually states (p. 102, fourth paragraph) that he views
the introduction of the notions of controllability and observ-
ability, and their exploitation in the regulator problem, as the
principal contribution of the present paper. Controllability and
observability are shown in the paper to be of central impor-
tance in the analysis of the least squares control problem over
an infinite horizon. They are also used to obtain the asymptotic
properties of the Riccati differential equation [Equation (6.3)
of the paper—henceforth referred to as RDE], and the stability
properties of its limiting solution. This paper was in fact the first
to introduce the RDE as an algorithm for computing the state
feedback gain of the optimal controller for a general linear sys-
tem with a quadratic performance criterion. RDE had emerged
earlier in the study of the second variations in the calculus of
variations, but its use in general linear systems, where the opti-
mal trajectory needs to be generated by a control input, was new.

The analysis throughout the paper concentrates on time-
varying systems, and uses the Hamilton-Jacobi theory to arrive
at RDE and to deduce optimality of the LQ control gain. We
now know, however, that an alternative way to prove optimality
in least squares is by showing how RDE allows one to “complete
the square” (see, e.g., [5], [18]).

Almost immediately after its appearance, the LQ-problem
was included in influential textbooks [2], [5], [11], [1], and
extended in a number of directions. For example, the case of
indefinite cost is treated in [18], which requires a more del-
icate analysis, and later had many applications, in particular,
in H∞-control; and extensions to zero-sum and nonzero-sum
differential games are discussed in [9] and [16], where again
RDE-based feedback policies arise, albeit with more general
structures [3]. Kalman’s paper actually also motivated and led
the way to a great deal of research on RDE, particularly on its
algebraic version, and algorithms for solving it appeared very
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soon [13]. Most computer packages that aim at linear systems
and control implement today a Riccati equation solver. A wealth
of information and references on the work on the LQ problem
can be found in [15] and [4].

Kalman’s paper deals only with state feedback. The formula-
tion of the output feedback version of the LQ problem requires
either introducing, as in LQG, stochastic disturbances, or a for-
mulation in terms of theH2-norm. It is worth noting, however,
that Kalman’s paper contains (p. 104) an informal, unproven but
quite precise statement of the separation theorem and the cer-
tainty equivalence principle, which are further discussed in this
volume in the preamble to Feldbaum’s papers.

The LQ problem and its sister, LQG, received enormous atten-
tion, and were sometimes presented as a panacea for solving lin-
ear control problems. Critics [14], [16] pointed to the excessive
bandwidth and poor robustness properties of the LQG controller.
In fact, Doyle’s paper [6] about guaranteed margin of LQG-
controllers had the abstract “There are none”—fortuitously mak-
ing reading of the article superfluous. This lack of robustness led
to theH∞ control problem which was formulated by Zames [19]
in part as a reaction to the LQG problems (see the comments in
the preamble to [19], the last paper in this volume). However,
it turns out that also in theH∞-problem it was the Riccati equa-
tion that finally prevailed [7]! The introduction of the Riccati
equation, along with the notions of controllability and observ-
ability, are among the many gems in the crown of original ideas
in this seminal paper by Kalman.
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