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Abstract

In this paper, we provide novel characterizations of the weakly unobservable and the strongly reachable subspaces corresponding to a given state-space system. These characterizations provide closed-form representations for the said subspaces. In this process we establish that the strongly reachable subspace is intimately related to the space of admissible impulsive inputs. We also show how to calculate the dimensions of these subspaces from the transfer matrix of the system.

1. Introduction

One of the most interesting ideas that had been put forward in linear system theory has been the notion of invariant subspaces, in particular the idea of $A \mod B$ invariant subspaces and controllability subspaces [1],[2]. These notions have not only enriched the theory on linear systems by making the ‘fine structure’ of multivariable linear systems apparent, but, more importantly, they have also been instrumental in solving a wide variety of control theoretic questions like disturbance decoupling, output stabilization, tracking and regulation, decoupling, etc [2]. It was in [1] that the authors used the notion of almost $A \mod B$ invariant subspaces and almost controllability subspaces in order to answer the important question in disturbance decoupling problems; if there exist feedback matrices such that the effect of noise on the output is small. This question was relevant, since the idea of $A \mod B$ invariant subspaces and controllability subspaces failed to provide any solution for disturbance decoupling when certain conditions are not met. The introduction of the almost invariant subspaces in [1] led to the idea of weakly unobservable subspaces and strongly reachable subspaces in control theory. It is in [3] that these ideas were used to solve optimal control problems. These ideas resurfaced in the literature again in the study of linear complementarity systems (LCS) [4]. In LCS, the weakly unobservable system corresponds to the consistent subspace and the the strongly reachable subspace of the system are known as the fast subspace. In [4], it was shown that LCS viewed as a collection of linear systems switching between operating points require the notion of fast subspaces for the characterization of jumps in states. The consistent and fast subspace of a linear system become essential in the observer design for LCS, as well [5]. These subspaces have therefore played important role in different areas of control theory. Hence, it is natural to ask questions like - how do we compute a basis corresponding to these subspaces? or how do we find the dimensions of these subspaces? Iterative algorithms in [4] answer these questions to some extent. However, these algorithms do not reveal the fine structure of the subspaces. For example, a basis for strongly reachable subspace computed using the iterative algorithm in [4] do not reveal any information as to how this basis is linked to the system matrices. Further, the iterative algorithms
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reveal the dimension of the weakly unobservable and strongly reachable subspaces, once the algorithms terminate. Can these dimensions be known from the system matrices directly? Weakly unobservable subspace of a system being associated with the deflating subspaces of the corresponding matrix pencil is another aspect which, although known to many researchers in this area, have not been explored much in the literature. Hence, in this paper, we provide an extensive geometric characterization of the subspaces. This leads us to new algorithms to compute these subspaces. These algorithms use fundamental linear algebraic notions of nullspace and eigenspace of suitable matrices formed using the system matrices. Another important problem in system theory is the output-nulling problem. The problem finds widespread application in optimal control problems related to standard state-space systems, implicit systems, differential algebraic systems, etc. [2, 6, 7]. Over the years there has been substantial research on this problem as well [8, 9, 10]. Recently, in [11] the authors characterized the output nulling subspaces obtained from the kernels of Rosenbrock pencils in terms of the reachability subspaces. Output nulling subspaces are intrinsically linked to the well [8], [9], [10]. Recently, in [11] the authors characterized the output nulling subspaces obtained from the kernels of Rosenbrock pencils in terms of the reachability subspaces. Output nulling subspaces are intrinsically linked to the notion of weakly unobservable subspaces. The characterization of weakly unobservable subspace have already been reported in [12]. The same has been presented in this paper for the sake of completeness. In this paper, we primarily focus on the characterization of the strongly reachable subspace. To the best of our knowledge such a characterization has not been established in the literature yet.

2. Notation and Preliminaries

2.1. Notation

The symbols \( \mathbb{R}, \mathbb{C}, \) and \( \mathbb{N} \) are used for the sets of real numbers, complex numbers, and natural numbers, respectively. We use the symbol \( \mathbb{R}_+ \) for the sets of positive real numbers and complex numbers with negative real parts, respectively. \( \mathbb{R}[s] \) and \( \mathbb{R}(s) \) denote the ring of polynomials with real coefficients and the field of rational functions, respectively. The symbols \( \mathbb{R}^{n \times p}, \mathbb{R}(s)^{n \times p}, \) and \( \mathbb{R}(s)^{n \times p} \) denote the set of \( n \times p \) matrices with elements from \( \mathbb{R}, \mathbb{R}[s], \) and \( \mathbb{R}(s), \) respectively. We use \( \bullet \) when a dimension need not be specified: for example, \( \mathbb{R}^{\infty} \) denotes the set of real constant matrices having \( w \) rows and an unspecified number of columns. We use the symbol \( I_n \) for an \( n \times n \) identity matrix and the symbol \( 0_{n,m} \) for an \( n \times m \) matrix with all entries zero. The symbol \( [0] \) is used to denote the zero subspace. Symbol \( \text{col}(B_1, B_2, \ldots, B_n) \) represents a matrix of the form \( [\mathbf{b}_1^T \mathbf{b}_2^T \cdots \mathbf{b}_n^T]^T \). The symbol \( \text{img} \mathbf{A} \) and \( \ker \mathbf{A} \) denote the image and nullspace of a matrix \( \mathbf{A} \), respectively. The symbol \( \det(\mathbf{A}) \) represents the determinant of a square matrix \( \mathbf{A} \). Symbol \( \text{num}(p(s)) \) is used to denote the numerator of a rational function \( p(s) \). A combination of these two symbols \( \text{numdet}(A(s)) \) denotes the numerator of the determinant of a rational function matrix \( A(s) \). We use the symbol \( \dim(S) \) to denote the dimension of a space \( S \). The space of all infinitely differentiable functions from \( \mathbb{R} \) to \( \mathbb{R}^n \) is represented by the symbol \( \mathcal{C}^\infty(\mathbb{R}, \mathbb{R}^n) \). We use the symbol \( \mathcal{C}^\infty(\mathbb{R}, \mathbb{R}^m)_{|\mathbb{R}_+} \) to represent the set of all functions from \( \mathbb{R}_+ \) to \( \mathbb{R}^m \) that are restrictions of \( \mathcal{C}^\infty(\mathbb{R}, \mathbb{R}^m) \) functions to \( \mathbb{R}_+ \). The symbol \( \delta \) represents the Dirac delta impulse distribution and \( \delta^{(i)} \) represents the \( i \)-th distributional derivative of \( \delta \) with respect to \( t \).

2.2. The weakly unobservable and the strongly reachable subspaces

Consider the system \( \Sigma \) with an input-state-output (i/o/s/o) representation:

\[
\frac{d}{dt} x = Ax + Bu \quad \text{and} \quad y = Cx + Du,
\]

where \( A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times p}, C \in \mathbb{R}^{p \times n} \) and \( D \in \mathbb{R}^{p \times n} \). Associated with such a system are two important subspaces called the weakly unobservable subspace (or, the fast space) and the strongly reachable subspace (or, the slow space). Before we delve into the definitions of these subspaces, we need to define the space of impulsive-smooth distributions (see [3], [13]).

**Definition 2.1.** The set of impulsive-smooth distributions \( \mathcal{C}^\infty_{\text{imp}} \) is defined as:

\[
\mathcal{C}^\infty_{\text{imp}} := \left\{ f = f_{\text{reg}} + f_{\text{imp}} | f_{\text{reg}} \in \mathcal{C}^\infty(\mathbb{R}, \mathbb{R}^p)_{|\mathbb{R}_+} \text{ and } f_{\text{imp}} = \sum_{i=0}^k a_i \delta^{(i)}, \text{ with } a_i \in \mathbb{R}^n, k \in \mathbb{N} \right\}.
\]
In what follows, we use symbols \(x(t; x_0, u)\) and \(y(t; x_0, u)\), respectively, to denote the state-trajectory \(x\) and the output-trajectory \(y\) of the system \(\Sigma\), that result from initial condition \(x_0\) and input \(u(t)\). The symbol \(x(0^+; x_0, u)\) denotes the value of the state-trajectory that can be reached from \(x_0\) instantaneously on application of the input \(u(t)\) at \(t = 0\).

**Definition 2.2.** Consider the system \(\Sigma\) defined in equation (1). A state \(x_0 \in \mathbb{R}^n\) is called weakly unobservable if there exists an input \(u \in C^\infty(\mathbb{R}, \mathbb{R}^p)\), such that \(y(t; x_0, u) \equiv 0\) for all \(t \geq 0\). The collection of all such weakly unobservable states is a subspace. This subspace is called the weakly unobservable subspace (or, the slow space) of the state-space.

The following proposition from [3] gives a geometric interpretation of the weakly unobservable subspace.

**Proposition 2.3.** The weakly unobservable subspace \(O_w\) is the largest subspace \(\mathcal{V}\) of the state-space for which there exists a feedback \(F \in \mathbb{R}^{m \times n}\) such that

\[(A + BF)\mathcal{V} \subseteq \mathcal{V} \text{ and } (C + DF)\mathcal{V} = 0.\]  

(2)

In other words, if \(\mathcal{V}\) is any subspace that satisfies equation (2), then \(\mathcal{V} \subseteq O_w\).

An important subspace of the weakly unobservable subspace is widely used in various problems like linear quadratic regulator (LQR) problem and KYP lemma. We call this subspace the good weakly unobservable subspace. Following is the formal definition of this subspace.

**Definition 2.4.** The good weakly unobservable subspace \(O_{wg}\) is the largest subspace \(\mathcal{V}\) of the state-space for which there exists a feedback \(F \in \mathbb{R}^{m \times n}\) such that

\[(A + BF)\mathcal{V} \subseteq \mathcal{V}, \ (C + DF)\mathcal{V} = 0, \text{ and } \sigma((A + BF)|_{\mathcal{V}}) \subseteq \mathbb{C}_.\]  

(3)

In other words, if \(\mathcal{V}\) is any subspace that satisfies equation (2), then \(\mathcal{V} \subseteq O_{wg}\).

Properties of the weakly unobservable and the good weakly unobservable subspaces have been discussed in detail in [3] and [12]. In this paper we deal with the strongly reachable subspace. But, for the sake of completeness, we present some of the main results from [12] in Section 3. The definition of the strongly reachable subspace is presented next.

**Definition 2.5.** Consider the system \(\Sigma\) defined in equation (1). A state \(x_1 \in \mathbb{R}^n\) is called strongly reachable (from the origin) if there exists an input \(u(t) \in C^\infty(\mathbb{R})\), such that \(x(0^+; 0, u) = x_1\) and \(y(t; 0, u) \in C^\infty(\mathbb{R}, \mathbb{R}^p)\). The collection of all such strongly reachable states is a subspace. This subspace is called the strongly reachable subspace (or the fast space) of the state-space and is denoted by \(\mathcal{R}_s\).

In [3], the following recursive algorithm is given to compute the subspace \(\mathcal{R}_s\):

\[\mathcal{R}_0 := \{0\} \subseteq \mathbb{R}^n, \text{ and } \mathcal{R}_{s+1} := [A \ B]((\mathcal{W}_s \oplus \mathcal{B}) \cap \ker [C \ D]) \subseteq \mathcal{R}_s,\]

(4)

where \(\mathcal{W}_s := \{\begin{bmatrix} w \end{bmatrix} \in \mathbb{R}^{n \times m} | w \in \mathcal{R}_s\} \) and \(\mathcal{B} := \{\begin{bmatrix} 0 \end{bmatrix} \in \mathbb{R}^{n \times m} | \alpha \in \mathbb{R}^n\}.\) If \(\mathcal{R}_i = \mathcal{R}_{i+1}\) for some \(i \in \mathbb{N}\), then \(\mathcal{R}_s = \mathcal{R}_i\). In Section 4.1, we use this recursive algorithm to provide a closed-form expression for \(\mathcal{R}_s\). The subspace \(\mathcal{R}_s\) is closely related with the space of the admissible impulsive inputs. We define this space next.

**Definition 2.6.** An input \(u(t) := \sum_{k=0}^{K} u_k \delta(t-k)\), where \(u_k \in \mathbb{R}^n\) is called an admissible impulsive input for \(\Sigma\) (defined in equation (1)) if \(y(t; 0, u) \in C^\infty(\mathbb{R}, \mathbb{R}^p)\). The collection \(\mathcal{U}_{\text{imp}}\) of all admissible impulsive inputs is a vector space. We call \(\mathcal{U}_{\text{imp}}\) the space of admissible impulsive inputs. Further, \(\delta(t)\) is said to be admissible in the input if \(u(t)\) is an admissible impulsive input with \(u_k \neq 0\).

From Definition 2.6, the following proposition follows immediately.

**Proposition 2.7.** Consider \(u(t)\) as defined in Definition 2.6. Then, \(u(t) \in \mathcal{U}_{\text{imp}}\) if and only if \(G(s)U(s)\) is strictly proper (see Remark 2.8), where \(U(s) := \sum_{k=0}^{K} u_k s^k\) and \(G(s) := C(sI_n - A)^{-1}B + D\) is the transfer matrix of \(\Sigma\).

**Remark 2.8.** A matrix \(A(s) \in \mathbb{R}^{(s)^{\infty}}\) is called (strictly) proper if each of the entries of \(A(s)\) is (strictly) proper. □
3. Characterization of the weakly unobservable subspace

In this section, we characterize the weakly unobservable subspace of the system Σ as defined in equation (1). As mentioned earlier, these results have already been published in [12]. We include these results in this paper for the sake of completeness. It should be noted that [12] assumes that the system Σ is square, that is, the input-cardinality and the output-cardinality of Σ are equal. Therefore, B, C ∈ R^n. This characterization is achieved in terms of an eigenspace of the Rosenbrock matrix pair (U_1, U_2) defined as follows:

\[ U_1 := \begin{bmatrix} I_n & 0 \\ 0 & 0 \end{bmatrix} \in \mathbb{R}^{(n+m)\times(n+m)} \text{ and } U_2 := \begin{bmatrix} A & B \\ C & D \end{bmatrix}. \] (5)

The following theorem from [12] characterizes the weakly unobservable subspace of Σ in terms of an eigenspace of the matrix pair (U_1, U_2).

**Theorem 3.1.** Consider the system Σ defined in equation (1) (with an additional assumption that p = m) and the corresponding Rosenbrock matrix pair (U_1, U_2) as defined in equation (5). Assume that \( \det(sU_1 - U_2) \neq 0 \) and \( \deg\det(sU_1 - U_2) = n_g \). Let \( V_1 \in \mathbb{R}^{n_g\times n} \) and \( V_2 \in \mathbb{R}^{n\times n_g} \) be such that \( \text{col}(V_1, V_2) \) is full column-rank and

\[ \begin{bmatrix} A & B \\ C & D \end{bmatrix} \begin{bmatrix} V_1 \\ V_2 \end{bmatrix} = \begin{bmatrix} I_n & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} V_1 \\ V_2 \end{bmatrix} J. \] (6)

where \( J \in \mathbb{R}^{n\times n} \) and \( \det(sI_n - J) = \det(sU_1 - U_2) \). Let \( O_w \) be the slow space of Σ. Then, the following statements hold:

1. \( V_1 \) is full column-rank.
2. \( O_w = \text{img} V_1 \).
3. \( \dim(O_w) = n_g \).

As discussed earlier, an important subspace of the weakly unobservable subspace is the good weakly unobservable subspace. In [12], this subspace has been characterized in terms of a stable eigenspace of the Rosenbrock matrix pair (U_1, U_2). We present this as a lemma next.

**Lemma 3.2.** Consider the system Σ and the corresponding Rosenbrock matrix pair (U_1, U_2) as defined in equation (1) and equation (5), respectively. Assume that \( \det(sU_1 - U_2) \neq 0 \) and \( n_g := |\text{roots}(\det(sU_1 - U_2)) \cap \mathbb{C}| \). Let \( V_{1g} \in \mathbb{R}^{n\times n_{g1}} \) and \( V_{2g} \in \mathbb{R}^{n\times n_{g2}} \) be such that \( \text{col}(V_{1g}, V_{2g}) \) is full column-rank and

\[ \begin{bmatrix} A & B \\ C & D \end{bmatrix} \begin{bmatrix} V_{1g} \\ V_{2g} \end{bmatrix} = \begin{bmatrix} I_n & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} V_{1g} \\ V_{2g} \end{bmatrix} J_g, \] (7)

where \( J_g \in \mathbb{R}^{n\times n_g} \) and \( \text{roots}(\det(sI_g - J_g)) = \text{roots}(\det(sU_1 - U_2)) \cap \mathbb{C} \). Let \( O_{wg} \) be the slow space of Σ. Then, the following statements hold:

1. \( V_{1g} \) is full column-rank.
2. \( O_{wg} = \text{img} V_{1g} \).
3. \( \dim(O_{wg}) = n_g \).

4. Characterization of the strongly reachable subspace

In this section we characterize the space of admissible impulsive inputs (\( U_{imp} \)) and the strongly reachable subspace (\( R_s \)) for the system Σ defined in equation (1). As mentioned earlier, \( U_{imp} \) and \( R_s \) are very closely related. In the first part of this section, we explicitly establish this relation between them. In the second part, we show how to obtain the dimension of the strongly reachable subspace from the transfer matrix of a given system.
4.1. Characterization of the space of admissible impulsive inputs and the strongly reachable subspace

Suppose, \( u(t) \in \mathcal{U}_{\text{imp}} \), where \( u(t) = \sum_{i=0}^{k-1} u_i \delta(t-i) \) and \( u_i \in \mathbb{R}^n \). Also, assume that corresponding to the initial condition \( x(0) = 0 \), the state trajectory resulting from the input \( u(t) \) is \( x(t) = h(t) + \sum_{i=0}^{k-2} x_i \delta(t-i) \), where \( h(t) \in \mathbb{C}^\infty(\mathbb{R}, \mathbb{R}^p) |_{\mathbb{R}^n} \) is the regular part of the state trajectory. Then, following [3] Section 3 we determine the coefficients \( x_0, x_1, \ldots, x_{k-2} \) of the impulsive part of the state trajectory to be

\[
x_k = A x_{k-2} + B u_{k-1},
\]

Next, the output of the system is given by

\[
y(t) = C x(t) + D u(t) = C h(t) + \sum_{i=0}^{k-2} (C x_i + D u_i) \delta(t-i) + D u_{k-1} \delta(k-1).
\]

Since \( u(t) \in \mathcal{U}_{\text{imp}} \), we must have that \( y(t) \in \mathbb{C}^\infty(\mathbb{R}, \mathbb{R}^p) |_{\mathbb{R}^n} \). Therefore,

\[
\sum_{i=0}^{k-2} (C x_i + D u_i) \delta(t-i) + D u_{k-1} \delta(k-1) = 0 \quad \Leftrightarrow \quad D u_{k-1} = 0 \quad \text{and} \quad C x_i + D u_i = 0 \quad \text{for} \quad i \in \{0, 1, \ldots, k-2\}. \tag{9}
\]

Using equation (9) in equation (9), we conclude that

\[
D u_{k-1} = 0 \quad \text{and} \quad D u_{k-2} = C B u_{k-1} + C A B u_{k-2} + \cdots + C A^{k-2} B u_k = 0 \quad \text{for} \quad k \in \{2, 3, \ldots, k\}. \tag{10}
\]

Equation (10) can be written in block-matrix form as

\[
\begin{pmatrix}
0 & 0 & \cdots & 0 & D \\
0 & 0 & \cdots & D & CB \\
0 & 0 & \cdots & CB & CAB \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
D & CB & \cdots & CA^{k-3} B & CA^{k-2} B
\end{pmatrix}
\begin{bmatrix}
u_0 \\
u_1 \\
u_k-1
\end{bmatrix} = 0. \quad (\text{Note:} \ M_k = D, \text{ for } k = 1). \tag{11}
\]

We call the matrix \( M_k \), the Markov parameter matrix. Clearly, \( u(t) \in \mathcal{U}_{\text{imp}} \Rightarrow \operatorname{col}(u_0, u_1, \ldots, u_{k-1}) \in M_k \). It can be easily shown that the converse is also true. It also turns out that \( x_r = [A^r B \cdots A B] \operatorname{col}(u_0, u_1, \ldots, u_{k-1}) \in \mathcal{R}_r \). We write these results next as a lemma and a theorem, respectively.

**Lemma 4.1.** Consider the system \( \Sigma \) and the matrix \( M_k \) given by equation (I) and equation (II), respectively. Define \( d := \dim(\ker D) \). Then:

1. The following are equivalent:
   
   (a) Dimension of the space of admissible impulsive inputs, \( \mathcal{U}_{\text{imp}} \), is \( f \).
   
   (b) \( \dim(\ker M_f) = \dim(\ker M_{f+1}) = f \).
   
   (c) \( \dim(\ker M_{f+d+1}) = \dim(\ker M_{f+d+2}) = f \).

2. If \( \dim(\mathcal{U}_{\text{imp}}) = f \), then \( \mathcal{U}_{\text{imp}} = \Delta \), where \( \Delta := \left\{ \sum_{i=0}^{f-d} u_i \delta(t-i), u_i \in \mathbb{R}^n \mid [u_0 \ u_1 \ \cdots \ u_{f-d}] \in \ker M_{f-d+1} \right\} \).

The following theorem characterizes the strongly reachable subspace, \( \mathcal{R}_s \), of the system \( \Sigma \) described by equation (I).

This characterization of the strongly reachable subspace is an alternative representation of the recursive algorithm given in [3]. But, the result presented here establishes a direct relation between the strongly reachable subspace and the space of admissible impulsive inputs. Furthermore, the algorithm given in [3] is a recursive algorithm, whereas the method presented here gives a closed-form expression for \( \mathcal{R}_s \). To the best of our knowledge, the existing results do not give any method to compute the dimension of \( \mathcal{R}_s \), whereas in this paper we show how to calculate its dimension from the transfer matrix of a given system.
**Theorem 4.2.** Consider the system \( \Sigma \) and the matrix \( M_{F-d+1} \) as described by equation (11) and equation (11), respectively. If \( \dim(U_{imp}) = \ell \), then the following statements are true:

1. \( \mathcal{R}_s = \text{im} \begin{bmatrix} B & AB & \ldots & A^{\ell-d}B \end{bmatrix} N \), where the columns of \( N \) form a basis for \( \ker M_{F-d+1} \) and \( d := \dim(\ker D) \).

2. \( \dim(\mathcal{R}_s) = \ell \).

We defer the proofs of Lemma 4.1 and Theorem 4.2 until we prove two crucial lemmas. Evidently, the matrix \( M_k \) defined in equation (11) plays a pivotal role in characterization of \( U_{imp} \) and \( \mathcal{R}_s \). In the following lemma we explore some interesting properties of the matrix \( M_k \).

**Lemma 4.3.** Consider the matrix \( M_k \) as defined in equation (11). Then the following statements hold:

1. If \( v \in \ker M_k \subseteq \mathbb{R}^{kn} \), then \( \text{col}(v, 0) \in \ker M_{k+1} \subseteq \mathbb{R}^{(k+1)n} \).

2. \( \dim(\ker M_{k+1}) \geq \dim(\ker M_k) \) for all \( k \in \mathbb{N} \).

3. If \( r := \dim(\ker M_i) = \dim(\ker M_{i+1}) \) for some \( i \in \mathbb{N} \), then \( \dim(\ker M_k) = r \) for all \( k \geq i \).

**Proof.** 1. It can be easily seen that

\[
M_{k+1} = \begin{bmatrix} 0 & 0 & D \\ 0 & D & f_{k+1} \end{bmatrix},
\]

where \( m_{k+1} = \begin{bmatrix} CB \\ CAB \end{bmatrix} \), \( f_{k+1} = \begin{bmatrix} CB \ CAb \ldots CAb^{k+1} \end{bmatrix} \). Since \( M_k v = 0 \), it follows that \( M_{k+1} \begin{bmatrix} v \\ 0 \end{bmatrix} = \begin{bmatrix} 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} v \\ 0 \end{bmatrix} = 0 \). This proves Statement 1.

2. This statement is a direct consequence of Statement 1.

3. We prove this statement by induction.

**Base case (\( k = 1 + 2 \)):** It is given that \( r = \dim(\ker M_1) = \dim(\ker M_{i+1}) \). We need to show that \( \dim(\ker M_{i+2}) = r \). Let the columns of the matrix \( N \in \mathbb{R}^{imr} \) form a basis for \( \ker M_1 \). By our assumption and Statement 1 of this lemma it follows that the columns of the matrix \( \begin{bmatrix} N \\ w_2 \end{bmatrix} \) form a basis for \( \ker M_{i+1} \). Now, to the contrary, assume that \( \dim(\ker M_{i+2}) > r \). Thus, there exists a vector \( w = \begin{bmatrix} w_1 \\ w_2 \end{bmatrix} \in \ker M_{i+2} \), with \( w_2 \in \mathbb{R}^{im} \), \( w_1, w_3 \in \mathbb{R}^m \) such that \( w \notin \text{im} \begin{bmatrix} N \\ w_3 \end{bmatrix} \). Since \( \begin{bmatrix} w_2 \\ w_1 \end{bmatrix} \in \ker M_{i+2} \), using equation (12) we have

\[
M_{i+2} \begin{bmatrix} w_1 \\ w_2 \\ w_3 \end{bmatrix} = \begin{bmatrix} M_{i+1} & 0 & D \\ m_{i+2} & 0 & D \end{bmatrix} \begin{bmatrix} w_1 \\ w_2 \\ w_3 \end{bmatrix} = \begin{bmatrix} 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} w_1 \\ w_2 \\ w_3 \end{bmatrix} = 0.
\]

From equation (13), it follows that \( 0 = M_{i+1} \begin{bmatrix} w_2 \\ w_3 \end{bmatrix} = M_{i+1} \begin{bmatrix} w_2 \\ w_3 \end{bmatrix} \). Thus, \( \begin{bmatrix} w_2 \\ w_3 \end{bmatrix} \in \text{im} \begin{bmatrix} N \\ w_3 \end{bmatrix} \), which implies that \( w_3 = 0 \). So, from equation (13) we further get that \( \begin{bmatrix} 0 & D \\ f_{i+1} \end{bmatrix} \begin{bmatrix} w_2 \\ w_3 \end{bmatrix} = M_{i+1} \begin{bmatrix} w_2 \\ w_3 \end{bmatrix} = 0 \), which in turn implies that \( \begin{bmatrix} w_2 \\ w_3 \end{bmatrix} \in \text{im} \begin{bmatrix} N \\ w_3 \end{bmatrix} \). Therefore, \( \begin{bmatrix} w_2 \\ w_3 \end{bmatrix} \in \text{im} \begin{bmatrix} N \\ w_3 \end{bmatrix} \). But, this is a contradiction. Therefore, our assumption that \( \dim(\ker M_{i+2}) > r \) cannot be true. Hence, \( \dim(\ker M_{i+2}) = r \).

**Inductive step:** Say, \( \dim(\ker M_{i+q}) = r \), for some \( q \in \mathbb{N} \). We need to show that \( \dim(\ker M_{i+q+1}) = r \). Using Statement 1 and Statement 2 of this lemma, we infer that \( \dim(\ker M_{i+q-1}) = r \); and the columns of the matrices \( \overline{N} := \begin{bmatrix} N \\ N \end{bmatrix} \) and \( \overline{N} := \begin{bmatrix} N \\ N \end{bmatrix} \) form the bases for \( \ker M_{i+q-1} \) and \( \ker M_{i+q} \), respectively. Thus, using similar line of arguments as in the base case, we can infer that \( \dim(\ker M_{i+q+1}) = r \). This completes the proof. \( \square \)

The following lemma tells us that, for a system, if \( \delta^{(k)} \) is admissible in the input (see Definition 2.6), then \( \delta^{(k-1)} \), too, is admissible in the input.
Lemma 4.4. Let $\delta^{(k)}$ be admissible for the system $\Sigma$ defined in equation (11). That is, there exist $u_i \in \mathbb{R}^s, i \in [0, 1, \ldots, k]$, $u_k \neq 0$ such that $u(t) := \sum_{i=0}^{k} u_i \delta^{(i)} \in \mathcal{U}_{imp}$. Then, $\delta^{(k-1)}$ is also admissible for $\Sigma$. In particular, $\tilde{u}(t) := \sum_{i=0}^{k} u_i \delta^{(i-1)} \in \mathcal{U}_{imp}$.

Proof Since $u(t) \in \mathcal{U}_{imp}$, from Proposition 2.7 it follows that $G(s)U(s)$ is strictly proper (see Remark 2.8), where

$$G(s) := C(sI_n - A)^{-1}B + D$$

is the transfer matrix of $\Sigma$ and $U(s) := \sum_{i=0}^{k} u_i \delta^{(i)}$. \hfill \Box

By repeated application of Lemma 4.4 it is easy to see that if $u(t) \in \mathcal{U}_{imp}$, then $\tilde{u}(t) = \sum_{i=0}^{k} u_i \delta^{(i-1)} \in \mathcal{U}_{imp}$ for all $l \in [1, 2, \ldots, k)$. So, if $\delta^{(k)}$ is admissible in the input, then $\delta^{(k-1)}$, $\delta^{(k-2)}$, $\ldots$, $\delta^{(1)}$ are also admissible. Thus, if $\dim(\mathcal{U}_{imp}) = s$, then $\delta^{(s)}$ can not be admissible. This, along with Lemma 4.3 bring us to a position to prove Lemma 4.1.

Proof of Lemma 4.1. We show that (a) $\Rightarrow$ (b) $\Rightarrow$ (c) $\Rightarrow$ (a).

(a) $\Rightarrow$ (b): Suppose $\dim(\mathcal{U}_{imp}) = s$, and $n_0 \delta + n_1 \delta^{(1)} + \cdots + n_{s-1} \delta^{(s-1)}$, $i \in [0, 1, \ldots, s-1]$ be a basis for $\mathcal{U}_{imp}$, where $n_i \in \mathbb{R}^n$, $k \in [0, 1, \ldots, s-1]$. Define the matrix

$$\bar{N} := \begin{bmatrix} \bar{N}_0 & \bar{N}_1 & \cdots & \bar{N}_{s-1} \\ \bar{N}_0 & \bar{N}_1 & \cdots & \bar{N}_{s-1} \\ \vdots & \vdots & \ddots & \vdots \\ \bar{N}_0 & \bar{N}_1 & \cdots & \bar{N}_{s-1} \end{bmatrix} \in \mathbb{R}^{m \times s},$$

where $\bar{N}_i \in \mathbb{R}^{m \times s}$, $i \in [0, 1, \ldots, s-1]$. Clearly, $\bar{N}$ is full column-rank and $\bar{N}_0 \delta + \bar{N}_1 \delta^{(1)} + \cdots + \bar{N}_{s-1} \delta^{(s-1)} \in \mathcal{U}_{imp}$ for all $v \in \mathbb{R}^s$. Now, for any input from $\mathcal{U}_{imp}$, the corresponding output of the system $\Sigma$ must be regular. Thus, from Proposition 2.7 we have that $G(s)(\bar{N}_0 v + \bar{N}_1 v^{(1)} + \cdots + \bar{N}_{s-1} v^{(s-1)})$ is strictly proper for all $v \in \mathbb{R}^s$, where $G(s)$ is as defined in equation (14). Next, expressing $G(s)$ by Taylor’s series expansion around $s = \infty$, we get

$$C(sI_n - A)^{-1}B + D \bar{N}_0 v + \bar{N}_1 v^{(1)} + \cdots + \bar{N}_{s-1} v^{(s-1)} = (D + \frac{CB}{s} + \frac{CAB}{s^2} + \cdots)(\bar{N}_0 v + \bar{N}_1 v^{(1)} + \cdots + \bar{N}_{s-1} v^{(s-1)})$$

$$= s^{s-1}D \bar{N}_{s-1} v^{(s-1)} + s^{s-2}(D \bar{N}_{s-2} v^{(s-2)} + CB \bar{N}_{s-1} v^{(s-1)}) + s^{s-3}(D \bar{N}_{s-3} v^{(s-3)} + CB \bar{N}_{s-2} v^{(s-2)} + CAB \bar{N}_{s-1} v^{(s-1)}) + \cdots$$

$$+ s(D \bar{N}_1 v + CB \bar{N}_2 v + CAB \bar{N}_3 v + \cdots + CA^{s-3}B \bar{N}_{s-1} v^{(s-1)}) + (D \bar{N}_0 v + CB \bar{N}_1 v + CAB \bar{N}_2 v + \cdots + CA^{s-2}B \bar{N}_{s-1} v^{(s-1)})$$

$$+ \frac{1}{s}(CAB \bar{N}_0 v + CAB \bar{N}_1 v + \cdots + CA^{s-1}B \bar{N}_{s-1} v) + \cdots$$

Since $G(s)(\bar{N}_0 v + \bar{N}_1 v^{(1)} + \cdots + \bar{N}_{s-1} v^{(s-1)})$ is strictly proper, the coefficients of $s^0, s^1, \ldots, s^{s-1}$ must all be zero. Therefore, from equation (16) it follows that

$$\begin{bmatrix} 0 & 0 & \cdots & 0 & D \\ 0 & 0 & \cdots & D & CB \\ 0 & 0 & \cdots & CB & CAB \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ D & CB & \cdots & CA^{s-3}B & CA^{s-2}B \end{bmatrix} \begin{bmatrix} \bar{N}_0 \\ \bar{N}_1 \\ \vdots \\ \bar{N}_{s-1} \end{bmatrix} v = M_2 \bar{N} v = 0,$$
where $M_f$ is as defined in equation $11$. Equation $17$ holds for all $v \in \mathbb{R}^f$; therefore, $M_f \hat{N} = 0$. Also, $\hat{N} \in \mathbb{R}^{\text{rank} f}$ is full column-rank. Hence, $\dim(\ker M_f) \geq f$.

Now, to the contrary, assume that $\dim(\ker M_f) = 0$, then there exists a vector $\text{col}(n_0, f, n_1, f, \ldots, n_{k-1}, f)$ with $n_k \in \mathbb{R}^f$, $k \in \{0, 1, \ldots, f - 1\}$ such that $\text{col}(n_0, f, n_1, f, \ldots, n_{k-1}, f) \in \ker M_f$, but $\text{col}(n_0, f, n_1, f, \ldots, n_{k-1}, f) \notin \text{img} \hat{N}$. Since $\text{col}(n_0, f, n_1, f, \ldots, n_{k-1}, f) \in \ker M_f$, from similar constructions as in equation $16$ and equation $17$, it follows that $G(s)(n_0 + n_1 s + \cdots + n_{k-1} s^{f-1})$ is strictly proper. Thus, $r(t) := n_0 \delta + n_1 \delta^{(1)} + \cdots + n_{k-1} \delta^{(f-1)} \in \mathcal{U}_{\text{imp}}$. But, this is a contradiction, because $\text{col}(n_0, f, n_1, f, \ldots, n_{k-1}, f) \notin \text{img} \hat{N}$ and thus $r(t)$ does not belong to the space of inputs spanned by $[n_0 \delta + n_1 \delta^{(1)} + \cdots + n_{k-1} \delta^{(f-1)}]_{t \in [0, 1, \ldots, f-1]}$. Hence, $\dim(\ker M_f) = f$.

Now, we prove that $\dim(\ker M_{f+1}) = f$. So, to the contrary, assume that $\dim(\ker M_{f+1}) = 0$. Thus, from Statement 1 and Statement 2 of Lemma $4.3$, it is evident that $\text{img} \left[ \hat{N}_{f+1} \right] \subseteq \ker M_{f+1}$ and $\dim(\ker M_{f+1}) = f$. So, there exists $\hat{v} := \text{col}(v_0, v_1, \ldots, v_f)$ with $v_j \in \mathbb{R}^n$, $j \in \{0, 1, \ldots, f\}$ such that $\hat{v} \in \ker M_{f+1}$, but $\hat{v} \notin \text{img} \left[ \hat{N}_{f+1} \right]$. Using similar methods as before, it can be shown that $G(s)(v_0 + v_1 s + \cdots + v_f s^f)$ is strictly proper; thus, $v_0 \delta + v_1 \delta^{(1)} + \cdots + v_f \delta^{(f)} \in \mathcal{U}_{\text{imp}}$. But, this is a contradiction, because $\hat{v} \notin \text{img} \left[ \hat{N}_{f+1} \right]$ and hence $v_0 \delta + v_1 \delta^{(1)} + \cdots + v_f \delta^{(f)} \notin \text{span}(n_0 \delta + n_1 \delta^{(1)} + \cdots + n_{f-1} \delta^{(f-1)})_{t \in [0, 1, \ldots, f-1]}$. So, $\dim(\ker M_{f+1}) = f$. Hence, Statement (a) implies Statement (b).

(b)$\Rightarrow$(c): Suppose $\dim(\ker M_{f+1}) = \dim(\ker M_{f+1}) = f$. Since $M_1 = D$ and $\dim(\ker D) = d$, it is clear that $\dim(\ker M_1) = d$. Now, from Statement 2 and Statement 3 of Lemma $4.3$, it follows that, for $j \geq 1$,

$$\dim(\ker M_{f+1}) - \dim(\ker M_j) = \begin{cases} 1 & \text{if } \dim(\ker M_j) < f \\ 0 & \text{if } \dim(\ker M_j) = f. \end{cases} \quad (18)$$

If $\dim(\ker M_{f+1}) < f$, then by repeated application of equation $(18)$, we infer that

$$\dim(\ker M_{f+1}) - \dim(\ker M_j) \geq (k + 1) - 1 = k. \quad (19)$$

Now, to the contrary, assume that $\dim(\ker M_{f+1}) < f$. $(\dim(\ker M_{f+1}) < f)$ due to Statement 3 of Lemma $4.3$ because we have assumed that $\dim(\ker M_{f+1}) = 0$. Therefore, substituting $k = f - d$ in equation $(19)$, we have that $\dim(\ker M_{f+1}) - \dim(\ker M_j) \geq f - d$. But, $\dim(\ker M_j) = d$. So, $\dim(\ker M_{f+1}) = f$. This is a contradiction to the assumption that $\dim(\ker M_{f+1}) < f$. Therefore, $\dim(\ker M_{f+1}) = f$. Applying equation $(18)$, we further infer that $\dim(\ker M_{f+1}) - \dim(\ker M_{f+2}) = f$. Hence, Statement (b) implies Statement (c).

(c)$\Rightarrow$(a): Suppose $\dim(\ker M_{f+1}) = \dim(\ker M_{f+2}) = f$ and the columns of $N_\in \mathbb{R}^{\text{rank} f}$, $i \in \{0, 1, \ldots, f - d\}$ form a basis for $\ker M_{f+1}$. Thus, from Lemma $4.3$, it follows that the dimension of $\ker M_{f+1} = f$ for all $q \in \mathbb{N}$ and a basis for $\ker M_{f+1}$ is the columns of $\hat{N}_{f+1}$. Since $\text{img} \hat{N} = \ker M_{f+1}$, by similar constructions as in equation $16$ and equation $17$, it follows that $G(s)(N_0 + N_1 s + \cdots + N_{f-d} s^{f-d})$ is strictly proper for all $v \in \mathbb{R}^f$. Consequently, $N_0 \delta + N_1 \delta^{(1)} + \cdots + N_{f-d} \delta^{(f-d)} \in \mathcal{U}_{\text{imp}}$ for all $v \in \mathbb{R}^f$. So, from the fact that $\text{dim}(\text{img}(\ker M_1, \ldots, N_{f-d})) = f$, we further have that $\text{dim}(\mathcal{U}_{\text{imp}}) \geq f$. Now, to the contrary, we assume that $\dim(\mathcal{U}_{\text{imp}}) > f$. So, there exists an input $\hat{r}(t) := n_0 \delta + n_1 \delta^{(1)} + \cdots + n_{f-d} \delta^{(f-d)} \in \mathcal{U}_{\text{imp}}$ with $n_j \in \mathbb{R}^n$, $j \in \{0, 1, \ldots, f - d + q\}$ for some $q \in \mathbb{N}$ such that $\text{col}(n_0, n_1, \ldots, n_{f-d}) \notin \text{img} \left[ \hat{N}_{f+1} \right]$. But, since $\hat{r}(t) \in \mathcal{U}_{\text{imp}}$, we must have that $G(s)(n_0 + n_1 s + \cdots + n_{f-d} s^{f-d})$ is strictly proper. Next, by similar constructions as in equation $16$ and equation $17$, it is evident that $\text{col}(n_0, n_1, \ldots, n_{f-d}) \in \ker M_{f+1}$. Therefore, $\text{dim}(\mathcal{U}_{\text{imp}}) = f$. Thus, Statement (c) implies Statement (a).

This completes the proof of Statement 2.

2: $\mathcal{U}_{\text{imp}} \subseteq \Delta$: Suppose $u_0 \delta + u_1 \delta^{(1)} + \cdots + u_{f-d} \delta^{(f-d)} + \cdots + u_{q-1} \delta^{(q-1)} \in \mathcal{U}_{\text{imp}}$ is arbitrary, where $u_i \in \mathbb{R}^n$, $i \in \{0, 1, \ldots, q - 1\}$ for some $q \in \mathbb{N}$, $q > f - d$. Then, by Proposition $2.7$, $G(s)(u_0 + u_1 s + \cdots + u_{f-d} s^{(f-d)} + \cdots + u_{q-1} s^{(q-1)})$ is strictly proper. It is easy to verify that $\hat{u} := \text{col}(u_0, u_{f-d}, \ldots, u_{q-1}) \in \ker M_q$. But, $\text{dim}(\mathcal{U}_{\text{imp}}) = f$. So, from Statement 3 of Lemma $4.3$ and Lemma $4.1$, it can be inferred that $\text{dim}(\ker M_{f+1}) - \dim(\ker M_{f+2}) = f = \dim(\ker M_q)$.

Now, if the columns of $N \in \mathbb{R}^{\text{rank} f}$ form a basis for $\ker M_{f+1}$, then from Statement 1 of Lemma $4.3$, we get that $\ker M_q = \text{img} \left[ \hat{N}_{f+1} \right] \in \mathbb{R}^{\text{rank} f}$. Thus, $\hat{u} \in \text{img} \left[ \hat{N}_{f+1} \right]$. So, $\text{col}(u_0, u_{f-d}, \ldots, u_{q-1}) \in \text{img} N = \ker M_{f+1}$, and $u_{f-d} = u_{f-d} = \cdots = u_{q-1} = 0$. Hence, $\mathcal{U}_{\text{imp}} \subseteq \Delta$. 
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Δ ⊆ \( \mathcal{U}_{\text{imp}} \). Let \( \text{col}(u_0, u_1, \ldots, u_{d-1}) \in \ker M_{d-1} \). Since \( \dim(\mathcal{U}_{\text{imp}}) = f \), from Lemma 4.1 it follows that \( \dim(\ker M_{d-1}) = f \). Assume that the columns of \( \text{col}(N_0, N_1, \ldots, N_{d-1}) \) form a basis for \( \ker M_{d-1} \), where \( N_i \in \mathbb{R}^{n \times f}, i \in [0, 1, \ldots, f - d] \). Then, there exists \( v \in \mathbb{R}^f \) such that \[
abla = \begin{bmatrix} a_0 \\ a_1 \\ \vdots \\ u_{d-1} \\ N_0 \\ N_1 \\ \vdots \\ N_{d-1} \end{bmatrix} v. \] Thus, by using similar constructions as in equation (16) and equation (17), it is evident that \( G(s)(u_0 + u_1 s + \cdots + u_{d-1} s^{d-1}) = G(s)(N_0 v + N_1 v s + \cdots + N_{d-1} v s^{d-1}) \) is strictly proper; this further implies that \( u_0 \delta + u_1 \delta^{(1)} + \cdots + u_{d-1} \delta^{(d-1)} \in \mathcal{U}_{\text{imp}} \). Hence, \( \Delta \subseteq \mathcal{U}_{\text{imp}} \). This completes the proof.


Lemma 4.1 and Lemma 4.5 provide us with the necessary tools to prove Theorem 4.2, which characterizes the strongly reachable subspace \( \mathcal{R}_1 \).

**Proof of Theorem 4.2**

1. From equation (4), we know that the recursive algorithm for computing \( \mathcal{R}_i \) is given by
\[
\mathcal{R}_0 := \{0\} \subseteq \mathbb{R}^n, \text{ and } \mathcal{R}_{i+1} := \begin{bmatrix} A & B \end{bmatrix} \left(\mathcal{W}_i \oplus \mathcal{P}\right) \cap \ker \begin{bmatrix} C & D \end{bmatrix} \subseteq \mathcal{R}_i,
\]
where \( \mathcal{W}_i := [w \in \mathcal{R}_i | w \in \mathcal{W}_i] \) and \( \mathcal{P} := \{w \in \mathbb{R}^n | w \in \mathbb{R}^n \} \). If \( \mathcal{R}_{i+1} = \mathcal{R}_i \) for some \( i \in \mathbb{N} \), then \( \mathcal{R}_i = \mathcal{R}_i \).

Notice that \( \mathcal{W}_i \oplus \mathcal{P} := [w \in \mathcal{R}_i | w \in \mathcal{W}_i] \) and \( \mathcal{W}_i \oplus \mathcal{P} \) is defined in equation (20).

Therefore, \( \mathcal{R}_{i+1} \) can be rewritten as
\[
\mathcal{R}_{i+1} = \begin{bmatrix} A & B \end{bmatrix} \left(\mathcal{W}_i \oplus \mathcal{P}\right), \text{ where } \mathcal{W}_i \text{ is defined in equation (20)}.
\]

**Claim:** \( \mathcal{R}_i \) is given by \( \mathcal{R}_i = \text{img}[B_{A B} \cdots A_i B] \tilde{N}_i \), where the columns of \( \tilde{N}_i \) form a basis for \( \ker M_i \) (defined in equation (11)).

We prove this claim by induction.

**Base case (i=1):** Since \( \mathcal{R}_0 = \{0\} \subseteq \mathbb{R}^n \), we have \( \mathcal{W}_0 = [w \in \mathbb{R}^n | D_0 v = 0] \). So,
\[
\mathcal{R}_1 = \begin{bmatrix} A & B \end{bmatrix} [w \in \mathbb{R}^n | D_0 v = 0] = B(\ker D).
\]

Thus, \( \mathcal{R}_1 = \text{img}B\tilde{N}_1 \), where the columns of \( \tilde{N}_1 \) form a basis for \( \ker D = \ker M_1 \) (since \( M_1 = D \)). This proves the base case.

**Inductive step:** We assume that \( \mathcal{R}_i = \text{img}[B_{A B} \cdots A_i B] \tilde{N}_i \), where the columns of \( \tilde{N}_i \) form a basis for the kernel of \( M_i \).

We need to show that
\[
\mathcal{R}_{i+1} = \text{img}[B_{A B} \cdots A_i B] \tilde{N}_{i+1},
\]
where the columns of \( \tilde{N}_{i+1} \) form a basis for \( \ker M_{i+1} \). From equation (20), we have that \( \mathcal{W}_i = [w \in \mathbb{R}^n | \begin{bmatrix} C & D \end{bmatrix} w = 0 \text{ and } w \in \mathcal{R}_i] \).

But, by the inductive hypothesis, \( \mathcal{R}_i = [B_{A B} \cdots A_i B](\ker M_i) \). Thus, \( \mathcal{W}_i \) can be rewritten as
\[
\mathcal{W}_i = \begin{bmatrix} w \in \mathbb{R}^n | w = [B_{A B} \cdots A_i B] v \text{ and } Cw + Dw = 0, \text{ where } v \in \ker M_i \end{bmatrix}.
\]

where \( \ell_{i+1} := [C B A B \cdots C A_i B] \). Therefore,
\[
\mathcal{R}_{i+1} = \mathcal{R}_{i+1} = \begin{bmatrix} A & B \end{bmatrix} \left(\mathcal{W}_i \oplus \mathcal{P}\right) = \begin{bmatrix} A & B \end{bmatrix} \left[ [M_{i+1} 0] \ell_{i+1} \right] = 0
\]

But, \( [M_{i+1} 0] \ell_{i+1} = M_{i+1} \). Hence, \( \mathcal{R}_{i+1} = \text{img}[B_{A B} \cdots A_i B] \tilde{N}_{i+1} \), where the columns of \( \tilde{N}_{i+1} \) form a basis for \( \ker M_{i+1} \). This proves the claim.
Now, since \( \dim(U_{\text{imp}}) = f \), from Statement 1 of Lemma 4.1 it follows that \( \dim(\ker M_{f-d+1}) = \dim(\ker M_{f-d+2}) = f \), where \( d := \dim(\ker D) \). From Statement 3 of Lemma 4.3, this further implies that \( \dim(\ker M_j) = f \) for all \( j \geq f - d + 1 \). Moreover, it is evident from Lemma 4.3 that columns of the matrix \( \begin{bmatrix} N_{0,j-f+1} \end{bmatrix} \in \mathbb{R}^{\infty \times f} \) form a basis for \( \ker M_j \) for all \( j \geq f - d + 1 \), where \( \text{img} N_j = \ker M_{f-j} \). So, using the claim that we have proved, \( R_{f-d+1} = \left[ B \ AB \ldots A^{t+B} \right] N \). Further, since \( \ker M_j = \text{img} \left[ \begin{bmatrix} N_{0,j-f+1} \end{bmatrix} \right] \) for all \( j \geq f - d + 1 \), we must have

\[
R_j = \left[ B \ AB \ldots A^{t+B} \right] \left[ \begin{bmatrix} N_{0,j-f+1} \end{bmatrix} \right] = \left[ B \ AB \ldots A^{t+B} \right] N = R_{f-d+1}.
\]

Hence, \( R_j = \left[ B \ AB \ldots A^{t+B} \right] N \). This completes the proof of Statement 1.

2. From Lemma 4.1 \( \dim(U_{\text{imp}}) = \dim(\ker M_{f-d+1}) = \dim(\ker M_{f-d+2}) = f \). Also, it is given that columns of \( N \in \mathbb{R}^{\infty \times (f-d+1)} \) form a basis for \( \ker M_{f-d+1} \). Therefore, \( N =: \text{col}(N_0, N_1, \ldots, N_{f-d}) \) is full column-rank, where \( N_i \in \mathbb{R}^{\infty \times f}, 0 \leq i \leq (f-d) \). Recall that \( R_i \) is given by the image of the matrix \( \left[ B \ AB \ldots A^{t+B} \right] N \in \mathbb{R}^{\infty \times f} \). Thus, \( \dim(R_i) \leq f \). Now, to the contrary, we assume that \( \dim(R_i) < f \), which implies that there exists \( v \in \mathbb{R}^f \setminus \{0\} \) such that

\[
\left[ B \ AB \ldots A^{t+B} \right] N v = 0.
\]

Define \( N := \begin{bmatrix} C & 0 & 0 & \cdots & 0 \\ 0 & CA & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & CA^{f-1} \\ 0 & 0 & \cdots & CA^{f-2} \\ B \ AB \ldots A^{t+B} \end{bmatrix} \). Then, from equation (22), it follows that \( N N v = 0 \). Also, it is easy to verify that \( M_{2f-2d+2} = \begin{bmatrix} N_{f-d+1} \end{bmatrix} \). This implies that \( \begin{bmatrix} N_0 \\ N_1 \\ \vdots \\ N_f \end{bmatrix} \in \ker M_{2f-2d+2} \), because \( N N v = 0 \) and \( M_{f-d+1} N = 0 \). Next, from Lemma 4.3 we conclude that \( \ker M_{2f-2d+2} = \text{img} \left[ \begin{bmatrix} N_0 \\ N_1 \\ \vdots \\ N_f \end{bmatrix} \right] \subseteq \mathbb{R}^{\infty \times (2f-2d+2)} \), this, in turn, implies that \( N v = 0 \). But, \( N \) is full column-rank \( \Rightarrow v = 0 \). This is a contradiction. So, \( \ker \left[ B \ AB \ldots A^{t+B} \right] N = \{0\} \), and hence \( \dim(R_i) = f \). This completes the proof.

The salient points of Theorem 4.2 are the following: firstly, it shows that the spaces \( U_{\text{imp}} \) and \( R_i \) have the same dimension; and secondly it also shows that if

\[
U_{\text{imp}} = \left\{ \bar{N}_0 v_0 + \bar{N}_1 v_0^{(1)} + \cdots + \bar{N}_{f-d} v_0^{(f-d)} \mid v_0 \in \mathbb{R}^f \right\},
\]

then \( R_i = \left[ B \ AB \ldots A^{t+B} \right] \text{col}(\bar{N}_0, \bar{N}_1, \ldots, \bar{N}_{f-d}) \).

4.2. Dimension of the strongly reachable subspace from the transfer matrix

In this section we compute the dimension of the strongly reachable subspace, \( R_i \), from the transfer matrix of a given system. In addition to the results developed in Section 4.1, we need two more auxiliary results to achieve this task. The first of these results is the following lemma which is obtained by combining two results from [3] along with Theorem 3.1.

**Lemma 4.5.** Define the system \( \Theta : \dot{x}(t) = \bar{A} x(t) + \bar{B} u(t) \) and \( y(t) = \bar{C} x(t) + \bar{D} u(t) \), where \( \bar{A} \in \mathbb{R}^f, \bar{B} \bar{C} \in \mathbb{R}^{\infty \times f} \), and \( \bar{D} \in \mathbb{R}^{\infty \times M} \). Define \( \bar{G}(s) := \bar{C} (s I_f - \bar{A})^{-1} \bar{B} + \bar{D} \in \mathbb{R}^{\infty \times M} \), the transfer matrix of \( \Theta \). Assume that \( \bar{G}(s) \) is invertible as a rational function matrix. Define \( \bar{N} := \deg(\text{numdet} \bar{G}(s)) \) Then the following are true:

1. **Dimension of the weakly unobservable subspace** (\( \mathcal{W}_u \)) of \( \Theta \) is \( \bar{N} \).
2. **Dimension of the strongly reachable subspace** (\( \mathcal{S}_r \)) of \( \Theta \) is \((\mathbb{N} - \bar{N})\).

**Proof 1.** Define \( U_1 := \begin{bmatrix} \begin{array}{c} \bar{B} \\ \bar{D} \end{array} \end{bmatrix} \) and \( U_2 := \begin{bmatrix} \bar{A} \\ \bar{C} \end{bmatrix} \). Then, by Theorem 3.1 \( \dim(\mathcal{W}_u) = \deg(\text{det}(s U_1 - U_2)) \). But, notice that \( \det(s U_1 - U_2) = \det(-\bar{D} - \bar{C} (s I_f - \bar{A})^{-1} \bar{B}) \det(s I_f - \bar{A}) = (-1)^{\bar{N}} \det \bar{G}(s) \det(s I_f - \bar{A}) = (-1)^{\bar{N}} \text{numdet} \bar{G}(s) \). Therefore, \( \deg(\text{det}(s U_1 - U_2)) = \bar{N} \) and hence \( \dim(\mathcal{W}_u) = \bar{N} \).

2. By [3], Theorem 3.24, it follows that \( \mathcal{W}_u + \mathcal{S}_r = \mathbb{R}^f \). Further, since \( \bar{G}(s) \) is invertible as a rational function matrix,
Next, recall from Proposition 2.7 that \( u \) is a square system, that is, the input cardinality and the output cardinality of the system are equal. Hence, the proposition is not applicable to systems having non-square transfer matrices. Our aim is to provide a result which is applicable to systems having non-square but left-invertible (as a rational function matrix) transfer matrices. The following auxiliary lemma becomes useful in proving this result.

**Lemma 4.6.** Let \( r(s) \in \mathbb{R}(s)^{n \times 1} \). Then, \( r(s) \) is strictly proper (recall Remark 2.8) if and only if \( r(-s)^T r(s) \) is strictly proper.

**Proof** Let \( r(s) \) is strictly proper. Then, \( \lim_{s \to +\infty} r(j \omega) = 0 \), where \( j = \sqrt{-1} \) and \( \omega \in \mathbb{R} \). Now,

\[
 r(-j \omega)^T r(j \omega) = \|r(j \omega)\|_2^2.
\]

Thus, \( \lim_{s \to +\infty} r(-j \omega)^T r(j \omega) = \lim_{s \to +\infty} \|r(j \omega)\|_2^2 = 0 \). Hence, \( r(-s)^T r(s) \) is strictly proper. The converse can be proved in a similar manner. \( \square \)

Now, we finally prove the main result of this section, which renders the dimension of the strongly reachable subspace \( \mathcal{R}_s \) from the transfer matrix. Before we state this theorem, note that if the transfer matrix \( G(s) \) is left-invertible, then \( G(-s)^T G(s) \) is square and non-singular. Further, if \( \lambda \in \mathbb{C} \) is a root of \( \det G(-s)^T G(s) \), then \( -\lambda \), too, is a root. Thus, \( \det G(-s)^T G(s) \) is an even polynomial and consequently has an even degree.

**Theorem 4.7.** Consider the system \( \Sigma \) and its transfer matrix \( G(s) \in \mathbb{R}(s)^{p \times n} \) as defined in equation (1) and equation (14), respectively. Assume that \( G(s) \) is left-invertible as a rational function matrix. Define

\[
2n_s := \deg[\det G(-s)^T G(s)]
\]

Then, \textit{dimension of the strongly reachable subspace} \( \mathcal{R}_s \) of \( \Sigma \) is \( n_s := n - n_s \).

**Proof** Since \( G(s) \in \mathbb{R}(s)^{p \times n} \) is possibly non-square, Lemma 4.5 is inapplicable to \( \Sigma \). The idea of this proof is to construct a square transfer matrix for which the dimension of the strongly reachable subspace will be same as that of \( \Sigma \). So, the dimension of \( \mathcal{R}_s \) can be computed via this square system by applying Lemma 4.5. First, consider the matrices \( J(s) \in \mathbb{R}[s]^{p \times n} \), and \( T(s) \in \mathbb{R}[s]^{p \times n} \) such that \( G(s) = J(s)T(s)^{-1} \). But, it is given that \( G(s) = C(sI - A)^{-1}B + D \). From this structure of \( G(s) \), it is clear that \( G(s) = J(s)T(s)^{-1} \) is proper. Now, \( G(-s)^T G(s) = T(-s)^{-T} J(-s)^T J(s)T(s)^{-1} \) is non-singular, so \( J(-s)^T J(s) \), too, is non-singular. Also, since \( J(-j \omega)^T J(j \omega) > 0 \) for all \( \omega \in \mathbb{R} \), from Proposition 5.6, it follows that there exists \( P(s) \in \mathbb{R}[s]^{p \times n} \) Hurwitz such that \( J(s)^T J(s) = P(s)^T P(s) \). Thus, \( G(-s)^T G(s) = T(-s)^{-T} P(-s)^T P(s)T(s) = T(-s)^{-T} G(s)^T G(s)T(s) \). In what follows, we show that the dimension of the strongly reachable subspace of a system having transfer matrix \( G_{sq}(s) \) is same as that of a system having transfer matrix \( G(s) \).

Next, recall from Proposition 2.7 that \( u(t) = \sum_{i=0}^{k} u_i \delta(t) \) with \( u_i \in \mathbb{R}^n, 0 \leq i \leq k \), is an admissible impulsive input for \( \Sigma \) if and only if \( G(s)U(s) \) is strictly proper, where \( U(s) := \sum_{i=0}^{k} u_i s^i \). Now, by Lemma 4.6, \( G(s)U(s) \) is strictly proper \( \Leftrightarrow U(-s)^T G(-s)^T G(s)U(s) \) is strictly proper \( \Leftrightarrow U(-s)^T G_{sq}(s)U(s) \) is strictly proper (because \( G(-s)^T G(s) = G_{sq}(s)^{T} G_{sq}(s) \Leftrightarrow G_{sq}(s)U(s) \) is strictly proper). Hence, \( u(t) \) is an admissible impulsive input for a system having transfer matrix \( G(s) \) if and only if \( u(t) \) is an admissible impulsive input for a system having transfer matrix \( G_{sq}(s) \). Therefore, by Theorem 2.7, it follows that dimensions of the strongly reachable subspace of a system having transfer matrix \( G(s) \) and the systems having transfer matrix \( G_{sq}(s) \) are same.

Next, since \( \deg[\det G_{sq}(s)^T G_{sq}(s)] = \deg[\det G(s)^T G(s)] = 2n_s \), we conclude that \( \deg[\det G_{sq}(s)] = n_s \). Thus, from Statement 2 of Lemma 4.5, we get that the dimension of the strongly reachable subspace of a system having transfer matrix \( G_{sq}(s) \) is \( n - n_s = n_s \). Hence, the dimension of the strongly reachable subspace of \( \Sigma = \dim(\mathcal{R}_s) = n_s \). \( \square \)
5. Conclusion

In this paper we used the recursive algorithms provided in [3] to provide closed-form representations for the weakly unobservable and strongly reachable subspaces. We showed that the dimensions of these spaces can be directly read off from the transfer matrix of the given system. We also characterized the admissible impulsive inputs that guarantees regular output. The explicit relation between the space of admissible impulsive inputs ($\mathcal{U}_{imp}$) and the strongly reachable subspace ($\mathcal{R}_s$) has been established in this paper. We also showed that the dimension of both the spaces $\mathcal{U}_{imp}$ and $\mathcal{R}_s$ is the same.
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