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Exploiting Group Structure in MAC Protocol Design for Multichannel
Ad Hoc Cognitive Radio Networks

Sachin Kadam, Devika Prabhu, Nitish Rathi, Prakash Chaki and Gaurav S. Kasbekar

Abstract—The design of an efficient Medium Access Con-
trol (MAC) protocol for multichannel ad hoc Cognitive Radio
Networks is an important problem and has been the topic of
extensive recent research. In this paper, we present the design
and performance evaluation of a protocol, Group MAC (GMAC),
which is customized for a situation that commonly arises in ad
hoc networks: the network consists of multiple groups of nodes
such that a large fraction of the traffic of each node needs to
be sent to other nodes of its own group. Some examples are: (a)
units (e.g., platoons) in a military ad hoc network, (b) divisions
in an emergency or disaster relief network, (c) departments in
a corporate or university network. Our protocol requires each
secondary node to have only one narrowband transceiver, does
not rely on a control channel and incorporates a novel technique
for dynamically balancing the traffic load of secondary nodes
across the set of free channels. We formulate the problem of
partitioning the network nodes into groups based on the volumes
of data traffic to be sent between different pairs of nodes, which
we call the Group Formation Problem (GFP). We show that the
GFP is NP-complete and propose a greedy algorithm to solve
it. We analyze the stability region of the GMAC protocol using
a queuing theoretic framework. Our extensive simulations show
that a large fraction of the bandwidth unoccupied by primary
users is utilized by the GMAC protocol for data transmissions.

I. INTRODUCTION

Traditionally, government agencies have been allocating
radio spectrum by assigning exclusive licenses to users to
operate their networks in different geographical regions [4].
However, this has led to an artificial spectrum scarcity, wherein
most of the usable radio spectrum is allocated, but underuti-
lized [15]. Cognitive Radio Networks (CRNs) are emerging as
a promising solution to this dilemma; in these networks, there
are two types of spectrum users– primary users (PUs), which
have prioritized access to channels, and secondary users (SUs)
that detect and use “spectrum holes”, i.e., chunks of spectrum
that are currently not in use by PUs [4]. The design of an
efficient Medium Access Control (MAC) protocol is crucial in
order to ensure high utilization of the free spectrum by SUs,
its effective sharing among different SUs and the provision
of a high Quality of Service (QoS) (e.g., throughput, delay)
to SUs [14]. In particular, the design of a MAC protocol for
multichannel ad hoc CRNs is an important problem and has
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been the topic of extensive recent research (a literature review
is provided in Section II).

The design of a MAC protocol for multichannel ad hoc
CRNs involves a number of challenges, which we now de-
scribe [14]: SUs are allowed to use the spectrum only when
PUs are not using it. So they need to periodically sense the
spectrum to detect spectrum holes. Also, SUs must vacate a
channel quickly when a PU appears on it; for this purpose,
there must be “quiet periods” on a channel during secondary
transmissions, during which all SUs pause their transmissions
and sense that channel. Recall that in traditional wireless
networks (e.g., 802.11 networks [21]), all the nodes in a given
network operate on a single channel at a time. However,
modern wireless transceivers are capable of rapidly switch-
ing between different channels, e.g., the switching time is
approximately 25µs ([38]) for off-the-shelf Wi-Fi transceivers
and even lower e.g., 14µs ([34]) for custom transceivers. This
capability allows nodes in a multi-channel network to dynami-
cally switch across different channels, resulting in a substantial
gain in performance over single channel networks [49], [5],
since two or more transmitter-receiver pairs can simultaneously
communicate on different channels. For example, in Fig. 1,
node pairs (A,B), (C,D) and (E,F) communicate in parallel over
three different channels, thus achieving a better performance
than in a single channel operation, wherein the three node pairs
would have to take turns on a single channel, incurring a large
delay.

Fig. 1. All six nodes in the figure are in the transmission range of each
other. The node pairs (A,B), (C,D) and (E,F) communicate in parallel over
three different channels.

Further, in multi-radio networks, a single node may be
equipped with two or more wireless transceivers (radios)
[40], [41], [24] thus allowing a single node to communicate
simultaneously on two or more channels. For example, in
Fig. 2, node A has two radios, allowing it to communicate
with nodes B and C, and with nodes B and D in parallel.

Fig. 2. Node A, which has two radios, first communicates with B and C in
parallel, then with B and D in parallel.

Although dynamic channel switching and the use of multiple
radios per node can greatly enhance the network performance
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in multi-channel multi-radio and Cognitive Radio networks
as compared to operation on a single channel at a time,
efficiently achieving coordination among different nodes is a
key challenge in these networks. In particular, note that for
two nodes, say A and B, to be able to exchange data, both
must have a radio on a common channel at a time; thus, the
MAC protocol used must ensure that shortly after a packet is
generated at A with destination B, A and B should have a
radio on a common channel. Achieving this efficiently for all
the node pairs in an ad hoc network is especially challenging
since only a subset of the available radio spectrum can be
sensed by a node in real-time due to hardware cost and size
considerations [26], [49]. For example, suppose three nodes,
say A, B and C, each equipped with one radio, are initially on
different channels; also, an application at A generates a packet
destined for B, and an application at B generates a packet
for C at around the same time. If A switches to B’s channel
and B switches to C’s channel, the packet transfer from A to
B fails. The MAC protocol used must take such possibilities
into account. The MAC protocol used must also overcome the
multichannel hidden terminal problem [49]. Also, the MAC
protocol used must effectively balance the traffic load of the
SUs, which is often non-uniform across SUs, over the free
channels in real-time [12].

Comparisons of various MAC protocols for multichannel
ad hoc CRNs are provided in [1], [14], [18], [39], [43],
which show that the performance of any given MAC protocol
strongly depends on the number of channels, number of nodes,
characteristics of the data traffic in the network etc and
hence no one MAC protocol necessarily performs well in all
situations. Hence, it is important to design MAC protocols that
are customized for a given network situation. In this paper, we
present the design and performance evaluation of a protocol,
Group MAC (GMAC), which is customized for a situation that
commonly arises in ad hoc networks: the network consists of
multiple groups of nodes such that a large fraction of the traffic
of each node in the network needs to be sent to other nodes
of its own group. Several examples of such groups in ad hoc
networks may be readily envisioned: (a) units (e.g., platoons)
in a military ad hoc network (note that typically a large fraction
of the traffic of a given node would need to be sent to other
nodes of its own unit), (b) divisions in an emergency or disaster
relief (e.g., floods, earthquakes) network, (c) departments in a
corporate or university network, (d) the sets of nodes belonging
to different classes (e.g., nodes exchanging sensor measure-
ments, nodes exchanging smart meter readings, nodes that are
part of a vehicular network) in a heterogeneous Machine-to-
Machine (M2M) network. Also, note that the above examples
are some of the prime applications where CRNs have huge
potential [37]. Our GMAC protocol is specifically targeted
for such networks: the basic idea is that groups of nodes,
which frequently communicate among themselves, are kept
on the same channel as far as possible so as to keep the
channel switching overhead and vulnerability to the mul-
tichannel hidden terminal problem [49] minimal. However,
achieving this involves a number of challenges (described in
Section IV), which are addressed as explained in Section V,
where the GMAC protocol is presented in detail. In addition,
the protocol incorporates a novel technique for load balancing,
which ensures that the traffic load is uniformly distributed

across the free channels even when the traffic requirements
of different SUs are highly heterogeneous. In Section VI, we
formulate the problem of partitioning the set of nodes into
groups based on the volumes of data traffic to be sent between
different pairs of nodes. We show that this is an NP-complete
problem and provide a greedy algorithm to solve it. We analyze
the stability region of the GMAC protocol using a queuing
theoretic framework in Section VII, study its performance via
extensive simulations in Section VIII and finally conclude the
paper in Section IX.

II. RELATED WORK

The IEEE 802.22 [22] and IEEE 802.11af [17] standards
specify MAC protocols for CRNs; however, these network
architectures are centralized, in which a base station or access
point controls its associated client devices, whereas in this
paper we seek to design a MAC protocol for ad hoc CRNs.

In prior work, a large number of MAC protocols have been
designed for ad hoc CRNs as well as multi-channel multi-
radio (MC-MR) networks, which are closely related to CRNs.
The MAC protocol design problem in MC-MR networks is
similar to that in CRNs, with an important difference being
that in CRNs, secondary nodes need to avoid interfering with
PU transmissions [31].

We now briefly review some representative protocols for
multi-channel wireless networks and CRNs; detailed sur-
veys can be found in [1], [14], [18], [39], [43], [48], [51].
In [60], [32], [3], [58], [19], [5], [40], [48], [49], [54], [57], (re-
spectively, in [12], [35], [53], [61], [2], [8], [9], [33], [46], [52])
MAC protocols for multi-channel wireless networks (respec-
tively, for CRNs) are proposed. In the model described in [40],
each node is assumed to be equipped with N radios, where N
is the number of available channels. In [35], it is assumed
that the secondary network owns a dedicated control chan-
nel and each node has two transceivers, one of which is a
wideband transceiver. The protocols proposed in [53], [57] use
a dedicated control channel and two transceivers per node.
The above protocols [35], [40], [53], [57] achieve accurate
sensing and/ or high throughput at the expense of high radio
hardware cost. In [5], [12], [48], [49], [54], MAC protocols that
use a single transceiver per node are proposed. The protocols
in [49], [53], [54], [57] are single rendezvous based: control
(rendezvous) packets for scheduling data transmissions are
sent on a single channel at a time, whereas the protocols
in [5], [12], [48] enable multiple rendezvous exchanges to
take place in parallel on different channels. A decentralised
MAC protocol is designed in [2], in which performance
improvement in terms of communication time and throughput
is achieved due to reduction in the number of handshaking
signals exchanged over a Common Control Channel (CCC)
between SUs. An efficient and reliable control channel (CC)
is designed in Wi-Fi based CRNs using the point coordination
function (PCF) of Wi-Fi networks in [8]; later the same CC is
used to design a hybrid MAC protocol. A decentralized MAC
protocol called coexistence cognitive radio MAC (CCR-MAC)
protocol [9] deals with unfairness problems in heterogeneous
CRNs. Every SU in CCR-MAC use two transceivers, one tuned
to the CCC and the other to exchange information over data
channels. To enhance the throughput of a multichannel CRN,
an efficient MAC protocol, called link maintenance MAC
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(LM-MAC) protocol is proposed in [33]. In the LM-MAC
protocol a method to reestablish the previously existing links
between different SUs in every frame is proposed. The MAC
protocols proposed in [2], [8], [9], [33], [58] use a fixed CCC
in their design. In dynamic CCC (DCCC) MAC protocol [52],
a dynamic CC is used. The CC is selected from the set of
free channels by using the support-vector-machine (SVM)-
based learning technique in every frame. In the Channel-
Aggregation Diversity (CAD-MAC) based MAC protocol [46],
each node can utilize multiple channels simultaneously using
the CAD technique and transmit multiple data packets during
each transmission.

Improvement in the spectral efficiency in the Full Duplex
Multi-channel MAC (FD-MMAC) protocol [60] is achieved by
independent performance of destination discovery and channel
assignment by both the source nodes and destination nodes,
without using a CCC. A Multi-Channel MAC (MC-MAC) pro-
tocol for Wireless Body Area Networks (WBANs) is designed
in [32], in which an efficient channel assignment strategy is de-
veloped. A novel distributed multi-channel MAC protocol that
uses fast and slow hopping sequences with two transceivers per
device is developed in [3]. In the reliable channel reservation
based multi-channel MAC (RCR-MAC) protocol [58], the
problem of congestion on the control channel is addressed.
A Markov chain model, which combines the channel-hopping
strategy of the cyclic quorum based multichannel (CQM) MAC
protocol and the IEEE 802.11 distributed coordination function
(DCF), is proposed in [19].

However, unlike this paper, none of the papers in prior work
design a MAC protocol specifically customized for the case
where the ad hoc network consists of multiple groups, with
the majority of the traffic of each node destined for other
nodes of its own group. As explained in Section IV, this
results in overheads that are avoided under our GMAC protocol
through its customized design for such networks. Also, the
GMAC protocol requires only one narrowband transceiver per
node, resulting in lower hardware cost than several protocols
in prior work, e.g., those in [35], [40], [53], [57], [3], [9].
In addition, unlike several protocols proposed in prior work
([2], [8], [9], [33], [58]), the GMAC protocol does not use
a CCC; hence, it does not suffer from problems such as
saturation of the CCC and deterioration in performance when
PUs appear on the CCC or the CCC is attacked by a jammer.
Finally, GMAC is a multiple rendezvous protocol and hence
achieves improvement in performance over single rendezvous
protocols via parallel rendezvous exchanges on multiple chan-
nels.

III. NETWORK MODEL

We consider a region where the available spectrum is
divided into M identical and mutually non-overlapping chan-
nels. These channels are intermittently used by PUs (e.g.,
TV broadcast stations), who have licensed them from the
spectrum regulator. An ad hoc network of SUs can use these
channels whenever they are not in use by the PUs. Each node
is equipped with a single half-duplex transceiver, which is
capable of either transmitting or receiving on a single channel
at a time. We first consider a single hop scenario, i.e., all nodes
are within the transmission range of each other. In Section V-G,

we study the multi-hop scenario in which not all nodes may
be in the transmission range of a given node.

A node exchanges data packets with all the other nodes
in the network. However, the network nodes are divided into
groups, such that a significant fraction of the outgoing traffic
of any given node is destined for nodes of its own group. Every
group is managed by a group leader (GL)– the functions of
the GL are explained in Section V. On each channel, when the
number of nodes is low or moderate, nodes communicate using
the 802.11 Distributed Coordination Function (DCF) [21],
which is a variant of CSMA/CA [30]. Under this protocol,
nodes that have a packet to send contend for channel access
using random backoffs– see [21] for details of the protocol.
When the number of nodes is high within a group, a large
number of collisions can occur under 802.11 DCF [21]; hence,
TDMA can be used for data transmission within that group.
The GL can assign time slots to different nodes of the group.
The hybrid MAC protocols proposed in [10], [13], [20], [59]
can be used for data transmission within each group in case
of varying traffic loads.

The group to which each node belongs may be configured
manually by the user or system administrator (e.g., using
available information such as the department, platoon etc.
to which the user belongs) or alternatively, nodes may dy-
namically divide themselves into groups based on the history
of the volumes of traffic transmitted between pairs of nodes
and a learning algorithm. For simplicity of exposition, we
first describe the GMAC protocol assuming that the nodes
in the network have already been partitioned into groups. In
Section VI, we formulate the problem of partitioning the nodes
into groups based on the volumes of data traffic to be sent
between different pairs of nodes, show that it is NP-complete,
and provide an algorithm to solve it.

IV. MOTIVATION AND KEY IDEA BEHIND PROPOSED
PROTOCOL

We first explain how a typical multichannel MAC protocol
operates. For concreteness, we describe a split-phase protocol
(see [39], [49], [53]). Also, we ignore the PUs and consider
a multichannel ad hoc network for ease of exposition. Out of
the M available channels, one channel is designated as the
control channel. As shown in the example in Fig. 3, time is
divided into alternating periods called the rendezvous phase
(RP) and data phase (DP). In the RP, all the nodes of the
network tune to the control channel and, by contending as
in 802.11 DCF, exchange a series of handshakes to schedule
data packet transmissions in the following DP. Each handshake
consists of (i) a request packet (RTS) sent by a node, say
A, which wants to send a data packet in the following DP
to another node B, and (ii) a response packet (CTS) from
node B to node A. In a handshake, the participating nodes
decide which channel out of the M channels they will tune
to, for exchanging data packets, in the following DP. Note
that in the DP, there may be more than 2 nodes per channel;
nodes contend as in 802.11 DCF on each channel to send the
scheduled data packets (see Fig. 3).

A key observation is that in the RP, all the nodes of the
network tune to a single channel to schedule data trans-
missions. In a general network, which is not divided into
groups, and in which a given node may potentially have
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Fig. 3. In this example, channel 1 is the control channel. There are 7 nodes
in the network numbered from 1 to 7. In the RP, all the 7 nodes tune to
the control channel and exchange handshakes in which node 1 schedules a
transmission to node 2 on Ch. 1, node 3 to node 4 on Ch. 2, node 6 to node
7 on Ch. 3 and node 4 to node 5 on Ch. 2. In the following DP, nodes 1 and
2 switch to Ch. 1, nodes 3; 4 and 5 switch to Ch. 2 and nodes 6 and 7 switch
to Ch. 3.

data packets to transmit to an arbitrary other node with a
high probability at any given time, an approach similar to
that employed in split-phase protocols, or multiple rendezvous
protocols [5], [48], in which nodes periodically meet pairwise
on common channels to schedule data transmissions, seems to
be necessary. However, in a network in which group structure
information is available, which is the focus of this paper,
this information can be exploited to significantly improve the
network performance as we now explain. For concreteness,
consider a network with 100 nodes, which is divided into 10
groups G1, G2, . . . , G10 such that 90% of the packets of any
given node are intended for other nodes of its own group and
the rest are intended for nodes of the other groups. Suppose
there are M = 5 channels. Under a split-phase protocol, all
100 nodes would tune to the control channel in every RP to
exchange handshakes. This would result in a large number of
collisions during the RP and hence the length of a RP would
have to be long to ensure that the necessary handshakes are
completed. More importantly, the outcome of a typical RP
would be that most nodes of any given group would switch to
the same channel in the following DP.

Now, consider an alternative approach in which, each group
remains by default on a fixed channel, called its home channel
(HC), where each node continuously keeps exchanging data
packets with other nodes of its own group, except when a node
needs to send one or more data packets to a node of another
group with a different HC, in which case it switches to the
latter to send the packets and then returns to its own HC. For
example, each of the 5 channels in the above example may
be the HC for two groups. The advantages of this approach
are as follows. First, since most of the packets of any given
node (90% in the above example) are destined to other nodes
of its own group, which are on its own HC, they can be
directly sent, which results in fast packet delivery for most
packets. Second, at any time, there are fewer nodes on each
channel under this approach than in the RP under the split-
phase protocol (about 20 under this approach and 100 in the
RP under the split-phase approach in the above example),
because of which there are fewer collisions 1. Third, the
overhead incurred in switching to other channels is minimized
since each node rarely (for at most 10% of the packets in
the above example) has packets to send to nodes not on

1In the proposed alternative approach, when the number of nodes on a
HC is high, TDMA can be used instead of 802.11 DCF to further reduce
the number of collisions. In case of varying traffic loads, the hybrid MAC
protocols proposed in [10], [13], [20], [59] can be used.

its own HC. Thus, in this approach, the overhead of nodes
repeatedly assembling on a common channel for rendezvous
and then dispersing to different channels for load balancing is
eliminated. Fourth, the need for a dedicated control channel is
eliminated; thus, it is robust to problems such as appearances
of PUs on the control channel, control channel congestion,
jamming of control channel by miscreants etc [12].

However, several other challenges need to be addressed to
make our approach work:

1) First, the traffic volumes of different groups may be
non-uniform resulting in some HCs being congested
and the others being underutilized. So a scheme for
balancing the traffic load across the M channels is
needed. Moreover, the traffic volume of a group may
vary with time necessitating dynamic assignment of
HCs to groups.

2) Second, consider a scenario where the HCs of nodes A,
B and C are different. If node A wants to send some
packets to node B, it will visit node B’s HC. But node
B may be away to node C’s HC to send some packets
to C and A does not know how long it will be before
B returns to its HC.

3) The channels on which primaries (incumbents) appear
must be immediately vacated by all the groups present
on the channels.

4) Since our protocol does not use a common control chan-
nel, it is challenging to ensure that different nodes do
not simultaneously make changes to the same protocol
parameters.

Our GMAC protocol is designed to overcome all of the
above challenges. We describe the protocol in detail and
explain how it overcomes the above challenges in Section V.

V. THE GMAC PROTOCOL

A. Overview

LetM be the set of all channels. At any time,M is divided
into sets P , H and B, where P is the set of channels currently
in use by the PUs, H is the set of channels that are Home
Channel (HC) for at least one group, and B is the set of
remaining channels in M called buffer channels (BCs). Let
P,H and B denote the cardinalities of the sets P,H and
B respectively. The BCs are used for balancing the traffic
load across different channels as explained in Section V-C.
Throughout the network operation, each group is aware of
the sets P , H and B, members of the other groups and
their current HCs. This information is updated from time to
time as explained later. Each group is dynamically assigned
a HC and all the nodes in the group remain tuned to this
channel by default. Two or more groups may be assigned to
the same HC. Every group is managed by a group leader (GL),
which sends periodic beacons on the group’s HC containing
information pertaining to PU occupancy, synchronization and
other protocol parameters. When a PU appears on the HC of
a group, all the group members must immediately vacate the
channel. For this purpose, each group maintains an ordered list
of the channels in H ∪ B other than its own HC, which act
as backup channels. This ordered list is stored by each group
member; also, whenever a change in this list occurs, the GL
informs all the group members of this change by including
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the new list in a few beacons. When an incumbent appears
on the home channel of a group, the entire group shifts to
backup channels in this order until they find a channel not
occupied by incumbents, and use this channel as the new HC.
Also, a GL divides the responsibility of sharing updates with
nodes of other groups among its group members. Thus, the
occurrence of any event in a particular HC (e.g., addition of
a new node to a group on the HC) is shared with groups on
all other HCs. When a new group forms, it selects one of the
channels in H∪B as its HC and broadcasts its channel number
on all channels inH. These broadcasts are used by the network
nodes to update their sets H and B. Similarly, if an incumbent
leaves a channel in P , the group which was scanning that
channel detects this and informs the groups on the other HCs
via update broadcasts. Update packets pertaining to changes
in PU occupancy, in a group’s HC etc are sent as explained in
Section V-D.

The task of sensing the channels in P ∪B is divided among
nodes on different HCs. Also, each node only senses its own
HC and a subset of the channels in P∪B. Specifically, let F =
P ∪B. Then F = F1 ∪F2 ∪ . . .∪FH , where Fh is the set of
channels sensed by the nodes in HC h in addition to channel h
(i.e., their own HC). Also the sets F1,F2, . . . ,FH are disjoint.
The set of all nodes that sense a given channel always belong
to the same HC, so it is easy to achieve tight synchronization
(which is required for implementing quiet periods (QPs) 2)
among them. Among all nodes assigned to sense a particular
channel in F , one node is selected as channel leader (CL)
for that channel, and it is responsible for transmitting beacons
periodically on the channel if it is a BC 3. Also, in case of any
change in PU occupancy (arrival of PUs on a BC or exit of
PUs from a channel in P) on the sensed channel, it informs the
GL of this change. There may be errors in sensing by some
nodes, e.g., even though a PU is not present on a channel,
some nodes may report that it is present (false alarm [4]) or
even though a PU is present on a channel, some nodes may
report that it is absent (misdetection [4]). Such problems can
be mitigated by having the CL of a channel j decide its status
(occupied or free) based on the majority of the reports from
the nodes that sense channel j.

On each channel in H∪B, time is divided into superframes
of equal duration. Each superframe consists of a QP, a syn-
chronization slot (SS) and a data transmission period (DTP)
as shown in Fig 4. On each HC, in the SS, the GL broadcasts
a beacon packet, which contains the current values of various
protocol parameters and also ensures that all the nodes on the

2Recall that a QP is a period in which all secondary nodes pause their
transmissions and sense the channel to check for PU transmissions [4].

3These beacons are required for synchronization of transmitter-receiver pairs
that switch to BCs for load balancing.
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Fig. 5. The figure shows the division of time into superframes for the channels
in H∪ B.

channel remain tightly synchronized (and thus can implement
QPs). The superframes of the channels in H ∪ B are aligned
such that their QPs are non-overlapping (see Fig. 5), which
allows a node to sense its own HC as well as some BCs.
Recall that each node knows every other node’s group and
HC. A node X with a packet to send to node Y checks if Y
has the same HC as itself; if so, it directly sends the packet
to Y in a DTP. If not, X switches to Y ’s HC in a period that
falls within the DTPs of both X and Y and sends the packet
to Y ; in the latter case, node X must follow the rules specified
in Section V-B.

B. Receiver Not Present on its Home Channel
We use the following scheme to address the second chal-

lenge described in the last paragraph of Section IV. Let Th,min
and Tf,max be two parameters such that Tf,max is much larger
than a packet transmission time. We require that when a node
visits a foreign channel to send some data or distribute updates,
it must return to its HC within time Tf,max. Also, after a
node returns to its HC, it must remain there for at least a time
Th,min before it can switch again to some foreign channel.
Now returning to the scenario described in the above challenge,
when A visits B’s HC to send some data to it, A repeatedly
sends a request packet (RTS) to B until it receives a response
(CTS) from B. With a high probability, A will receive a CTS
from B within a time Tf,max. One worst case scenario is
that B switched to C’s HC at almost the same time as A
switched to B’s HC, and B returns to its HC after spending
a time Tf,max on C’s HC. A will also have to return to its
HC at approximately the same time and it will miss B. When
this scenario occurs, A subsequently reattempts to deliver the
packets to B by switching again to B’s HC; thus, the packets
are delivered to B after an increased delay. But as stated above,
the parameter Tf,max is much larger than a packet transmission
time. Thus, the probability of such an occurrence is small 4.
Fig. 6 illustrates an example of receiver not present in its HC.

C. Load Balancing
The traffic requirements of different groups may differ

significantly at a given time. We use the following mechanism

4Consider an example where nodes D and E are in different HCs. D has a
packet destined for E, and simultaneously E has a packet for D. D switches
to E’s HC and E to D’s HC at the same time and they miss each other. This
keeps repeating until both of them give up and drop the packet. To prevent such
situations from occurring, a node that has a packet for a node in a different
HC waits for a random amount of time before switching to the destination’s
HC in the GMAC protocol.
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Fig. 6. Consider 5 HCs (BCs and PU occupied channels have not been
shown in this figure), each hosting 2 groups. The figure shows a section of
a DTP, time being sliced into slots T1, T2, T3, . . . for ease of exposition. At
the beginning of slot T2, node X from group G3 leaves its HC and switches
to HC3. However, unaware of the fact that node X is not present in HC2,
node Y, which has a packet to send to node X switches to HC2 and starts
sending RTS packets to X. After a duration t1, node X switches back to its
HC and Y gets a response to its RTS packets in HC2. Node Y then sends its
data packets to X. Here, t1 ≤ Tf,max. After completion of its transmission
to X, node Y returns to HC1. Now, node X, which has its next data packet
destined for a node on HC5, cannot leave its HC for a minimum duration of
Th,min. Thus, it waits for time t2 ≥ Th,min and then switches to HC5.

for balancing the traffic load across the set of free channels (the
channels in H∪B). Each node u continuously keeps track of
the congestion level on its HC by sensing the HC. In particular,
let CLu(t) ∈ [0, 1] be the congestion level measured by node u
on its HC at time t. It is defined 5 as the fraction of time that u’s
HC was busy with packet transmissions in a window of fixed
length, say TCL, preceding time instant t. If a node u with HC
h needs to send some data packets to another node v on HC h
and finds CLu(t) to be above a predetermined threshold level,
CLTHu, then the pair of nodes u and v switch to one of the
channels b ∈ B, exchange the data packets on channel b, and
then switch back to channel h. This must be done subject to the
limits Tf,max and Th,min, which are explained in Section V-B.
The channel b to switch to is agreed upon by u and v prior
to the switch via a handshake on channel h. Note that nodes
from multiple HCs may simultaneously be present on a given
channel b ∈ B. On the channel b, nodes contend as in 802.11
DCF to gain access to the channel. In this way, some of the
load from congested HCs is offloaded to the BCs 6.

D. Initialization and Distribution of Updates
When a node starts up, it scans all channels for beacons,

from which it obtains information about active groups and their
HCs. If the group to which it is assigned is active, it sends a
request packet for joining the group on that group’s HC, which

5The time taken by the SS, QP slots and time periods during which node
u is not present on its HC are not included in the above window used in the
calculation of the quantity CLu(t).

6The channels in the set B are used only by nodes on HCs with a high
amount of congestion, specifically, those HCs for which CLu(t) is above the
threshold CLTHu for some of the nodes u on the channel. Even on these
HCs, only the active nodes that currently have data packets to send to other
nodes on the same HC, may use the channels in B. Typically in practice, at
any given time, only a subset of the HCs would be congested and on these
HCs, only a subset of the set of nodes would be active. Hence, only a limited
amount of traffic would be off-loaded to the channels in B.

Further, if the values of the thresholds CLTHu were the same for all
the nodes, a large number of nodes on the same HC h may find their
CLu(t) variables exceeding the threshold value at about the same time
and switch to BCs, thus drastically reducing the load on channel h and
increasing the congestion on BCs. To prevent this from happening, we let
CLTHu = THbase + randu, where THbase is a base value common to
all nodes and randu is a small random offset, which is locally generated at
node u.

is followed by a response packet by the GL. Subsequently,
the GL updates the group parameters (e.g., the list of group
members that are responsible for sensing various channels in
F = P ∪ B, distributing updates on various channels in H)
to include the new node, and distributes these updates to all
the other groups using the process in the next paragraph. If a
node is the first node of its group to start up, it becomes the
GL, selects a channel as HC and starts sending beacons 7.

A group also needs to distribute updates to groups on other
HCs: when a PU appears on or leaves a channel that was being
sensed by it, and when the group’s HC or backup channel
changes. These updates are distributed as follows. The GL
maintains a list of the HCs on which different members of
that group are responsible for sending the above updates; also,
the GL keeps all the group members informed of this list by
including it in a few beacons whenever a change in the list
occurs. Each update that needs to be distributed is included
by the GL in a few beacons, and the group members, upon
their receipt, broadcast them on the other HCs. On each of
these HCs, this update packet is acknowledged with a response
packet by the respective GL 8, which then includes the update
in a few subsequent beacons.

We now analyze the number of control messages (e.g.,
beacons and update packets) exchanged among different nodes
under the GMAC protocol, which affects the efficiency of
the protocol. First, note that in each superframe (SF) exactly
one beacon packet is sent on every channel in H and B
by the corresponding GL or channel leader (CL). However,
the transmission duration of a beacon packet is a very small
fraction of the length of a SF; hence the overhead due to
beacon packets is negligible. Apart from beacon packets, some
update packets are exchanged among the nodes executing the
GMAC protocol whenever one of the following events occurs:
(i) a PU appears on a channel in H, (ii) a PU appears on a
channel in B or a PU leaves a channel in P , (iii) a new node
joins one of the groups, (iv) a node departs from the network.
The events in (i), (ii), (iii) and (iv) may result in changes in
the HCs and backup channel lists of some groups, the sets
F1,F2, . . . ,FH etc, and may result in the exchange of some
update packets. The number of such update packets exchanged
would depend on how frequently the events (i), (ii), (iii) and
(iv) occur. Typically in practice, nodes would join or depart
the network at a much slower time-scale (typically several
minutes [42]) than the duration of a SF (e.g., 160ms [23]); also,
changes in the PU activity (appearance and exit of PUs from
channels) would occur at a very slow time-scale (typically of
the order of minutes to hours [11]) in several types of networks,
e.g., when the PUs are television broadcasters. In such cases,
the overhead due to update packets would be small and hence
the efficiency of the GMAC protocol would be high.

We now present a simplified numerical analysis of the
efficiency of the GMAC protocol, i.e., the fraction of the
bandwidth of the free channels that is available for the trans-
mission of data packets under the protocol. Suppose the sum
of the transmission durations of the update packets that are

7If two nodes of a group become the GL (e.g., if they start up around the
same time), then when they discover each other for the first time, the node
with the smaller node ID (identifier) continues to be the GL and the other
node ceases to be the GL.

8If multiple groups are present on the HC, the GL responsible for sending
beacons on the HC sends the response packet (see Section V-E).
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exchanged when event (i) occurs is upper bounded by WAh ,
and let nAh be the number of times a PU appears on a HC
in a given SF. Similarly, suppose the sum of the transmission
durations of the update packets that are exchanged when event
(ii) occurs is upper bounded by WP , and let nP be the number
of times a PU appears on a BC or departs from a channel in
P in the SF. Let the sum of the transmission durations of
the control packets (e.g., request by the new node to join a
group, response from a GL, update packets) that are exchanged
when event (iii) occurs be upper bounded by WJ , and let nJ
be the number of times a new node joins the network in the
SF. Let the sum of the transmission durations of the control
packets that are exchanged when event (iv) occurs be upper
bounded by WD, and let nD be the number of times a node
departs from the network in the SF. Let SF , Q and SS be
the durations of a SF, quiet period and synchronization slot
respectively, and let F be the number of free channels in the
SF, i.e., the number of channels in the set H ∪ B in the SF.
Then the efficiency of the GMAC protocol is lower bounded

by
(

1− E
[

(nJWJ+nDWD+nPWP+nAhWAh
)+F (Q+SS)

FSF

])
.

E. Two or More Groups with the same HC
Under the GMAC protocol, multiple groups may be assigned

the same HC. However, this happens only when very few
channels are free and the rest are occupied by primaries, i.e.,
are in the set P . Note that when very few channels are free,
in order to accommodate the set of all nodes on the set of
free channels, a large number of secondary nodes must be
assigned per free channel on average under any Cognitive
MAC protocol. In this case, collisions are avoided using a
contention resolution protocol, e.g., the 802.11 Distributed
Coordination Function (DCF), TDMA or a hybrid protocol,
on each free channel.

Under the GMAC protocol, when two or more groups have
the same HC, the GL of only one of these groups sends
beacons on the HC. The HCs of different groups are merged
and split as follows. When a group, say G1, switches to the
HC, say h2, of another group, G1’s GL transmits its group
parameters to the GL responsible for sending beacons on
h2, which includes them in subsequent beacons. When some
channels in P become free, some of the groups on a given HC
h1 with two or more groups may change their HC. Suppose
G1’s GL was sending beacons on channel h1. Before some
other group, say G2, leaves the channel, G2’s GL sends a
packet to intimate G1’s GL of its departure, after which G1’s
GL stops including G2’s parameters in its beacons. If group
G1 itself wants to leave h1, then before leaving, its GL sends
a similar intimation to the GL of one of the other groups
on channel h1, say G2, after which G2’s GL starts sending
beacons on channel h1.

F. Sensing Channel and HC Allotment Algorithm
Let Bg and Pg denote the subsets of B and P respectively

that are sensed by group g. Group g includes the lists Bg and
Pg in each beacon and update packet that it sends. Also, each
group is dynamically assigned a HC and all the nodes in the
group remain tuned to this channel by default. HC allotment
in GMAC is performed as follows. When the first group in

the network starts operation, it senses all the channels and
initializes the sets P , H and B. This group selects a channel,
say h, to be its HC from the set of free channels. At this point
in time, note that the set H contains a single channel h, which
is the HC of the first group. During the subsequent network
operation, the sets Bg and Pg and the HCs for different groups
are updated in response to different events as follows: a) When
a new group, say gnew, joins the network, it scans each channel
and finds out the sets Bg and Pg for all the existing groups and
the HC of every existing group using beacons. It then computes
its HC and possibly also modifies the HCs of some other
groups so as to balance the data transmission loads of different
groups as well as possible across the set of free channels. Also,
it computes the sets Bgnew and Pgnew to balance the sensing
load as well as possible across different groups. In particular, it
moves some of the channels out of the channels in B and P that
are currently being sensed by other groups to Bgnew and Pgnew
respectively. The group gnew then distributes the update to all
the channels using the process described in Section V-D and
the recipient groups record the changes and change their own
HCs and sets Bg and Pg if necessary. (b) When an incumbent
leaves a channel in P , the group that was sensing the channel
computes updates to the HCs of all the groups and the sets
Bg and Pg , so as to balance the data transmission loads of
different groups as well as possible across the set of free
channels and to balance the sensing load as well as possible
across different groups, and distributes the updates to all the
groups as in (a). (c) When an incumbent appears on a channel
in B, the group that was sensing the channel computes and
distributes the updates. (d) When an incumbent appears on
a channel in H, the group that was sending beacons on the
channel computes and distributes the updates. (e) Before a
group leaves the network, it intimates one of the other groups
(selected at random), which then computes and distributes the
required updates.

G. Operation of the GMAC Protocol in the Multihop Case
So far, we have considered the single-hop scenario, i.e., we

assumed that all nodes are within the transmission range of
each other. In this subsection, we study the multi-hop scenario,
in which not all nodes may be in the transmission range
of a given node. In the multi-hop case, data is transferred
from a source node u to a destination node v over multiple
hops; routes are computed using a routing algorithm for
ad hoc networks, e.g., Destination-Sequenced Distance-Vector
Routing (DSDV [44]), Dynamic Source Routing (DSR [25]),
Ad-hoc On-Demand Distance Vector Routing (AODV [45])
etc.

The challenges of receiver not being present on its HC and
load balancing are addressed in the multi-hop case similar to
the single hop case (see Sections V-B and V-C).

There is one more important issue to be addressed, viz.,
multi-channel hidden terminal problem [49] which is as fol-
lows (see Fig. 7(a)). Let us consider a node u which wants
to communicate with another node v. Whenever node u finds
node v’s HC (say j) free, it sends a request message (REQ) to
node v on HC j. Node v responds with an acknowledgment
(ACK) packet on channel j and the channel is reserved for
their data transfer. Suppose there is another node x whose HC
is not channel j but which has data packets destined to a node
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Fig. 7. In Fig. (a), the multichannel hidden terminal problem is explained,
and in Fig. (b), how this problem is addressed in the GMAC protocol is shown.

y whose HC is channel j. Assume that node x is not in the
transmission range of node u, but is in the range of node v.
Hence, when node x senses HC j, it is not able to detect the
ongoing data packet transmission from u to v. Unaware of the
fact that already data communication is occurring on channel
j, node x sends a request message (REQ) to node y on channel
j, which results in a collision at node v. This problem can be
addressed in the GMAC protocol as follows (see Fig. 7(b)).
Whenever a node visits a channel which is not its HC, it must
listen on that channel for a duration, say Tw, that is slightly
more than one maximum length packet transmission duration.
At any time during this duration if it finds that the channel
is busy then it must wait for the ongoing communication to
finish; at the end of the duration Tw, whenever the channel
is found to be free, the node may send a REQ message on
the channel. In this way we can overcome the multi-channel
hidden terminal problem.

Distribution of updates in the multihop case can be done
using any algorithm for efficiently broadcasting information
in a multi-hop ad hoc network, e.g., the one proposed in [56].

VI. PARTITION OF THE NETWORK NODES INTO GROUPS

We assume that the set of nodes of the network executing the
GMAC protocol is divided into multiple groups at the start of
network operation, e.g., by the system administrator, possibly
using estimates of the traffic volumes that need to be ex-
changed among different nodes. However, the traffic volumes
that need to be exchanged among different pairs of nodes may
change with time and hence the grouping of nodes needs to
be periodically modified, e.g., modified once every few hours.
Whenever groups are formed, they are numbered as 1, 2, 3, . . . .
When re-grouping of nodes is done, it is done by the GL of
the group that is currently group 1, using the greedy algorithm
described in Section VI-C. That is, when the grouping that
will be used in period t is found, it is computed 9 by the
GL of group 1 in period t − 1. In this section we formulate
the problem of partitioning nodes into groups10 based on the
volumes of data traffic to be sent between different pairs of
nodes, show that it is NP-complete and propose an algorithm
to solve it. Before solving the optimization problem defined

9The GL of group 1 in period t− 1 also selects the nodes that will act as
the GLs of different groups in period t, possibly based on criteria such as the
reliabilities of different nodes, proximities of different nodes to other nodes
of their groups etc.

10We assume that there is exactly one group per HC. Hence, assigning
nodes to groups is equivalent to assigning nodes to HCs.

in Section VI-A, some information needs to be exchanged
between nodes (e.g., traffic volumes between different pairs
of nodes). This information is transmitted on the HCs of the
previous period using the procedure for distribution of updates
described in Section V-D. That is, the information that needs
to be exchanged for the formation of groups in period t is
transmitted on the HCs of period t− 1.

A. Problem Formulation
Suppose the network is represented by an undirected graph

G = (N , E), where N is the set of nodes and E is the set
of edges. There is an edge between two nodes iff they are
in the transmission range of each other. For u, v ∈ N , let
λu,v be the rate (in bps) at which data needs to be transmitted
from node u to node v. The rates {λu,v : u, v ∈ N} can
be estimated using the history of data packet transmissions
between different pairs of nodes. LetMf ,H, and B denote the
set of free channels, HCs, and BCs respectively. The channels
in Mf are partitioned into H and B and we assume that 11

|B| =
⌈
α|Mf |

⌉
, where 0 < α < 1, i.e., a fixed fraction α of

the free channels are used as BCs.
For each pair of nodes u, v ∈ N , data is sent from u to v

along a route that is computed using a routing algorithm for
ad hoc networks, e.g., DSDV [44], DSR [25], or AODV [45].
If u and v are neighbours, then let λ′u,v be the total rate at
which data needs to be exchanged between node u and node
v– this includes the data originated at u (respectively, v) with
destination v (respectively, u) as well as data originated by and/
or destined to nodes other than u and v, which is forwarded
from u to v or from v to u. Let

Xu,j =

{
1, if node u is assigned to HC j,
0, else.

Let
Yu,v =

∑
j∈H

Xu,jXv,j . (1)

Then:

Yu,v =

{
1, if u and v belong to the same HC,
0, else.

The problem is:

max
∑

u,v∈N :(u,v)∈E

λ′u,vYu,v (2)

subject to (1) and the following constraints:∑
u∈N

Xu,j ≤ C,∀j ∈ H. (3)

∑
j∈H

Xu,j = 1,∀u ∈ N . (4)

The constraint (3) ensures that at most C nodes can be
assigned a channel j as HC. The constraint (4) ensures that
each node is assigned exactly one HC. We refer to the above
problem as the Group Formation Problem (GFP). Intuitively,
an optimal or near-optimal solution to the GFP is expected
to result in efficient operation of the GMAC protocol since,

11|A| denotes the cardinality of set A and
⌈
x
⌉

denotes the ceiling of x.
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by (2), under such a solution, Yu,v would likely be 1 for nodes
u, v such that λ′u,v is high, i.e., a lot of data is exchanged
between nodes u and v. Hence, such nodes u and v would
likely be assigned the same HC, resulting in reduction of the
data transfer delay since nodes u and v would not need to visit
foreign channels to send data to each other.

Remark 1: The constraint in (3) indirectly limits the amount
of interference on each HC j by ensuring that at most C
nodes can be assigned channel j as HC. The interference
can be more directly limited by adding another constraint,
which ensures that the total number of pairs of neighbour-
ing (and hence potentially mutually interfering) nodes on
each HC is less than or equal to a threshold, say C ′, i.e.,∑
u,v∈N :(u,v)∈E Xu,jXv,j ≤ C ′,∀j ∈ H. The problem of

analyzing the complexity of, and designing algorithms to solve,
the GFP with the latter constraint added is an open problem
for future research.

B. NP-completeness of the GFP

Theorem 1: The GFP is NP-complete.
Proof: The decision version of the GFP is as follows:

“Given a number L, do there exist {Xu,j : u ∈ N , j ∈
H} that satisfy the constraints (1), (3) and (4) such that∑
u,v∈N :(u,v)∈E λ

′
u,vYu,v ≥ L?”

Given {Xu,j : u ∈ N , j ∈ H}, we can check in polynomial-
time whether they satisfy (1), (3) and (4), and whether∑
u,v∈N :(u,v)∈E λ

′
u,vYu,v ≥ L, where Yu,v , u, v ∈ N are given

by (1). Thus the GFP is in class NP [29]. We now show that the
GFP is NP-complete by reducing the m-Dimensional Matching
(mDM) problem, which has been shown to be NP-complete
in [16], to it.

The decision version of the mDM problem is as follows:
“Let G = (N , E) be a weighted undirected graph, we be the
weight of edge e ∈ E , and |N | = km, where k and m are
positive integers and m ≥ 3. Given a number L, does there
exist a partition of N into disjoint subsets N1,N2, . . . ,Nk of
m vertices each such that the sum of the weights of the edges
that have both endpoints in the same set Ni (i = 1, 2, . . . , k)
is greater than or equal to L?”
Let

X ′l,i =

{
1, if the vertex l belongs to the subset Ni,
0, else.

and

Y ′l1,l2 =

k∑
i=1

X ′l1,iX
′
l2,i. (5)

Then:

Y ′l1,l2 =

{
1, if the vertices l1, l2 belong to the same subset,
0, else.

Consider the following constraints:∑
l∈N

X ′l,i = m, i = 1, 2, . . . , k. (6)

k∑
i=1

X ′l,i = 1,∀l ∈ N . (7)

The decision version of the mDM problem can be written as:12

“Given a number L, do there exist X ′l,i, l ∈ N , i ∈ H such
that

∑
l1,l2∈N :(l1,l2)∈E w(l1,l2)Y

′
l1,l2

≥ L and the constraints
in (6) and (7) are satisfied?” The constraint (6) indicates that
the cardinality of every subset Ni, i = 1, 2, . . . , k is exactly m.
The constraint (7) ensures that each vertex belongs to exactly
one subset.

Now, we show that the mDM problem is polynomial-time
reducible to GFP, i.e., mDM <p GFP. Consider the instance
of the mDM problem stated in the previous paragraph. From
this instance, we construct the following instance of the GFP.
Let the network be represented by the graph G = (N , E), for
each edge e = (u, v) ∈ E , let λ′u,v = we, suppose there are
|H| = k HCs and let C = m.

Given this instance, we ask: do there exist {Xu,j : u ∈
N , j ∈ H}, such that the constraints (1), (3) and (4) are
satisfied and

∑
u,v∈N :(u,v)∈E λ

′
u,vYu,v ≥ L? We claim that

the answer is yes if and only if the answer to the question
in the above mDM instance is yes. The necessity part is
proved as follows. If the answer to the above question is yes
then there exist {Xu,j : u ∈ N , j ∈ H}, which satisfy the
constraints (1), (3) and (4), and

∑
u,v∈N :(u,v)∈E λ

′
u,vYu,v ≥ L.

Let X ′l,i = Xl,i, ∀l ∈ N , i ∈ H and Y ′l1,l2 be given by (5)
∀l1, l2 ∈ N . Then in the mDM problem, the constraint (7)
holds since (4) holds. Also (6) follows from (3) and the fact
that |N | = km; finally,

∑
l1,l2∈N :(l1,l2)∈E w(l1,l2)Y

′
l1,l2

≥ L
since

∑
u,v∈N :(u,v)∈E λ

′
u,vYu,v ≥ L. This proves necessity.

To prove sufficiency, suppose the answer to the ques-
tion in the mDM problem is yes. Let Xl,i = X ′l,i, ∀l ∈
N , i ∈ H and Yu,v for u, v ∈ N be given by (1). Then
in the GFP, the constraint (3) follows from (6) and (4)
follows from (7). Also,

∑
u,v∈N :(u,v)∈E λ

′
u,vYu,v ≥ L since∑

l1,l2∈N :(l1,l2)∈E w(l1,l2)Y
′
l1,l2
≥ L. This proves sufficiency.

The result follows.

C. Greedy Algorithm for solving the GFP
We now present a greedy algorithm to solve the GFP. In

Section VIII-B, we show via simulations that this greedy
algorithm finds a good solution to the GFP. We first provide an
overview of the greedy algorithm. Since the objective of the
GFP is to maximise the quantity in (2), we sort the edges
(u, v) ∈ E in decreasing order of λ′u,v . For each pair of
nodes (u, v) in this order, we assign the same HC to u and
v whenever possible. We now describe the greedy algorithm
in detail. Renumber the values {λ′u,v : (u, v) ∈ E} such that
r(1) ≥ r(2) ≥ . . . ≥ r(|E|). Here r(1) = max{λ′u,v : (u, v) ∈
E} and r(|E|) = min{λ′u,v : (u, v) ∈ E}. Let f(u) be 1 if node
u has been assigned a HC and 0 otherwise. Let N(j) denote
the number of nodes assigned to HC j. Let ju represent the
HC assigned to node u. Let H be partitioned into Hfree and
Hfull, where Hfree denotes the set of HCs that have been
assigned to C − 1 or fewer nodes (set of free HCs) and Hfull
denotes the set of HCs that have been assigned to C nodes
(set of full HCs).

A pseudocode of the algorithm is presented in Fig. 8. This
algorithm executes a loop over all node pairs, i.e., from k = 1

12If the vertices l1 and l2 are not connected by an edge, then we assign an
edge (l1, l2) between them with w(l1,l2) = 0.
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Initialization:

• Hfree = H,Hfull = φ.
• f(u) = 0; ∀u ∈ N .
• Xu,j = 0; ∀u ∈ N , j ∈ H.
• N(j) = 0; ∀j ∈ H.

Begin
1: Renumber the values {λ′

u,v : (u, v) ∈ E} such that r(1) ≥ r(2) ≥ . . . ≥
r(|E|). Here r(1) = max{λ′

u,v : (u, v) ∈ E} and r(|E|) = min{λ′
u,v :

(u, v) ∈ E}
2: for k = 1 to |E| do
3: Hfree = FREECHANNELS(N,Hfree)
4: Hfull = H \Hfree
5: Identify the endpoints u and v of edge r(k).
6: if (f(u) = 0) ∧ (f(v) = 0) then
7: Select a HC j at random from Hfree such that C − 2 or fewer nodes are

assigned to j. If no such HC j exists, then jump to the next iteration at 2.
8: Xu,j = 1, Xv,j = 1
9: ju = j, jv = j

10: f(u) = 1, f(v) = 1
11: N(j)← N(j) + 2
12: else if (f(u) = 1) ∧ (f(v) = 0) then
13: if ju ∈ Hfree then
14: jv = ju, f(v) = 1
15: N(jv)← N(jv) + 1
16: else
17: Jump to the next iteration at 2.
18: end if
19: else if (f(u) = 0) ∧ (f(v) = 1) then
20: if jv ∈ Hfree then
21: ju = jv, f(u) = 1
22: N(ju)← N(ju) + 1
23: else
24: Jump to the next iteration at 2.
25: end if
26: end if
27: end for
28: For each node that is not yet assigned a HC, assign a HC that is randomly selected

from Hfree.

1: function FREECHANNELS(N,Hfree)
2: hfree = Hfree
3: for i = 1 to |Hfree| do
4: j = Hfree(i)
5: if N(j) = C then
6: hfree = hfree \ j
7: end if
8: end for
9: return hfree

10: end function

End

Fig. 8. Greedy Algorithm for solving the GFP.

to |E|. The values of N(j) for all j ∈ Hfree are checked.
If for any HC, say j′, N(j′) = C, then j′ is added to the
set of full HCs and removed from the set of free HCs, i.e.,
Hfull = Hfull ∪ j′ and Hfree = Hfree \ j′ (see the function
FREECHANNELS described in Fig. 8). The endpoints u
and v of edge r(k) are identified (see line 5). These nodes
u, v are checked to see whether they are already assigned a
HC or not; i.e., the values of f(u) and f(v) are checked. If
both the nodes are not assigned a HC yet (i.e., f(u) = 0 and
f(v) = 0), then a channel, say j, such that (C − 2) or fewer
nodes have been assigned to it, is chosen uniformly at random
from among the set of free channels Hfree and these nodes
are assigned to it, i.e., Xu,j = 1, Xv,j = 1. The HC value
assigned to these nodes is stored: ju = j, jv = j. The values
of f(u) and f(v) are updated to 1 and the value of N(j)

is incremented by 2 (see lines 6 to 11). Suppose any one of
them is zero and the other is one. If f(u) = 1 and f(v) = 0,
it implies that node u is already assigned a HC j = ju, i.e.,
Xu,j = 1. If j ∈ Hfree, then the node v is assigned to the
HC j, i.e., Xv,j = 1; the value of j is stored in jv and the
value of N(j) is incremented by 1; else no action is taken
and we jump to line 2. The case f(u) = 0 and f(v) = 1 is
dealt with similarly. In case both f(u) = 1 and f(v) = 1, it
implies that both the nodes are already assigned HCs. So move
to the next iteration without taking any action. The value of k
is incremented, i.e., k = k + 1 and the algorithm is repeated
till k reaches |E|. It is possible that, even after the completion
of all iterations some nodes might not have been assigned a
HC yet. Such nodes are assigned a HC by randomly selecting
a HC from Hfree.

The computational complexity of the proposed greedy algo-
rithm is as follows. In the beginning, we arrange the |E| edges
(u, v) in decreasing order of the values λ′u,v . The complexity
of this step, e.g., using the Merge sort algorithm [29], is
O(|E| log |E|). Then, for each edge (u, v) in E , we assign
each of the nodes u and v to one channel selected from the
H HCs; the complexity of this step is O(H|E|). So the total
computational complexity is O(|E|(H + log |E|)).

VII. ANALYSIS OF GMAC

In this section, we analyze a simplified version of the GMAC
protocol that was presented in Section V. The analysis provides
insight into: (i) the difference in the performance of the GMAC
protocol with and without BCs, (ii) how various protocol
parameters (e.g., CLTHu) should be chosen so as to maximize
the protocol’s stability region.

A. Simplified Model
We assume that each node is in the transmission range of

every other node. Let G = {1, . . . , G} be the set of groups. Let
ng be the number of nodes in group g. When PUs appear on
and leave channels at a time scale that is much slower than that
of the operation of the GMAC protocol (e.g., when the PUs
are TV stations), the number of free channels varies slowly. As
an approximation for this scenario, we assume that there are
a constant number, say M ′, of free channels, of which H > 0
(respectively, B = M ′ − H) channels are HCs (respectively,
BCs). Let {G1, . . . ,GH} be a partition of G such that groups
in the set Gh have HC h. So the number of nodes on HC h is
Nh =

∑
g∈Gh ng . Let the total arrival rate of packets destined

to nodes in group g be λg– this includes the packets sent to
nodes of group g by other nodes of group g as well as nodes
of other groups. So the total arrival rate to nodes on HC h
is Λh =

∑
g∈Gh λg . We assume that the arrival processes of

packets are Poisson with the above rates. Recall that on each
channel, nodes contend for channel access using 802.11 DCF
and that the total packet throughput on a channel is a function
of the number of contending nodes [7]. To model this, let the
total packet service rate on HC h be µ(Nh). For tractability,
this ignores the facts that: (i) nodes with HC h leave channel
h from time to time to send packets to nodes of other HCs and
to visit BCs, and nodes with other HCs also intermittently visit
h, (ii) the number of nodes contending for access on channel h
varies with time. Similarly, let the service rate on each BC be
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µ0, again assumed to be a constant for simplicity. We assume
the packet service times to be exponentially distributed random
variables.

Recall from Section V-C that the traffic from congested HCs
is off-loaded to BCs. To model this, we assume that when Ch
packets are present on HC h (this includes the packet whose
transmission is ongoing and those queued for transmission on
the channel), new arriving packets to channel h are redirected
to a BC (chosen randomly from the B BCs). Here, Ch is
a protocol parameter analogous to the parameter CLTHu

defined in Section V-C. For simplicity we assume that all the
packets off-loaded to a BC b are served on channel b itself,
although in the original GMAC protocol some of them may
be redirected back to their HC.

The stability region of the protocol is the set of all arrival
rate vectors (λ1, . . . , λG) for which the network is stable, i.e.,
the packet queue lengths do not go to infinity 13.

B. Results
First, suppose B ≥ 1. Under the assumptions in Sec-

tion VII-A, HC h is an M/M/1/Ch queue 14 with arrival rate
Λh and service rate µ(Nh). It can be modeled as a Continuous
Time Markov Chain (CTMC [55]) with states 0, 1, . . . , Ch,
where the channel is in state i iff there are i packets on the
channel. The stationary probability, pi, of state i is given by

pi =
(

Λh
µ(Nh)

)i (
Λh

µ(Nh)

)
−1(

Λh
µ(Nh)

)Ch+1
−1

(see [55]). The probability, say

pB(h), that a packet is off-loaded to a BC is the probability that
the incoming packet finds Ch packets present on the channel,
which by the PASTA 15 property is:

pB(h) = pCh =

(
Λh

µ(Nh)

)Ch (
Λh

µ(Nh)

)
− 1(

Λh
µ(Nh)

)Ch+1

− 1

. (8)

The arrival process to each BC b is the superposition of the
processes of packets off-loaded from all the HCs. The rate of
the arrival process to BC b is given by:

Λb =
1

B

H∑
h=1

pB(h)Λh. (9)

Now, suppose we allocate HCs to groups such that each HC
h is overloaded, i.e., Λh

µ(Nh) > 1. Then for Ch large enough:(
Λh

µ(Nh)

)Ch+1

−1 ≈
(

Λh
µ(Nh)

)Ch+1

. Under this approximation,

by (8), we get: pB(h) = 1− µ(Nh)
Λh

. Substituting this into (9),

we get: Λb = 1
B

[∑H
h=1 Λh −

∑H
h=1 µ(Nh)

]
. Now, note that:∑H

h=1 Λh =
∑H
h=1

∑
g∈Gh λg =

∑G
g=1 λg = λtotal, where

λtotal is the total arrival rate of traffic into the system. Hence:
Λb = 1

B

[
λtotal −

∑H
h=1 µ(Nh)

]
.

Now, clearly the system is stable iff each BC is stable. Under
the assumptions in Section VII-A, a BC is a G/M/1 queue [55]

13Formally, the network is stable if the Continuous Time Markov Chain
(CTMC) corresponding to the queue lengths at nodes is positive recurrent [55].

14Recall that an M/M/1/Ch queue is a queue with Poisson arrivals,
exponential service times, 1 server and limit Ch on the number of customers
in the system [55].

15“Poisson Arrivals See Time Averages” [55].
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λ1

λ2

λ1 + λ2 = 2

Fig. 9. Consider G = 2, M ′ = 2, µ(n) = 1 for n = 1, 2, λ1 and λ2 on
the x and y axis respectively. The stability region with B = 0 is the crossed
dash lines region, whereas that with B ≥ 1 is the union of the crossed dash
lines region and the dash-dotted lines region.

with arrival rate Λb and service rate µ0. So the system is stable
iff Λb < µ0. By the expression for Λb derived above, this is
equivalent to: λtotal <Bµ0 +

∑H
h=1 µ(Nh) = λstable (say).

Hence, the stability region of the network is:{
(λ1, . . . , λG) : λtotal =

G∑
g=1

λg < λstable

}
. (10)

Next, suppose B = 0. Then packets cannot be off-loaded
from HCs to BCs, and hence each HC must serve all the
packets arriving on it. Hence, HC h is an M/M/1 queue with
arrival rate Λh and service rate µ(Nh). Recall that HC h is
stable iff Λh < µ(Nh) [55]. The network is stable iff every
HC is stable. Thus, the stability region is given by:(λ1, . . . , λG) : Λh =

∑
g∈Gh

λg < µ(Nh), h = 1, . . . ,H

 .

(11)
Example: Suppose the service rates are constant: µ(n) =

µ,∀n and µ0 = µ. Then: λstable = Bµ +
∑H
h=1 µ = (B +

H)µ = M ′µ. So by (10), the stability region with B ≥ 1 is:{
(λ1, . . . , λG) : λtotal =

G∑
g=1

λg < M ′µ

}
. (12)

The above holds irrespective of the choice of the partition
{G1, . . . ,GH}. Note that the stability region in (12) is the
maximum stability region that any policy can achieve, since all
arrival rate vectors whose total arrival rate is less than the total
available service rate in the system are in the region. Thus,
the GMAC protocol is optimal when B ≥ 1. The stability
region with B = 0 is that in (11), where µ(Nh) = µ and
the partition {G1, . . . ,GH} is selected so as to minimize the
quantity maxh∈{1,...,H} Λh. In particular, note that the stability
region with B = 0 is a subset of the following set:

{(λ1, . . . , λG) : λg < µ, g = 1, . . . , G} . (13)
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Clearly, the stability region in (13) is much smaller than
that in (12)– Fig 9 shows an example. Equations (10) and
(11) and the above example show that the use of BCs can
significantly enhance the stability region. Intuitively this is
because if no BCs are used, the system becomes unstable
if even one HC is unstable, whereas BCs enable the even
distribution of the traffic load across channels and hence full
utilization of the available resources. Next, as explained above,
the parameter Ch is analogous to the parameter CLTHu.
Recall that we chose the parameter Ch to be a large value (see
the paragraph after (9)), which allowed us to achieve a large
stability region– in particular, the optimal stability region in the
constant service rates case. This suggests that it is beneficial to
select a high value for the GMAC protocol parameter CLTHu.
Intuitively, this is because when CLTHu is high, nearly the
entire available capacity of the HCs is utilized.

VIII. SIMULATIONS

We now evaluate the performance of the GMAC protocol
via simulations.

A. Single Hop Case
Throughout this subsection, we consider a CRN with G =

10 groups and n nodes (SUs) in each group. Let N = Gn
(respectively, M ) denote the total number of nodes (respec-
tively, channels). In this subsection, we consider the single
hop case in which all N nodes are in the transmission range
of each other. On a given channel and in a given superframe
(SF), a PU is present (respectively, absent) throughout the
SF with probability r (respectively, 1 − r), independently of
other channels and SFs. At each node in group k, at the
beginning of each SF, with probability λk

n×burst s (respectively,
1 − λk

n×burst s ), burst s (respectively, 0) data packets arrive,
where burst s = 20. Thus, the expected total arrival rate at
group k is λk packets per SF. Each SF is divided into 100
slots, and the time required for transmission of a data packet
is 2 slots. Also, the length of a QP (respectively, SS) is 1
(respectively, 2) slot(s). In DTPs, nodes contend as in Slotted
ALOHA [6] to acquire access to the channel; also, upon
acquiring access, a node is allowed to continuously transmit at
most nh, nf and nb data packets on HCs, foreign channels and
BCs respectively 16. Mean CLTH denotes the average value of
the parameter CLTHu defined in Section V-C. Let p denote
the fraction of data packets of a node whose destination is
another node of its own group and α be the fraction of free
channels that are used as BCs.

First, we let λk = kλ0, for k = 1, 2, . . . , 10. The left
(respectively, right) plot in Fig. 10 shows the maximum value,
say λ∗0, of λ0 for which the network is stable (respectively, the
average delay, say Avg Delay Stable, for a fixed arrival rate
that belongs to the stability region) versus α. These plots show
that: (i) use of BCs significantly enhances the performance
over the no BCs (α = 0) case, and (ii) the best network
performance (i.e., highest λ∗0 and lowest Avg Delay Stable)
is obtained for medium values of α. This is because, for low

16Note that transmission of multiple data packets upon acquiring access
results in a higher efficiency than if only one data packet were transmitted.
The limits nh, nf and nb are imposed to ensure short-term fairness in the
transmission opportunities that different nodes get.

values of α, only a few BCs are available for offloading traffic
from HCs, and hence the HC of group 10, whose arrival rate
is the highest (10λ0), becomes unstable for a small value of
λ0. On the other hand, if α is larger than a threshold, there
are a large number of groups on each HC, resulting in a lot of
collisions, and hence degraded network performance. Next, we
let λk = λ for all k = 1, 2, . . . , 10. The left (respectively, right)
plot in Fig. 11 shows the maximum value, say λ∗, of λ for
which the network is stable (respectively, Avg Delay Stable)
versus Mean CLTH for α = 0.2, 0.5 and 0.8. Note that for a
fixed α, λ∗ and Avg Delay Stable are best for a medium
value of Mean CLTH. This is because for very low values
of Mean CLTH, the HCs are underutilized, whereas for very
high values, a large number of collisions occur on HCs, thus
degrading the network performance. The plots in Fig. 11 also
show, similar to the trends in Fig. 10, that for each fixed
value of Mean CLTH, the best λ∗ and Avg Delay Stable
are observed at a medium value of α (α = 0.5).
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Fig. 10. The following parameters are used in these plots: M = 20, N =
100, r = 0.5, nf = 1, nh = nb = 10, Th,min = 5, Tf,max =
60,Mean CLTH = 0.3. Also, λ0 = 1 for the plot on the right.

The left (respectively, right) plot in Fig. 12 shows λ∗

(respectively, Avg Delay Stable) versus p for three values
of N . Also, the curve labeled “Ideal” in the left plot is the
value of λ∗ under an ideal MAC protocol 17 in which at each
point in time, all the bandwidth unoccupied by PUs is used for
data transmissions. The left (respectively, right) plot in Fig. 12
shows that λ∗ increases (respectively, Avg Delay Stable
decreases) in p. This is because for high values of p, most
of the traffic of a node is intended for other nodes from its
own HC; so the overheads involved in switching to foreign
channels are reduced. The plots also show that for each fixed
p, the performance degrades as N increases, which is because
the number of collisions increases. Also, the left plot shows
that for high values of p, the λ∗ achieved by GMAC is around
62% of that for the ideal case.

The left (respectively, right) plot in Fig. 13 shows λ∗

(respectively, Avg Delay Stable) versus M for three values
of N . The left (respectively, right) plot in Fig. 13 shows that
λ∗ increases (respectively, Avg Delay Stable decreases) in
M , which is because more channels are available for data
transmission. The performance degrades as N increases as in
the plots of Fig. 12. Finally, for the left plot of Fig. 13, the
GMAC protocol achieves a λ∗ that is between 40% and 45%
of that for the ideal case. Thus, a large fraction (close to 1/2)
of the bandwidth unoccupied by PUs is utilized by the GMAC
protocol for data transmissions.

17Note that this protocol cannot be practically implemented in a distributed
manner and is considered only for comparison with the GMAC protocol.
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We have compared the performance of the GMAC protocol
with those of two existing multichannel MAC protocols for
CRNs, namely, Hopping based MAC (HMAC) protocol [50]
and Multichannel MAC (MMAC) protocol [49] combined with
Single-Radio Adaptive Channel (SRAC) algorithm [36]. The
MMAC protocol [49] has been designed for multichannel
wireless networks, which are closely related to CRNs, with
a difference being that in CRNs, secondary nodes need to
avoid interfering with PU transmissions. On the other hand, the
SRAC algorithm [36] incorporates sensing by secondary nodes
to avoid interference to PU transmissions, and is a flexible
algorithm that can be used in conjunction with one from among
multiple MAC protocols for multichannel wireless networks.
So the combination SRAC-MMAC is a multichannel MAC
protocol for CRNs. The left (respectively, right) plot in Fig.
14 shows λ∗ (respectively, Avg Delay Stable) versus p for
the GMAC, HMAC and SRAC-MMAC protocols. From the
plots in Fig. 14, we can infer that for sufficiently large values
of p, the GMAC protocol significantly outperforms the HMAC
and SRAC-MMAC protocols. This is consistent with intuition
since the design of the GMAC protocol has been customised
for networks with large values of p.
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Fig. 11. The following parameters are used in these plots: M = 15, N =
100, p = 0.8, r = 0.4, nf = 5, nh = 10, nb = 30, Th,min =
10, Tf,max = 70. Also, λ = 10 for the plot on the right.
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Fig. 12. The following parameters are used in these plots: M = 15, α =
0.5, r = 0.4, nf = 5, nh = 20, nb = 30, Th,min = 10, Tf,max = 70.
Also, λ = 5 for the plot on the right.

B. Multihop Case
In this subsection we evaluate the performance of the

proposed greedy algorithm (see Section VI-C) for solving the
GFP and also evaluate the performance of the GMAC protocol
in the multihop case.

Let us consider a CRN as an undirected graph G = (N , E),
where N is the set of nodes and E is the set of edges. Let
N = |N | be the total number of nodes. For the simulations,
such a graph is generated in a square of size 1 × 1. Nodes
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0.5, r = 0.4, nf = 5, nh = 20, nb = 30, Th,min = 10, Tf,max = 70.
Also, λ = 4 for the plot on the right.

p
0 0.2 0.4 0.6 0.8 1

λ
*

5

10

15

20

25
λ

*
 v/s p

GMAC
HMAC
SRAC-MMAC

p
0 0.2 0.4 0.6 0.8 1

A
v
g
_
D

el
ay

_
S

ta
b
le

×10
-3

2

2.5

3

3.5

4

4.5
Avg_Delay_Stable v/s p

GMAC
HMAC
SRAC-MMAC

Fig. 14. The following parameters are used in these plots: N = 80,M =
15, α = 0.5, r = 0.4, nf = 5, nh = 20, nb = 30, Th,min =
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are placed inside this square at locations which are chosen
uniformly at random from ((0, 1) × (0, 1)). There is an edge
between two nodes iff they are separated by a distance less than
or equal to d, where d is a parameter. If nodes u and v are
connected by an edge, then we assign the edge weight between
them as 1, else we assign ∞. For this network we compute
the shortest routes between all the node pairs using Dijkstra’s
algorithm [30]. For every node pair (u, v), assume that the rate
at which packets need to be sent from node u to v is λu,v .
For the simulations, λu,v is chosen uniformly at random from
(0.5λGFP , 1.5λGFP ), where λGFP is a parameter.

The left (respectively, right) plot in Fig. 15 shows the
sum of data rates,

∑
u,v∈N :(u,v)∈E λ

′
u,vYu,v , in (2) versus

N (respectively, versus H) for five different group formation
schemes, namely, the greedy algorithm (proposed in Sec-
tion VI-C), Random Edge scheme, Random Node scheme,
Tabu Search [28] method and Genetic Algorithm [28] method.
In the Random Edge scheme, node pairs are picked in a
random order, instead of in decreasing order of rates as in
the greedy algorithm, and assigned HCs as in Fig. 8. In the
Random Node scheme, nodes are picked in a random order and
assigned HCs randomly. Also, the Tabu Search and Genetic
Algorithm methods are heuristic algorithms that have been
extensively used in prior work to find solutions to various
combinatorial optimization problems [28]. From Fig. 15, we
can conclude that the proposed greedy algorithm significantly
outperforms the other four group formation schemes.

We also compared the performance of the proposed greedy
algorithm with that of the exhaustive search method for small
parameter values. The left (respectively, right) plot in Fig. 16
shows the sum of data rates versus N for H = 2 and C = 5
(respectively, versus H for N = 10 and C = 2). From the left
plot, it can be seen that for small values of N , the performances
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of the greedy algorithm and the exhaustive search method are
identical, and even for high values of N , the performance
of the greedy algorithm is close to that of the exhaustive
search method. From the right plot, too, it can be seen that
the performance of the greedy algorithm is close to that of the
exhaustive search method.

We consider that, at a node u at the beginning of each SF,
with probability λu,v

burst s (respectively, 1 − λu,v
burst s ), burst s

(respectively, 0) data packets destined to node v arrive, where
burst s = 20. Thus, the expected arrival rate of packets at
node u destined to node v is λu,v packets per SF.

The left (respectively, right) plot in Fig. 17 shows the maxi-
mum value, say λ∗GFP , of λGFP for which the network is sta-
ble (respectively, the average delay, say Avg Delay Stable,
for a fixed arrival rate that belongs to the stability region)
versus α for the values M = 15, 20, 25. These plots show that
the best network performance (i.e., highest λ∗GFP and lowest
Avg Delay Stable) is obtained for medium values of α. This
is because, for low values of α, only a few BCs are available
for offloading traffic from HCs. On the other hand, if α is
larger than a threshold, then the sizes of groups assigned to
each HC become larger due to reduction in the number of
HCs, resulting in a lot of collisions on every HC, and hence
degraded network performance.

The left (respectively, right) plot in Fig. 18 shows the
λ∗GFP (respectively, Avg Delay Stable) versus Mean CLTH
for α = 0.2, 0.5 and 0.8. The trends in these figures are similar
to the trends in Fig. 11.

The left (respectively, right) plot in Fig. 19 shows λ∗GFP
(respectively, Avg Delay Stable) versus M for three values
of N . The left (respectively, right) plot in Fig. 19 shows that
λ∗GFP increases (respectively, Avg Delay Stable decreases)
as M increases, which is because more channels are available
for data transmission. The plots also show that for each fixed
M , the performance degrades as N increases, which is because
the number of collisions increases.
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Fig. 15. The following parameters are used in these plots: d = 0.7, λGFP =
0.5. In the left plot H = 10, C = 5 and in the right plot N = 40, C = 2
are used.

IX. CONCLUSIONS

We presented the design and performance evaluation of the
GMAC protocol, which achieves high performance by exploit-
ing group structure information to reduce channel switching
overhead. The protocol requires each secondary node to have
only one narrowband transceiver and does not rely on a control
channel. We showed that the problem of partitioning the set
of nodes into groups is NP-complete and provided a greedy
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Fig. 16. The following parameters are used in these plots: d = 0.7, λGFP =
0.5. In the left plot H = 2, C = 5 and in the right plot N = 10, C = 2 are
used.
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Fig. 17. The following parameters are used in these plots: N =
30, r = 0.4, nf = 10, nh = nb = 20, Th,min = 10, Tf,max =
40,Mean CLTH = 0.3, d = 0.7. Also, λGFP = 10−3 for the plot
on the right.

algorithm to solve it. Our analysis of the GMAC protocol
via a queuing theoretic framework and extensive simulations
show that the use of buffer channels can significantly enhance
the stability region and reduce the average delay by evenly
distributing the traffic load across the free channels. Our
simulations also show that a large fraction of the bandwidth
unoccupied by primary users is utilized by the GMAC protocol
for data transmissions.
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