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ABSTRACT
The increasing penetration of intermittent, unpredictable re-
newable energy sources such as wind energy, poses significant
challenges for utility companies trying to incorporate renew-
able energy in their portfolio. In this work, we study the
problem of conventional energy procurement in the presence
of intermittent renewable resources. We model the prob-
lem as a variant of the newsvendor problem, in which the
presence of renewable resources induces supply side uncer-
tainty, and in which conventional energy may be procured
in three stages to balance supply and demand. We compute
closed form expressions for the optimal energy procurement
strategy and study the impact of increasing renewable pen-
etration, and of proposed changes to the structure of elec-
tricity markets. We explicitly characterize the impact of a
growing renewable penetration on the procurement policy
by considering a scaling regime that models the aggregation
of unpredictable renewable sources. A key insight from our
results is that there is a separation between the impact of
the stochastic nature of this aggregation, and the impact
of market structure and forecast accuracy. Additionally, we
study the impact on procurement of two proposed changes
to the market structure: the addition and the placement of
an intermediate market. We show that addition of an inter-
mediate market does not necessarily increase the efficiency of
utilization of renewable sources. Further, we show that the
optimal placement of the intermediate market is insensitive
to the level of renewable penetration.

1. INTRODUCTION
Society’s insatiable appetite for energy and growing en-

vironmental concerns have led many states in the United
States to enact renewable portfolio standards. The stan-
dards mandate that utility companies must procure a certain
percentage of their electricity from renewable sources [39].
For example, California has set the goal that 33% of its elec-
tricity should come from renewable sources by 2020. Among
possible renewable sources, wind energy is expected to play a
major role. There has been an explosive growth in installed
wind capacity over the last few years [15] due to the ease of
installation and low operational costs.

However, current electricity markets that govern energy
procurement were designed for a scenario where there is
very little uncertainty. More specifically, until now, supply
side uncertainty has been low, arising mainly due to genera-
tor failures, which are rare. Furthermore, accurate demand
forecasting ensures that the uncertainty in demand is small.
However, going forward, the introduction of large volumes of
highly intermittent and unpredictable renewable generation
will increase supply side uncertainty dramatically. Thus, in-
corporating wind energy1 into the energy portfolio of utilities

1For the remainder of the paper, we will use wind energy

is a challenging task that requires rethinking how electricity
is procured [34, 12, 9]. This paper seeks to provide insights
into the impact of increasing supply side uncertainty on the
‘efficiency’ of procurement.

Utility companies typically procure electricity via two modes
of operation - bilateral long term contracts and competitive
electricity markets [22, 35, 16]. In the former, utility com-
panies sign long term bilateral contracts with various gen-
erators to supply certain amounts of electricity for speci-
fied periods. Currently, most utility companies purchase the
bulk of their generation through long term bilateral con-
tracts. This is feasible because the aggregate demand is
highly predictable and because most conventional generators
have very little uncertainty. To account for daily (or hourly)
fluctuations in demand, the utility companies purchase the
remainder of their electricity in competitive electricity mar-
kets. These markets, in which utility companies are buyers,
and generators are sellers, are run by a third party called the
independent service operator (ISO). There are typically two
markets: a day-ahead or forward market, and a real time or
spot market. A utility company may buy electricity in both
markets in order to ensure that it has enough supply to meet
the demand.

Integration of wind energy into current electricity markets
has attracted considerable attention in recent years; excel-
lent surveys can be found in [10, 34]. Broadly speaking,
there are two different approaches to integrating wind into
current electricity markets. In one approach, wind power
producers participate only in competitive electricity markets
e.g., California’s participating intermittent resource program
(PIRP). Such a scenario has been analyzed, for instance, in
[5]. In the second approach, the wind power producers do
not participate in electricity markets; instead, they sign long
term multi-year contracts with utility companies. In such
contracts, the utility company acquires rights to the energy
generated from a certain wind farm installation in return
for a predetermined payment. For example, Southern Cal-
ifornia Edison (SCE), a major utility company serving the
greater Los Angeles area, has signed various contracts span-
ning 2 − 10 years with various wind farms to procure wind
energy ranging from 66.6 MW to 115 MW [30].

In this paper, we study the consequences of following the
second approach. In particular, we study a setting where
utility companies have procured large volumes of intermit-
tent, unpredictable renewable energy via long term contracts.
Because the realized amount of wind energy is variable and
unpredictable, the utility company must still procure con-
ventional generation via the electricity markets. Our goal
is to study the impact of this long term commitment to re-
newable generation on the procurement strategies for con-

interchangeably with renewable energy; the models and the
insights of our paper apply to any form of intermittent re-
source.



ventional generation.
Given the complexity of electricity procurement, we must

consider a simplified model to be able to obtain analytical
results. To that end, we consider a setting that ignores many
complexities of generation and transmission (e.g., ramp con-
straints and line capacities), but models explicitly the multi-
timescale nature of electricity procurement. Moreover, we
assume that the utility company is a price-taker in the mar-
kets for conventional generation, i.e., it cannot influence the
prices in these markets through its actions. These assump-
tions are standard in the literature and, though arguable,
they enable us to derive a closed form characterization of the
optimal energy procurement strategy of the utility company,
which leads to several useful, counter-intuitive insights.

Contributions of this paper. The main contributions of
this work fall, briefly, into two categories: (i) we charac-
terize the optimal procurement strategy in the presence of
long-term contracts for intermittent, unpredictable genera-
tion; and (ii) we study the impact of increasing renewable
penetration and proposed changes to market structure on
the optimal procurement strategy. We describe these each
in more detail in the following.

The first contribution of this work is to characterize
the optimal procurement strategy for a utility company that
has a long term contract with an unpredictable generation
source, e.g., wind energy (see Section 3). More specifically,
we derive closed-form formulas for the optimal procurement
that a utility company needs to make in both long term and
day ahead markets. This result is a generalization of solu-
tions for the classical newsvendor problem [1, 33, 20]. A key
feature of our result is that the optimal procurement quan-
tities can be viewed in terms of reserves, where these reserve
quantities are the additional purchases that the utility needs
to make to balance the current uncertainty of the supply and
the higher cost of procuring energy in future markets.

The second contribution of this work is to study how
the optimal procurement strategy changes as the penetration
of renewable energy grows (see Section 4). In particular, we
consider a scenario where the quantity of renewable gener-
ation contracted for grows, and ask how the procurement
changes. The scaling for increasing penetration that we con-
sider allows for a wide variety of models for how the unpre-
dictability of renewable generation changes with increased
penetration. For example, it includes scaling via additional
sources with either independent or highly correlated gener-
ation. Our main result from this section yields a simple,
informative equation summarizing the impact of renewable
generation on the procurement of conventional generation.
Specifically, Theorem 2 states that the average total pro-
curement of conventional generation in the presence of a long
term contract for wind is

d− αγ + δγθ

where d is the demand, α is the average generation of a single
wind farm, γ is the number of wind farms (i.e., the renew-
able penetration), θ is a constant capturing the dependence
between the generations of different wind farms, and δ is a
constant that depends on the details of the market structure.

The way to interpret this equation is as follows. d − αγ
represents the minimum average procurement, since this is
the amount of demand that is not met by the wind. Thus,
the ‘extra’ generation required because of the uncertainty of
the wind is δγθ. The key point about this term is that γθ is
purely dependent on the degree of renewable penetration and
the correlation between renewable sources; thus the impact
of market structure is limited to δ.

The third contribution of this work is to study the im-
pact of proposed changes to market structure [34, 9] on the

optimal procurement strategy. In particular, there are two
types of changes to the market structure that are most com-
monly considered: changing the placement of the day ahead
market, e.g., by moving it closer to real time; and adding
markets, e.g., adding a new market between the day ahead
and real time markets [28]. The results in Sections 5 and 6
address the impact each of these possibilities.

First, Section 5 studies the impact of the placement of
markets on procurement. This is a particularly salient issue
because one might expect that as the penetration of renew-
able energy increases, it is beneficial to shift markets closer
to real time, in order to take advantage of the improved pre-
diction accuracy of the renewable generation. Our results
highlight that this intuition may not be true. Specifically,
we prove that, under very general assumptions, the place-
ment of the day ahead market that minimizes the average
total cost of procurement is independent of the penetration
of renewables (Theorem 3).

Next, Section 6 studies the impact of additional markets
on procurement. The addition of markets is often suggested
as a way to help incorporate renewable generation by provid-
ing new markets closer to real time where predictions about
renewable availability are more accurate. Our results high-
light that one needs to be careful when considering such a
change. Specifically, we contrast procurement in a two level
market with procurement in a three level market in order to
understand the role of adding an intermediate market. Of
course, the cost of procurement always decreases as addi-
tional markets are introduced. However, with environmen-
tal concerns in mind, the key question is not about cost but
about the amount of conventional generation procured. Per-
haps surprisingly, additional markets do not always reduce
the amount of conventional generation procured. Specifi-
cally, if we consider the addition of an intermediate mar-
ket, then the average amount of conventional generation may
drop or grow depending on the quality of the estimates for
renewable generation, i.e., δ in Equation (1) may decrease
or increase. Informally, if the estimation error is, in a sense,
light-tailed (e.g., Gaussian), then the addition of an inter-
mediate market reduces procurement of conventional gener-
ation (Theorem 5); but if the error has a heavy-tail (e.g.,
power-law, heavy-tailed Weibull), then the addition of an
intermediate market can have the opposite effect (Theorem
4). Interestingly, it is typical to assume in analytical work
that forecast errors are Gaussian [18, 38, 28], whereas empir-
ical work on wind power generation suggests that a Weibull
distribution may be a more accurate description [19, 6].

2. MODEL
Our goal in this paper is to understand how the presence

of long term contracts for intermittent, unpredictable re-
newable generation impacts the procurement of conventional
generation. Such long term contracts are a common, effec-
tive way of incorporating renewable energy into a utility’s
portfolio [30]; however they create challenges for a utility
company’s procurement of conventional generation. Thus,
at the core of the paper, is a model of the electricity markets
for conventional generation utility companies participate in,
which we describe in this section. The key features we seek
to capture are (i) the multi-timescale nature of electricity
markets, (ii) price volatility, and (iii) the uncertainty of re-
newable generation.

Specifically, the procurement of conventional generation
typically happens through participation in a multi-tiered set
of electricity markets including a ‘long-term market’ (typ-
ically bilateral contracts), which could take place years or
months ahead of time; an ‘intermediate market’, a.k.a. for-
ward market, which could take place a day or several hours
ahead of time; and a ‘real time market’, a.k.a. spot mar-



ket. This multi-tiered structure means that when the utility
company purchases conventional generation in the long term
or intermediate markets it does not know how much renew-
able generation will be realized, nor does it know what the
price will be in the spot market. So, its decisions must be
made using only forecasts of these quantities, and, given the
volatility of both renewable generation and prices, this cre-
ates a challenging procurement problem for the utility.

2.1 Model overview
To keep the model simple enough to allow analytic study,

we ignore issues such as generator ramping constraints and
transmission network capacity constraints in our model and
further assume that the utility company has no access to
large scale energy storage capacity. These assumptions allow
us to focus on a single instant of time, which we denote by
t = 0, and to consider only aggregate supply and demand.

We denote the electricity demand the utility company un-
der consideration faces by d, and assume it is fixed and
known ahead of time. This assumption is not restrictive in
our setting, since demand uncertainty can be incorporated
into the uncertainty of renewable generation. To meet the
demand d, the utility company combines long term contracts
for renewable generation (for simplicity we will often refer to
this simply as “wind”) with participation in a typical three-
tier set of electricity markets for conventional generation:

(i) A long term market, in which the purchase commitment
is made at time −Tlt. The price in this market is de-
noted plt, and when making its purchase commitment,
the utility has a forecast ŵlt of the wind generation
that will be realized at t = 0.

(ii) An intermediate market (forward market), in which the
purchase commitment is made at time −Tin. The price
in this market is denoted pin, and when making its
purchase commitment, the utility has a forecast ŵin of
the wind generation that will be realized at t = 0.

(iii) A real time market (spot market), in which the pur-
chase commitment is made at time t = 0. The price in
this market is denoted prt, and utility knows the actual
realization of the wind generation w at this time.

Of course, −Tlt < −Tin < 0.
The key feature of this model is the evolution of prices

(plt, pin, prt) and renewable forecasts (ŵlt, ŵin, w) across mar-
kets. We describe our stochastic models for these evolutions
in the following.

2.2 Evolution of prices
Prices in electricity markets are typically uncertain and

volatile. Thus, for example, when deciding the procurement
strategy in the long term market, a utility company does not
know what the prices will be in the intermediate or real time
markets. However, in general, conventional energy tends to
be more expensive in markets closer to real time. The reason
for this is that the marginal costs of production tend to be
higher in spot markets than in forward or long term markets
because any conventional energy that is demanded closer to
real time is provided by generators that have low start up
time and these generators typically are more expensive than
generators that require several hours to start up.

Our model for the evolution of prices across the markets
focuses on the two features described above – price volatility
and increasing costs closer to real time.

Specifically, we assume that plt is the known fixed price
in the long term markets. Since long term purchase com-
mitments are made via bilateral contract where the utility
company knows the price, this assumption is very mild and
typically true in reality.

Next, let pin be the random price in the intermediate mar-
ket. We make the assumption that E[pin] > plt. This as-
sumption reflects the fact that the generators used to supply

electricity in the intermediate markets tend to have a higher
marginal cost of production, and hence on average, the price
in the intermediate market is higher that the price in long
term market [31]. Note that the utility company knows the
exact realization of the intermediate price at time of pro-
curement in the intermediate market (i.e., at time −Tin).
However, when the utility company is making a purchase
commitment in the long term market, it is uncertain about
the price in the intermediate market.

Similarly, let prt be the random price in the real time (or
spot) market. We make the assumption that E[prt|pin] >
pin. This assumption states that given any realization of the
intermediate price, the real time prices are higher on average.
This reflects the fact that the electricity generated in real
time market comes from fast ramp up generators which have
a higher marginal cost of production. Note that at t = 0,
the utility company knows the exact realization of the real
time price, but its value is uncertain at the time of the long
term and intermediate purchase commitments.

Importantly, the assumptions on the price evolution imply
that E[prt] > E[pin] > plt. However, any particular realiza-
tion of the prices may have the price in real time market less
than the intermediate price, or the price in the intermediate
market less that the long term price.

Additionally, we make the following mild regularity as-
sumptions. Let [p

in
, p̄in] denote the support of the random

variable pin, where p
in

> 0. We assume that pin is asso-

ciated with a density function fpin(·) which is continuous
over (p

in
, p̄in), and fpin(p) > 0 for p ∈ (p

in
, p̄in). Also,

E[prt|pin = p] is continuous with respect to p over (p
in
, p̄in).

Finally, we assume that E[pin],E[prt] <∞.
Our model is a generalization of the well-known martin-

gale model of forecast evolution [17, 14, 18], which assumes
additionally that the random variables plt−pin and pin−prt
are independent and normally distributed.

Finally, it is important to note that our model for price
evolution assumes that the utility company cannot impact
the price. This corresponds to assuming that the utility
company under consideration is a small participant in the
market, and hence is a ‘price-taker’. This is a common as-
sumption in literature [5, 21] and is typically true if there
is enough competition from the demand side in electricity
markets. Of course it would also be interesting to consider
a more general model where the prices arrive endogenously
from market behavior. However, incorporating multiple for-
ward markets into multi-stage models is notoriously difficult
and, as a result, the assumption of perfect foresight (no pre-
diction error) is typically needed to obtain analytic results
in these cases, e.g., [26, 7].

2.3 Evolution of wind forecasts
A fundamental challenge of incorporating long-term con-

tracts for renewable energy is the uncertainty about how
much renewable energy will be realized in real time and the
fact that the utility company must guarantee that it pro-
cures enough generation to meet the demand despite this
uncertainty. In particular, at the time of each market, the
utility company needs to forecast how much wind generation
will be available at time t = 0. Note that if the available
wind energy was known with certainty, the utility company
could purchase its entire remaining demand exactly in the
long term market; however, because the amount of available
wind energy at time t = 0 is highly uncertain at the time of
the long term market, the utility company needs to balance
its lowest cost purchase in long term with better estimates
of wind energy closer to real time.

To capture this, we consider a model where the forecast
accuracy of the wind generation improves upon moving closer
to real time, i.e., t = 0.



h(r) , plt −
∫ p̄in

p=p
in

pF̄E1(r − rin(p))fpin(p) dp−
∫ p̄in

p=p
in

E[prt|pin = p]P (E1 + E2 > r; E1 < r − rin(p)) fpin(p) dp = 0 (6)

Specifically, we assume that the utility company comes to
know the value of wind realized at time t = 0, denoted by
w, only when purchasing generation in the real time market.
During the long term and intermediate markets the utility
only has estimates of w, denoted by ŵlt and ŵin respectively.
Clearly, in general, uncertainty about the wind generation w
decreases as one moves closer to real time. Formally, we
capture this by assuming that

ŵin = ŵlt − E1, and w = ŵin − E2, (1)

where E1 and E2 are zero mean independent random vari-
ables, independent of the prices pin and prt. In other words,
we assume that the forecast of w evolves with independent in-
crements where the random variables E1 and E2 capture these
increments. Note that ŵlt is a coarser estimate of w than
ŵin, since the long term forecast error ŵlt − w = E1 + E2 is
more variable than the intermediate forecast error ŵin−w =
E2. Our model is a generalization of the well-known martin-
gale model of forecast evolution [17, 14, 18], which makes
the additional assumption that E1 and E2 follow a Gaussian
distribution.

Let [L1, R1] and [L2, R2] denote respectively the supports
of the random variables E1 and E2, where L1, L2 ∈ {−∞}∪R
and R1, R2 ∈ R ∪ {∞}. We make the following regularity
assumptions on the distributions of E1 and E2: they are as-
sociated with continuously differentiable density functions,
denoted by fE1(·) and fE2(·) respectively, with fEi(x) > 0
for x ∈ (Li, Ri).

This concludes our discussion of the model of this paper.
The following notation is used heavily in the remainder of
this paper. We use P (E) to denote the probability of an
event E, and F̄X to denote the complementary cumulative
distribution function associated with the random variable X,
i.e., F̄X(x) = P (X > x). Finally, [x]+ := max{x, 0}.

3. OPTIMAL PROCUREMENT
In this section, we formalize the utility’s procurement prob-

lem, and then characterize the optimal procurement strat-
egy. This strategy is the basis for the explorations of the
impact of increased penetration of renewables and changes
to market structure in subsequent sections.

3.1 The procurement problem
To begin, note that the procurement decision of the utility

in each market can depend only on the information avail-
able to the utility company at that time. Specifically, in
each market, we consider procurement strategies that de-
pend only on (i) the wind estimate available at the time of
purchase, (ii) the price of conventional generation in the cur-
rent market, and (iii) the total conventional generation that
has already been procured.2 Accordingly, let qlt(ŵlt, plt) de-
note the quantity of conventional generation procured in the
long term market, given the long term wind estimate ŵlt and
long term price plt. Similarly, let qin(ŵin, qlt, pin) denote the
quantity of conventional generation procured in the interme-
diate market, given the corresponding wind estimate ŵin, the
realized price pin, and qlt (the quantity procured already).
Finally, let qrt(w, qlt + qin, prt) denote the the quantity of
conventional generation procured in the real time market,

2Given our stochastic model for prices and wind forecast
evolution, it is easy to show that there is no loss of optimality
in restricting policies to this class.

which depends on the realized wind w, the actual price in
the real time market prt, and the quantity procured already,
i.e., qlt + qin. For notational convenience, we often drop the
arguments from these functions and simply write qlt, qin, qrt.
We make the assumption that the utility cannot sell power
in any market3, and thus the quantities procured in all three
markets must be non negative.

When determining these procurement quantities, we as-
sume that the utility company is seeking to minimize its ex-
pected total cost while ensuring that the total quantity pur-
chased in these three markets satisfies the residual demand
(i.e., the demand minus the available wind in real time).
Thus, we can express the optimal procurement problem as
follows:

min
qlt,qin,qrt

E [pltqlt + pinqin + prtqrt] (P )

subject to qlt ≥ 0, qin ≥ 0, qrt ≥ 0

qlt + qin + qrt + w ≥ d.
Recall that qlt, qin and qrt are functions that depend on the
corresponding wind estimate, price of conventional genera-
tion, and the total procurement so far. Here, the expectation
is with respect to the randomness associated with the wind
forecast evolution and price volatility.

The optimal procurement problem posed above is mathe-
matically equivalent to a variant of the classical newsvendor
problem [20, 27]. In Section 7, we discuss the relationship
between our work and the literature on the newsvendor prob-
lem.

A final comment about the the optimal procurement prob-
lem above is that we have considered a three tiered market
structure that models the common current practice. In gen-
eral, the optimal procurement problem is simply a Markov
decision process, and can be studied for arbitrary numbers
of tiers, e.g., see [28]. We limit ourselves to a three tiered
structure in this paper to keep the analysis simple and the
resulting formulas interpretable.

3.2 The optimal procurement strategy
The following theorem is the foundational result for the

remainder of the paper. It characterizes the optimal pro-
curement strategy for a utility company in a three tiered
market with price volatility.

Theorem 1. The optimal procurement strategy for the util-
ity company in the three tiered market scenario of Problem
(P ) is:

q∗lt = [d− ŵlt + rlt]+ (2)

q∗in = [d− ŵin − qlt + rin(pin)]+ (3)

q∗rt = [d− w − qlt − qin]+ , (4)

where

rin(pin) = F̄−1
E2

(
pin

E[prt|pin]

)
, (5)

and rlt is the unique solution of (6).

The proof of Theorem 1 is given at the end of this sec-
tion. A key feature of this theorem is that the structure of

3Our model can be extended to relax this assumption. How-
ever, we do not consider this generalization because it adds
complexity without providing additional insight.



the the optimal procurement strategy gives a natural inter-
pretation to rlt and rin(pin) as reserve levels. Specifically,
at the time of purchase in the long term market, d − ŵlt
can be interpreted as an estimate of the conventional pro-
curement that is required to meet the demand. Then rlt is
the additional ‘reserve’ purchased by the utility to balance
the current wind uncertainty and the higher cost of conven-
tional energy in subsequent markets. The reserve rin(pin)
has a similar interpretation. We note that the intermediate
reserve level is a function of the price of conventional gener-
ation in the intermediate market. For notational simplicity,
we often drop the argument of this function, and simply write
rin. We henceforth refer to rlt and rin as the (optimal) long
term and intermediate reserves respectively.

It is important to point out that the reserves rlt and rin
may be positive or negative. A negative reserve implies
that it is optimal for the utility to maintain a net procure-
ment level that is less than the currently anticipated resid-
ual demand, and purchase any shortfall in subsequent mar-
kets. The values of the optimal reserves depend on the price
volatility (via the distribution of intermediate and real time
prices) as well as the accuracy of the wind forecasts ŵlt and
ŵin (via the distributions of the random variables E1 and
E2). Note that the optimal reserves do not depend on the
demand d, or on procurements made in prior markets.

As is evident from Equation (5), the optimal reserve in
the intermediate market is structurally similar to the crit-
ical fractile solution of the classical newsvendor model [1].
This is because, at the time of the intermediate market, the
utility company conjectures the average real time price to be
E[prt|pin], and having already purchased the quantity qlt, it
faces a problem similar to the classical newsvendor problem.

Finally, Theorem 1 highlights the need for the following
additional assumption in order to avoid trivial solutions.

Assumption 1. We assume that the demand is large enough
that the utility company procures a positive quantity in the
long term market. That is, d− ŵlt + rlt > 0.

This assumption ensures that the optimal procurement prob-
lem in the three market has a non-trivial solution in the fol-
lowing sense: if d − ŵlt − rlt ≤ 0, then the utility company
procures q∗lt = 0 in the long term. In this case, the procure-
ment problem effectively reduces to a two market scenario.
Intuitively, Assumption 1 will hold as long as the demand
d exceeds the peak capacity of the renewable installations,
which is of course true in most current practical scenarios.
Assumption 1 allows us to rewrite the optimal procurement
quantities in three markets as follows:

q∗lt = d− ŵlt + rlt,

q∗in = [E1 − rlt + rin(pin)]+ , (7)

q∗rt = [E2 − rlt + min{E1, rlt − rin(pin)}]+ ,

where we abuse notation to let q∗lt, q
∗
in and q∗rt represent the

(random) quantities that are purchased in the long term, the
intermediate, and the real time markets respectively.

We conclude this section with the proof of Theorem 1.

Proof of Theorem 1. Since the utility is required to
procure enough generation to satisfy its demand, it it easy to
see that the optimal strategy in real time is to procure just
enough conventional energy to exactly meet the demand, i.e.,
q∗rt = [d− w − qlt − qin]+. This ensures that the last con-

straint in the optimization (P ) is always satisfied.
Having decided the optimal strategy for real time, the op-

timization problem (P ) can now be re-written as

min
qlt,qin

E
[
pltqlt + pinqin + prt [d− w − qlt − qin]+

]
subject to qlt ≥ 0, qin ≥ 0.

This problem is a 3-stage Markov decision process [4], with
the stages corresponding to the long term, intermediate, and
real time markets. The state in each market is the tuple
consisting of (i) the current wind estimate, (ii) the price of
conventional generation in the current market, and (iii) the
total conventional generation procured so far. The action in
each stage corresponds to the procurement decision in that
market, and the stage cost is the cost of that procurement.
We summarize the Markov decision process associated with
the optimal procurement problem in the table below.

stage state action stage cost
1 S1 = (ŵlt, plt, 0) qlt pltqlt
2 S2 = (ŵin, pin, qlt) qin pinqin
3 S3 = (w, prt, qlt + qin) prt [d− w − qlt − qin]+

We can now compute the optimal procurement strategy
for the intermediate and the long term markets using the dy-
namic programing algorithm [4]. In the intermediate market,
the optimal procurement is the minimizer of the expected
cost to go; it is therefore the solution of the following opti-
mization.

min
qin≥0

E
[
pinqin + prt [d− w − qlt − qin]+ | S2

]
. (8)

Using Equation (1) to write w = ŵin − E2 and making the
substitution qin = d−qlt−ŵin+r, we can write the objective
function in the above minimization problem as

ξ(r) = pin(d− qlt − ŵin + r) + E[prt|pin] E [E2 − r]+ .

Here, we can think of r as the additional reserve required
in the intermediate market. By direct differentiation, we
get that ξ′(r) = pin − E[prt|pin] F̄E2(r). Since ξ′(r) is non-
decreasing, ξ(·) is convex. Moreover, rin(pin) ∈ (L2, R2)
is the unique minimizer of ξ(·) over R. It is now easy to
see that minimization (8) is convex, and that the optimal
procurement in the intermediate market is given by (3).

The derivation of the optimal procurement in the long
term market is more cumbersome. Due to space constraints,
we omit some algebraically intensive calculations here, and
only outline the main steps of the derivation. Denoting the
optimal cost to go from the intermediate stage onwards by
J∗2 (S2), the optimal procurement in the long term market is
the solution to the following optimization.

min
qlt≥0

E [pltqlt + J∗2 (S2) | S1] (9)

In the above objective, we make the substitution qlt = d −
ŵlt+r, with the interpretation that r is the additional reserve
in the long term. Denoting the objective now by ϕ(r), it can
be shown that

ϕ′(r) = h(r),

where h(r) is defined in Equation (6). Differentiating again,
we obtain

ϕ′′(r) = h′(r)

=

∫
p

∫ ∞
rin

E[prt|pin = p] fE1(r − z) fE2(z) fpin(p) dz dp.

Here, the integral with respect to the variable p is over
the interval [p

in
, p̄in], i.e., the support of the random in-

termediate price pin. Also, we interpret a density function
to be zero outside the support of the corresponding ran-
dom variable, if the support is finite. Since ϕ′′(·) is non-
negative, ϕ(·) is convex. Let rin := infp∈(p

in
,p̄in) rin(p).

Since fEi(x) > 0 over x ∈ (Li, Ri), it follows that ϕ′′(r) > 0
for r ∈ (L1 + rin, R1 + R2), and that ϕ′′(r) = 0 for all
r < L1 + rin and r > R1 + R2. This implies that ϕ′(r) is



strictly increasing over the range r ∈ (L1 +rin, R1 +R2). An
elementary application of the dominated convergence theo-
rem yields

lim
r→−∞

ϕ′(r) = plt − E[pin] < 0, lim
r→∞

ϕ′(r) = plt > 0.

It therefore follows that the equation ϕ′(r) = 0 has a unique
solution rlt ∈ (L1 +rin, R1 +R2). Moreover, rlt is the unique
minimizer of ϕ(·) over R. Finally, it follows as before that
the optimization (9) is convex, and that the optimal pro-
curement in the long term market is given by (2).

4. THE IMPACT OF INCREASING
RENEWABLE PENETRATION

The penetration of renewable energy, in particular of wind
energy, is poised for major growth over the coming years. A
consequence of this is that utility companies will face an ever
increasing supply side uncertainty. In this section, we explore
the impact of this growth on procurement. Specifically, we
ask: how will the optimal procurement policy change as the
volume of intermittent wind resources increases?

To answer this question, we introduce a scaling regime for
wind penetration, which models the effect of aggregating the
output of several wind generators. A key feature of our scal-
ing model is that it allows for varying levels of stochastic
dependence between the intermittent energy sources being
aggregated. For example, our model lets us study the aggre-
gation of independent sources, as well as perfectly correlated
sources.

Based on this scaling model, we study how the optimal
reserves, the amount of conventional generation procured, as
well as the cost of procurement scale with increasing wind
penetration. Our analysis yields clean and easy to interpret
scaling laws for these quantities. Remarkably, the scaling
laws reveal a decoupling between the impact of the level of
stochastic dependence between different wind sources and
the impact of market structure and wind forecast accuracy.

4.1 A scaling regime
We begin by describing our scaling model for wind pene-

tration. We start with a baseline scenario. Let us denote by
α the average output of a single intermittent generator. For
concreteness, we refer to this as the baseline wind farm in the
following. We let Ẽ1 and Ẽ2 be the error random variables
that relate the long term wind estimate ŵlt to the estimate
of the wind in the intermediate market ŵin and the actual
wind realization w (see Equation (1)). We assume that in
the long term market there is no better estimate of the wind
than the long term average, i.e., ŵlt = α. Note that the op-
timal procurement in the baseline scenario (before scaling)
can be computed using Theorem 1. For the remainder of this
section, we use r̃lt and r̃in to denote respectively the opti-
mal long term and the intermediate reserve in the baseline
scenario. We emphasize that r̃in is a function of the realiza-
tion of the intermediate price pin, although we suppress this
dependence for notational convenience in this section.

To scale the wind penetration, we introduce a scale param-
eter γ that is proportional to the capacity of wind generation.
The scale parameter γ may be interpreted as the number of
(homogeneous) wind farms whose aggregate output is avail-
able to the utility company. Thus, the average wind energy
available to the utility company is given by ŵlt(γ) = γα.
Clearly, as the capacity of wind generation scales, the error
in the wind forecast available at both the long term and the
intermediate markets will also scale, and this scaling will de-
pend on the correlation between the generation at each of
the wind farms. We use the following simple, but general

scaling model.

ŵlt(γ) = γα,

E1(γ) = γθẼ1, (10)

E2(γ) = γθẼ2,

where we let θ ∈ [1/2, 1]. It is important to point out that
our scaling regime leaves the prices of conventional gener-
ation unchanged; we scale only the volume of intermittent
generation.

To interpret this scaling, consider first the case θ = 1. In
this case, E1 = γẼ1 and E2 = γẼ2, implying that ŵin(γ) and
w(γ) scale proportionately with γ. This scaling corresponds
to a scenario where the aggregate wind output with γ wind
farms is simply γ times the output of the baseline wind farm.
One would expect such a scaling to occur if the wind farms
are co-located.

The case of θ = 1/2 (with Ẽ1 and Ẽ2 being normally dis-
tributed) corresponds to a central limit theorem scaling, and
seeks to capture the scenario where the output of each wind
farm is independent. Equation (10) captures this scenario
exactly if the forecast evolution distributions for each wind
farm follow a Gaussian distribution. If not, Equation (10)
can be interpreted as an approximation for large enough γ
based on the central limit theorem. Intuitively, one would
expect such a scaling if the different wind farms are geo-
graphically far apart.

Finally, the case θ ∈ ( 1
2
, 1) seeks to capture correlations

that are intermediate between independence and perfect cor-
relation (see, for instance [2, 36]).

Note that the forecast error distributions grow slowest
when the outputs of different wind farms are independent,
and fastest when the outputs are perfectly correlated.

4.2 Scaling results
Given the scaling regime described above, we can char-

acterize the impact of increasing penetration of intermit-
tent resources on the procurement of conventional genera-
tion. First, we analyze how the optimal reserve levels scale
with increasing wind penetration. Next, we use these results
to obtain scaling laws for the procurement quantities in the
three markets, and also the total procurement and the total
cost of procurement.

The scaling of reserve levels.
The following lemma characterizes the scaling of the optimal
reserves under our wind scaling model. It shows the optimal
reserve levels in the long term and intermediate markets fol-
low the same scaling as imposed on the distributions of the
forecast errors.

Lemma 1. Under the scaling regime defined in Equation (10),
the optimal long term and intermediate reserves scale as:

rlt(γ) = γθ r̃lt, rin(γ) = γθ r̃in. (11)

We emphasize that r̃in and rin(γ) are both functions of
the intermediate price. Equation (11) states that the func-
tion rin(γ) scales proportionately to γθ, i.e., (rin(γ))(pin) =
γθ r̃in(pin).

Proof. From Theorem 1, given any scale parameter γ,
the optimal reserve in the intermediate market rin(γ) is the
unique solution of the equation

P (E2(γ) > rin(γ)) =
pin

E[prt|pin]
. (12)

Now, noting that E2(γ) = γθẼ2, and P
(
Ẽ2 > r̃in

)
= pin

E[prt|pin]

(by Theorem 1 applied to the baseline scenario), we conclude
that rin(γ) = γθ r̃in satisfies Equation (12).



The optimal long term reserve rlt(γ) is the unique solution
of Equation (6), with E1, E2, and rin substituted by E1(γ),
E2(γ), and rin(γ), respectively. As before, using the charac-
terization of r̃lt obtained from Equation (6) applied to the
baseline scenario, it is easy to verify that rlt(γ) = γθ r̃lt.

The scaling of procurement quantities.
Using Lemma 1, we can now characterize the optimal pro-
curement amounts in the three markets. As in Section 3, to
avoid the trivial solution with zero long term procurement,
we restrict the range of scale parameter γ to satisfy

d > γα− γθ r̃lt, (13)

This ensures that the optimal long term procurement, given
by q∗lt(γ) = [d− ŵlt(γ) + rlt(γ)]+ is strictly positive.4 For
the remainder of this section, we focus on the range of scale
parameter γ that satisfies Condition (13). Intuitively speak-
ing, Condition (13) will hold as long as the demand is larger
than the peak wind capacity. Under this assumption, using
Equation (7) and Lemma 1, we get that the optimal pro-
curement quantities in the long term, intermediate, and real
time markets is given by

q∗lt(γ) = d− γα+ γθ r̃lt,

q∗in(γ) = γθ
[
Ẽ1 − r̃lt + r̃in

]
+
, (14)

q∗rt(γ) = γθ
[
Ẽ2 − r̃lt + min{Ẽ1, r̃lt − r̃in}

]
+
.

The above equations reveal that as we increase the pene-
tration of wind, the optimal procurement in the intermedi-
ate and the real time markets increases proportionately to
γθ. This increasing procurement in markets closer to real
time is a consequence of the increasing uncertainty in the
renewable forecasts. Indeed, note that the procurements in
the intermediate and real time markets scale in exactly the
same manner as the forecast error distributions. Therefore,
these procurements scale slowest when outputs of different
wind farms are independent, and fastest when the outputs
are perfectly correlated. From the standpoint of the system
operator, Equation (14) describes how the installed capacity
of fast ramp conventional generators that can supply energy
in the intermediate and real time markets needs to scale as
the capacity of wind generation scales.

The scaling of the total procurement and the total cost
of procurement.
As we scale the wind capacity, we expect that the amount
of total conventional energy procured, as well as the cost of
procurement must decrease. The following theorem charac-
terizes the scaling laws for these quantities. Let TP (γ) and
TC(γ) denote respectively the total procurement of conven-
tional energy and the total cost of procurement, correspond-
ing to scale parameter γ.

Theorem 2. For the range of scale parameter γ satisfy-
ing Equation (13), the expected total procurement and the
expected total cost are given by

E[TP (γ)] = d− αγ + δγθ, (15)

E[TC(γ)] = plt(d− αγ) + δ′γθ, (16)

4One sufficient θ-independent condition that ensures that
Condition (13) holds is γ < d

α+|r̃lt|
. This imposes an upper

bound on the degree of penetration that we consider.

where, δ ≥ 0 and δ′ ≥ 0 are defined as

δ , r̃lt + E
[
Ẽ1 − (r̃lt − r̃in)

]
+

+ E
[
Ẽ2 − r̃lt + min{Ẽ1, r̃lt − r̃in}

]
+
,

δ′ , pltr̃lt + E
{
pin
[
Ẽ1 − (r̃lt − r̃in)

]
+

}
+ E

{
prt
[
Ẽ2 − r̃lt + min{Ẽ1, r̃lt − r̃in}

]
+

}
.

The scaling law (15) has the following interpretation. If
there were no uncertainty in the wind generation, i.e., w(γ) =
ŵlt(γ) = αγ, then it easy to see that the utility would pro-
cure the exact residual demand, i.e., d−αγ in the long term
market (since the prices of conventional generation increase
on average as we move closer to real time). From (15), we
see that on average, the utility has to make an ‘additional
procurement’ equal to δγθ as a result of the uncertainty in
the wind generation. The fact that this additional procure-
ment grows proportionately to γθ highlights the benefit of
aggregating independent wind sources. Specifically, if θ = 1,
i.e., the wind farms are co-located, then the additional pro-
curement is of the same order as the wind capacity. On the
other hand, if θ = 1/2, i.e., the wind farms are geographi-
cally far apart, then the additional procurement grows much
slower than the wind capacity.

The scaling law (16) has a similar interpretation. As be-
fore, note that if there were no uncertainty in the wind gen-
eration, then plt(d−γα) equals the (optimal) average cost of
conventional procurement. From (16), we see that on aver-
age, the utility incurs an ‘additional cost’ equal to δ′γθ as a
result of the uncertainty in the wind generation. Once again,
we see the benefit of aggregating independent wind sources.
Thus, intuitively speaking, a utility company would benefit
from signing long term contracts with wind generators that
are as geographically spread out as possible.5

The structure of the scaling laws (15) and (16) also reveals
an interesting separation between the impact of the level of
stochastic dependence between different wind sources and
the impact of market structure and wind forecast accuracy.
To see this, consider the ‘additional procurement’ δγθ in
Equation (15) and the ‘additional cost’ δ′γθ in Equation (16).
The factor γθ is purely dependent upon the volume of wind
capacity and the stochastic dependence between the outputs
of the different wind farms. On the other hand, the factors
δ and δ′ depend on only the prices of conventional energy
in the three markets (and their volatility), and the baseline
forecast error distributions. In other words, δ and δ′ are in-
variant with respect to the aggregation of wind sources. As
we discuss in the next section, this separation has interesting
consequences for market design.

We now present the proof of Theorem 2, which follows
from Lemma 1 and Theorem 1.

Proof of Theorem 2. The expected total procurement
and the expected total cost follow trivially from Equation (14).

To prove that δ ≥ 0, we note that the optimization prob-
lem P requires that the total procurement exceed d − w(γ)
for every realization of wind w. Thus, the expected total
procurement must satisfy E[TP (γ)] ≥ d−γα, which implies,
using Equation (15), that δ ≥ 0.

To prove that δ′ ≥ 0, we consider a hypothetical pro-
curement formulation with no wind uncertainty. Specifi-
cally, consider a scenario in which the values of E1(γ) and
E2(γ) are revealed to the utility a priori. This implies that

5This above discussion of course assumes implicitly that net-
work capacity is not a bottleneck in the utilization of the
available wind energy.



the utility knows the exact realization of the wind genera-
tion, and therefore the exact residual demand, before making
its procurement decisions for conventional generation. This
conventional generation can be procured in the same three-
tiered market structure as in our original formulation, with
the same price volatility.

The problem of optimal procurement in this hypothetical
setting, seeking to minimize the average cost of procurement
(and subject to satisfying the demand d), can be formulated
as before. Since the prices are ordered on average, it is easy
to show that the optimal policy in this case is to buy the
entire residual demand (equal to d−w(γ)) in the long term
market. However, yet another feasible strategy is to make
procurements according to Equation (14). Clearly, the aver-
age cost for this latter strategy must be at-least the average
cost of the optimal policy, i.e.,

Epin,prt
(
plt(d− γα+ γθ r̃lt) + pinγ

θ
[
Ẽ1 − r̃lt + r̃in

]
+

+ prtγ
θ
[
Ẽ2 − r̃lt + min{Ẽ1, r̃lt − r̃in}

]
+

)
≥ plt(d− w(γ)).

Note that the expectation above is only taken with respect
to the prices. Now, taking expectations with respect to E1(γ)
and E2(γ), we conclude that E[TC(γ)] ≥ plt(d− αγ), which
implies, using Equation (16), that δ′ ≥ 0. This completes the
proof.

5. THE OPTIMAL PLACEMENT OF THE
INTERMEDIATE MARKET

In current electricity markets, the intermediate market
takes place about 14 hours before t = 0 (this market is called
the day ahead or forward market) [8]. Because the demand
can be predicted reasonably accurately by this time, this al-
lows the utility to procure most of its generation much before
the time of use. However, accurate prediction of wind in the
current day ahead markets is not feasible. Thus, it is com-
monly suggested that as the penetration of wind increases,
the system operator may decide to move the intermediate
market closer to real time to allow for better prediction of
the wind. In this section, we consider the optimal placement
of the intermediate market and study how this optimal place-
ment changes as we increase the penetration of wind energy.

Recall that, in our model, the intermediate market takes
place Tin time units prior to the time of use (i.e. t = 0).
If the system operator were to move this intermediate mar-
ket closer to real time, this would imply better estimates of
available wind at that time. However, in moving the mar-
ket closer to real time, the procured conventional generation
must come from generators that have faster ramp up times.
These generators are typically more expensive and hence we
would expect that the price of the conventional generation in
the intermediate market would increase (on average) as we
move the market closer to real time. We define the optimal
placement of the intermediate market as the one that mini-
mizes the average total procurement cost. Note that this op-
timal placement balances an improving forecast of the wind
generation moving closer to real time with an increasing price
of conventional energy.

The optimal placement is clearly a function of how the
forecast errors Ẽ1 and Ẽ2 change as the function of the in-
termediate market time Tin. It also depends on how the
joint distribution of the prices of conventional generation in
the intermediate and the real time market changes as Tin
changes. Let us denote by T ∗in the optimal placement of the
intermediate market that minimizes the expected total cost
of procuring conventional generation.

Importantly, Theorems 1 and 2 allow the computation of
T ∗in numerically. However, there is little structural insight
for this placement that can be provided. But, an important
question that we can provide analytic insight about is the
following: how does the optimal placement of the interme-
diate market change as we increase the penetration of wind
energy?

The answer to this question has significant implications
for future market design. Remarkably, based on the scaling
regime developed in the previous section, the following the-
orem tells us that the optimal placement does not depend
upon the scale parameter γ or the aggregation parameter θ.

Theorem 3. For the wind scaling satisfying Equation (13),
over the range of γ satisfying Condition (13) for all con-
sidered placements of the intermediate market, the optimal
placement of the intermediate market is independent of the
scale parameter γ and the correlation parameter θ.

Proof. From Theorem 2, we note that the expected total
cost of procurement is given by

E[TC(γ)] = plt(d− αγ) + δ′γθ.

Furthermore, the effect of placement is only on the parame-
ter δ′ (via the distributions of Ẽ1, Ẽ2, pin, and the prices pin
and prt) which is independent of γ and θ. Thus, the opti-
mal placement is independent of scale parameter γ and the
aggregation parameter θ.

Theorem 3 has important implications for market design.
It says that the optimal intermediate market placement can
be decided independently of how many wind farms are there
in the system, and how correlated their outputs are. Thus,
the system operator can keep the placement of this market
fixed as more wind energy is incorporated into the system.

6. THE VALUE OF ADDITIONAL
FORWARD MARKETS

One of the key objectives of this paper is to study the im-
pact of increased renewable penetration on the structure of
electricity markets. As seen in the previous section, the op-
timal placement of the intermediate market is independent
of the amount of wind present in the system. In this section,
we look at another important market design question: can
we facilitate the penetration of renewable energy by providing
additional forward markets? It is commonly suggested that
having additional markets would be beneficial, since this al-
lows the utility to better exploit the evolution of the wind
forecast. Indeed, the intuition is true in terms of procure-
ment cost – having additional forward markets benefits the
utility company (and thus the end consumer) by lowering
the average cost of conventional energy procurement.

However, minimizing cost is not the only goal. Another
important question is if additional forward markets also lower
the total amount of conventional energy that a utility com-
pany needs to procure. From the environmental viewpoint,
this is an extremely relevant question; reducing conventional
energy use is one of the key driving factors for the renewable
portfolio standards. Indeed, one would desire that the policy
decision of adding a forward market for conventional energy
increases the efficiency of the available renewable sources by
decreasing our consumption of conventional generation.

In order to address the impact of additional markets on
total procurement, we study the effect of the addition of a
single intermediate (forward) market on the (average) to-
tal conventional procurement. Specifically, we compare the
average total procurement under the three market scenario
with the average total procurement under a scenario where
there is no intermediate market. Let us denote the aver-
age total procurement under the three market scenario by



TPl,i,r, and let TPl,r represent the total procurement under
the scenario with no intermediate market.

Intuitively, one expects that the addition of an intermedi-
ate market helps utility companies exploit the refined wind
estimate to better match its residual demand with the overall
conventional procurement. This would suggest that

E[TPl,i,r] < E[TPl,r];

in other words, the addition of an intermediate market helps
reduce total procurement. However, as the theorem below
suggests, this intuition is not always correct. In fact, for
some forecast evolution models and price structures, the ad-
dition of an intermediate forward market actually increases
the average total procurement.

Theorem 4. If the distribution of E2 has infinite support
on the left (i.e., L2 = −∞), and

lim
x→−∞

fE2(x)

FE2(x)
= 0, (17)

then, there exist values of demand d and deterministic prices
satisfying 0 < plt < pin < prt such that E[TPl,i,r] > E[TPl,r].

This theorem provides a counter example to the commonly
held assumption that adding forward markets is always ben-
eficial both from the cost and procurement viewpoints. Im-
portantly, Theorem 4 highlights that the total procurement
with three markets can be larger than with two markets even
in situations with no price volatility, i.e., deterministic prices.
Thus, the counterintuitive behavior does not result from un-
certainty in prices, and can be seen as a consequence of un-
certainty about wind generation.

Additionally, it is important to note that the condition
given in Equation (17) depends on the probability that the
random variable E2 takes large negative values. Recall from
Equation (1) that E2 = ŵin−w; in other words the condition
in the theorem looks at the probability that the wind fore-
cast at the intermediate time ŵin severely underestimates
the actual wind generation.

We can interpret the condition in Equation (17) as a haz-
ard rate condition. Note that if the distribution of E2 is sym-

metric, then the condition can be rewritten as limx→∞
fE2

(x)

F̄E2
(x)

=

0. The quantity in the above equation is the convention-
ally defined hazard rate function. Condition (17) states
that the distribution of E2 is long-tailed to the left [13, 32].
Long-tailed distributions are an important sub-class of the
class of heavy-tailed distributions, and are typically used to
model phenomenon in which extreme values occur with a
non-negligible probability. Examples of long-tailed distribu-
tions include distributions with power-law tails. Therefore,
Theorem 4 can be interpreted informally as follows. If the
wind estimate at the point of additional markets can sig-
nificantly underestimate the wind generation w with a non-
negligible probability, then the average total procurement
may increase with the additional market.

Further, note that the assumption of infinite support of
E2 to the left in the statement of Theorem 4 is not restric-
tive. Indeed, it follows from Theorem 4 that the inequality
E[TPl,i,r] > E[TPl,r] can also hold with bounded E2. Starting
with a model instance with infinite support E2 that satisfies
the above inequality, it is easy to show that the inequality
would continue to hold if the random variable E2 is truncated
at a large enough value.

Theorem 4 highlights the importance of building better
wind forecast models and understanding the distributions of
wind forecast errors. The theorem also suggests that, if the
probability that the wind forecast severely underestimates
the actual available wind is small, then adding an interme-
diate market might reduce the average total procurement.
The following theorem formalizes this intuition by giving a

sufficient condition for this to occur. In order to provide a
clear comparison with Theorem 4, the sufficient condition is
also stated in the context of deterministic prices.

Theorem 5. Suppose prices are deterministic and satisfy
0 < plt < pin < prt, and that the distribution of E2 satisfies
the following properties:

(i) fE2(x) is non-decreasing for x < 0 and non-increasing
for x > 0,

(ii)
fE2

(x)

FE2
(x)

is strictly decreasing over x ∈ (L2, 0),

(iii)
f ′E2

(x)

fE2
(x)

is non-increasing over x ∈ (L2, 0).

Then, under Assumption 1, E[TPl,i,r] < E[TPl,r].

Theorem 5 highlights that there are a broad set of forecast
error distributions for which the introduction of an interme-
diate market will lower the average total procurement. These
are defined via three conditions. The first condition simply
states that the density function fE2 is unimodal at x = 0,
i.e., it has its maximum at x = 0, and is monotone over x < 0
and x > 0. The last two conditions are concerned with the
behavior of the distribution of E2 when E2 ≤ 0, i.e., when
ŵin under estimates the actual wind generation w. Condi-
tion (ii) is in contrast with the condition in Theorem 4; it
requires that the hazard rate of the left tail of E2 be strictly
decreasing. This implies that E2 is light-tailed to the left.
The conditions of Theorem 5 are satisfied by many common
distributions, such as the zero mean Gaussian distribution
and the zero mean uniform distribution.

Interestingly, it is typical to assume in analytical work
that forecast errors are Gaussian [18, 38, 28] (leading to
the conclusion of Theorem 5), whereas empirical work on
wind power generation suggests that a truncated version of
a heavy-tailed Weibull distribution may be a more accurate
description [19, 6] (potentially leading to the conclusion of
Theorem 4).

Theorems 4 and 5 are proven in the appendix.

7. RELATED LITERATURE
There has been significant recent interest in understand-

ing the impact of the integration of renewable sources into
electricity markets. Various aspects of this issue have been
studied, including energy storage (see, for example, [3, 21]),
demand response (see, for example, [23, 24]), and transmis-
sion constraints (see, for example, [40, 11]). In this paper,
our focus is on the impact of long term contracts for renew-
able generation on the efficiency of energy procurement by
utility companies.

The problem of energy procurement at the level of the
utility company in the presence of renewable generation has
been analyzed in recent years by [25, 37, 28, 31], among
others. In particular, [25] analyzes a competitive electricity
market equilibrium between a generator and a utility com-
pany in the presence of wind generation. In contrast, [37,
28, 31] assume that the utility company is a price taker, and
pose the procurement problem for the utility company as an
optimization with exogenous prices; this is also the approach
taken in the present paper. The procurement formulations
in [37, 28] assume fixed prices, whereas the formulation in
[31] allows for random prices that may be correlated with the
wind forecast evolution. Indeed, the procurement formula-
tion (P ) in this paper is closely related to the formulations
in these papers. However, while the focus of the above men-
tioned papers is to obtain the optimal procurement strategy
for the utility company, the focus of the present paper is to
use the optimal strategy as a starting point to investigate the
impact of increasing wind penetration and market structure
(i.e., placement and inclusion/exclusion of markets).

Another stream of literature that is related to this paper
is that related to the classic newsvendor problem [27, 20].



Our optimal procurement formulation (P ) is mathematically
equivalent to a variant of the newsvendor problem. Indeed,
by substituting demand by the residual demand, i.e., demand
minus wind (thereby shifting the uncertainty from the sup-
ply side to the demand side) and interpreting the real time
price as a shortfall penalty, the optimization (P ) reduces
to single period newsvendor problem in which procurements
can be made at two different lead times. See [33] for a sur-
vey of the literature relating to such variations of the classic
newsvendor problem. However, in contrast to this body of
work, the focus of the current paper is to understand the
impact on electricity procurement of the increasing supply
side uncertainty induced by an increasing penetration of re-
newable resources. To the best of our knowledge, an effort to
understand the effect of “scaling up the uncertainty” has not
been attempted in the literature pertaining to the newsven-
dor problem, and so this paper represents a contribution to
the newsvendor literature as well.

8. CONCLUDING REMARKS
Our goal in this paper is to quantify the impact of increas-

ing penetration of intermittent, unpredictable, renewable en-
ergy on the procurement of conventional generation by util-
ities, and to understand the impact of proposed changes to
the structure of electricity markets. To accomplish this, we
consider a three tiered model of electricity procurement in
the presence of uncertain renewable generation and price
volatility. Within this context, we derive the optimal strat-
egy for procurement of conventional generation and analyze
the changes to this strategy as the penetration of renewable
increases. Additionally, we study the impact of the addi-
tion and placement of an intermediate electricity market on
procurement strategies.

The main messages that follow from our results are the
following. First, as is commonly recognized, reducing the
dependence between the renewable sources (by locating dif-
ferent renewable sources geographically far apart) is key to
ensuring efficient utilization of renewable generation. More
surprisingly, it turns out that the optimal placement of the
intermediate market does not change as renewable penetra-
tion increases. Further, the impact of the intermediate mar-
ket on the total procurement can be either positive or nega-
tive depending on the the distribution of forecast errors. The
results in this paper highlight that there are many important,
and counterintuitive issues with respect to the incorporation
of renewable generation into electricity markets.

This work extends easily along several directions. The
model in our work can be easily extended to allow for an ar-
bitrary number of forward markets for conventional energy
procurement. Another extension that can be easily incorpo-
rated in our model is to allow utility companies to sell excess
conventional generation in forward markets (as in [28]). In
our model, we assumed that the exact realized wind energy
is known at the time of the real time market. This assump-
tion can also be relaxed by introducing a third distribution
that reflects the error between wind forecasts in the real
time market and the actual realized wind (as in [28]). The
results presented in this paper can be easily generalized to
this setting under the requirement that the utility company
maintains a certain loss of load probability at the time of the
real time market.

There are also, however, some non-trivial extensions to
this model which are interesting opportunities for future re-
search. One such extension is to understand the role of large
volumes of grid energy storage on the optimal procurement
policy of utility companies. Another extension of interest is
to take into account ramp constraints of various generators,
which would couple procurement decisions between different
time instants.

More generally, the big question for the area is how and
where renewables should be allowed to interact with elec-
tricity markets. The setting considered here is one extreme,
where renewable energy only interacts through long-term
contracts. The other extreme, where renewable energy in-
teracts only in the real time market, has also been studied
in recent work (for example, see [5]). Hopefully, building on
these results, we can move toward a unified approach high-
lighting the most efficient manner for renewable energy to
interact with the electricity markets.
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APPENDIX
In this section, we prove Theorem 4 and Theorem 5. We first
characterize the optimal procurement policy with determin-
istic prices in Section A. We then prove some preliminary
lemmas in Section B. In Section C, we prove Theorem 5.
Finally, we prove Theorem 4 in Section D. It is important to
note that throughout this section, we consider deterministic
prices, satisfying 0 < plt < pin < prt.

A. OPTIMAL PROCUREMENT POLICY
WITH DETERMINISTIC PRICES

In this section, we first analyze the optimal procurement
strategy for the utility company in the three tiered market
scenario with deterministic prices.

Lemma 2. The optimal procurement strategy for the util-
ity company in the three tiered market scenario with deter-
ministic prices satisfying 0 < plt < pin < prt is the fol-
lowing. q∗lt = [d− ŵlt + rlt]+ , q

∗
in = [d− ŵin − qlt + rin]+ ,

and q∗rt = [d− w − (qlt + qin)]+ . Here, rin = F̄−1
E2

(
pin
prt

)
,

and rlt is the unique solution of

plt − pinF̄E1(r − rin)− prtP (E1 + E2 > r, E1 ≤ r − rin) = 0.
(18)

Next, in order to understand the effect of the addition of
a market, we study the case where there is no intermediate
market.

Lemma 3. The optimal procurement strategy for the util-
ity company in the two tier market scenario with no in-
termediate market, and with deterministic prices satisfying
0 < plt < prt is the following.

q∗lt = [d− ŵlt + r̄lt]+ , q
∗
rt = [d− qlt − w]+ ,

where r̄lt := F̄−1
E1+E2

(
plt
prt

)
.

Lemmas 2 and 3 can be proved easily along the same lines
as Theorem 1 and the proofs are omitted.

B. PRELIMINARY LEMMAS
In the next two lemmas, we study the sensitivity of the

optimal reserves and procurement with respect to the inter-
mediate price pin (recall that the prices are deterministic).
For the remainder of this section, we keep the distributions
E1 and E2, as well as the prices plt and prt fixed. Define

r̄in := F̄−1
E2

(
plt
prt

)
. We can think of r̄in as the optimal re-

serve in a two market scenario, where the long term market
occurs at time −Tin.

Lemma 4. As pin is varied over (plt, prt), the following
results hold.

1. The intermediate reserve rin is a strictly decreasing func-
tion of the intermediate price pin with

∂rin
∂pin

= − 1

prtfE2(rin)
. (19)

Furthermore,

lim
pin↓plt

rin = r̄in, lim
pin↑prt

rin = L2. (20)

2. The long term reserve rlt is a non-decreasing function
of the intermediate price pin with

∂rlt
∂pin

=
F̄E1(rlt − rin)

prt
∫ rlt−rin
−∞ fE1(y)fE2(rlt − y)dy

. (21)

Furthermore,

lim
pin↓plt

rlt = L1+r̄in, lim
pin↑prt

rlt = r̄lt = F̄−1
E1+E2

(
plt
prt

)
(22)

Proof. Equations (19) and (21) follow from an applica-
tion of the implicit function theorem [29]. The statements in
(20) follow easily from the definition of rin in Lemma 2, not-
ing that [L2, R2] denotes the support of the random variable
E2.

Note that rlt is a monotone function of the intermediate
price plt. Hence, as pin ↓ plt or pin ↑ prt, the long term



reserve rlt has a limit. To prove the first statement of (22),
suppose that as pin ↓ plt, rlt → řlt. From Equation (18), (by
taking the limit pin ↓ plt), we note that řlt is a solution of
the equation

ϕ(r) :=plt − pltF̄E1(r − r̄in)

− prt
∫ ∞
z=r

∫ r−r̄in

y=−∞
fE1(y)fE2(z − y)dzdy = 0.

It is easy to check that (i) ϕ(r) = 0 for r ≤ L1 + r̄in; (ii)
for r ∈ (L1 + r̄in, R1 +R2), we have ϕ′(r) = prt

∫∞
rin

fE1(r −
z)fE2(z)dz > 0; and (iii) for r > R1 +R2, ϕ

′(r) = 0. Thus we
conclude that ϕ(r) > 0 for r > L1 + r̄in, which implies that
řlt ≤ L1 + r̄in. However, for any pin ∈ (plt, prt), we have
rlt > L1 + rin, which implies that řlt ≥ L1 + r̄in. Therefore,
řlt = L1 + r̄in, which proves the first statement of (22).

To prove the second statement of (22), suppose that as
pin ↑ prt, rlt → r̂lt. Taking the limit as pin ↑ prt in Equa-
tion (18), we conclude that r̂lt satisfies

plt − prtP (E1 > r̂lt − L2)

− prtP (E1 + E2 > r̂lt; E1 ≤ r̂lt − L2) = 0.

Define A to be the event that {E1 + E2 > r̂lt} and B
to be the event that {E1 > r̂lt − L2}. Using the fact that
P (A ∩Bc)+P (B) = P (A ∪B), we get that r̂lt satisfies the
equation

plt − prtP ({E1 + E2 > r̂lt} ∪ {E1 > r̂lt − L2}) = 0.

Note that the random variable E2 ∈ (L2, R2) almost surely,
and hence the event {E1 > r̂lt −L2} implies the event {E1 +
E2 > r̂lt} almost surely. Thus, the long term reserve r̂lt
satisfies the equation

plt − prtP (E1 + E2 > r̂lt) = 0,

which implies the second statement of (22). This completes
the proof. .

The next lemma studies how the total procurement changes
as a function of the intermediate price pin. Recall that
E[TPl,i,r] and E[TPl,r] denote, respectively, the expected to-
tal procurement under the three market scenario (long term,
intermediate, real time) and the two market scenario (long
term, real time).

For the remainder of this section, we introduce some ad-
ditional notation. Let q∗lt;l,i,r, q

∗
in;l,i,r, and q∗rt;l,i,r denote the

optimal procurements in the long term, intermediate, and
the real time market under the scenario that the utility com-
pany has three opportunities to procure energy. These opti-
mal quantities are given in Lemma 2. Similarly, we let q∗lt;l,r
and q∗rt;l,r to be the optimal procurements in the long term
and in the real time under the scenario where there is no in-
termediate market. These quantities are given by Lemma 3.

Lemma 5. As the intermediate price pin approaches the
real time price prt, the expected total procurement in three
market scenario converges to the expected total procurement
in the two market scenario. That is, limpin↑prt E[TPl,i,r] =
E[TPl,r].

Proof. We prove this lemma using a sample path argu-
ment. A sample path is defined by the values of ŵlt, E1, and
E2. We will show that as pin ↑ prt,

q∗lt;l,i,r + q∗in;l,i,r + q∗rt;l,i,r −→ q∗lt;l,r + q∗rt;l,r (23)

almost surely. An elementary application of the dominated
convergence theorem would then prove the lemma.

From Lemmas 2, 3, and 4, it is easy to show that as pin ↑
prt, we have

q∗lt;l,i,r −→ q∗lt;l,r (24)

almost surely. Thus, to prove (23), it suffices to show that

q∗in;l,i,r + q∗rt;l,i,r −→ q∗rt;l,r, (25)

almost surely as pin ↑ prt. Recall that q∗rt;l,r =
[
d− w − q∗lt;l,r

]
+

From Lemma 4 and Equation (24), we conclude that as
pin ↑ prt. we have

q∗in;l,i,r −→
[
d− ŵin − q∗lt;l,r + L2

]
+
,

q∗rt;l,i,r −→
[
d− w − q∗lt;l,r − [d− ŵin + L2]+

]
+
.

(26)
To see that Equation (26) implies (25), we consider the fol-
lowing two cases. On sample paths satisfying d < ŵin +
q∗lt;l,r − L2, we have

q∗in;l,i,r
pin↑prt−→ 0, q∗rt;l,i,r

pin↑prt−→
[
d− w − q∗lt;l,r

]
+
,

which implies Equation (25). On sample paths satisfying
d ≥ ŵin + q∗lt;l,r − L2, we have

q∗in;l,i,r
pin↑prt−→ d−ŵin−q∗lt;l,r+L2, q

∗
rt;l,i,r

pin↑prt−→ [E2 − L2]+ .

Noting that E2 ≥ L2 almost surely, we conclude that except
possibly on a measure zero set of sample paths, we have

q∗in;l,i,r + q∗rt;l,i,r
pin↑prt−→ (d− ŵin − q∗lt;l,r + L2) + (E2 − L2)

= d− w − q∗lt;l,r.
Since the procurements are always non-negative, the above

equation implies Equation (25). This completes the proof.

Next, we prove the following lemma, which is used in the
proof of Theorem 5.

Lemma 6. Suppose that the distribution of E2 satisfies the
conditions (i), (ii), and (iii) of Theorem 5. Then(
prt − plt
prt − pin

)
fE2(rin) >∫ rlt−rin

−∞
fE1(y)fE2(rlt − y)dy + F̄E1(rlt − rin)fE2(rin).

(27)

Proof. For this proof, we use the notation β := F̄E2(0).
Let us also denote by L(pin) and R(pin) the left hand side
and the right hand side of the Inequality (27) respectively.
To prove the lemma, we need to show that L(pin) > R(pin)
for all values of pin ∈ (plt, prt). Let us consider two separate
cases.

Case 1: plt < βprt.
Consider first the case pin ∈ (plt, βprt]. For this case, we

have pin/prt ≤ β and hence from Lemma 2, we have that
rin ≥ 0. Using a change of variables, we can write R(pin) as

R(pin) =

∫ ∞
rin

fE1(rlt − y)fE2(y) dy + F̄E1(rlt − rin)fE2(rin).

(28)
Note that fE2(x) is non increasing for all x > 0. Thus, for all
y ≥ rin ≥ 0, we have fE2(rin) ≥ fE2(y). Therefore,

R(pin) ≤ fE2(rin)

∫ ∞
rin

fE1(rlt − y) dy + F̄E1(rlt − rin)fE2(rin)

= fE2(rin) < L(pin),

where the last inequality follows from that fact that plt <
pin. Next, consider the case where pin ∈ (βprt, prt). From
Lemma 2, we have that rin < 0. Also, from the conditions
of the lemma, we have that fE2(y) ≤ fE2(0) for all y ∈ R.



Thus, using the representation (28), we have

R(pin) ≤ fE2(0)

∫ ∞
rin

fE1(rlt − y) dy + F̄E1(rlt − rin)fE2(0)

= fE2(0). (29)

Let us now look at L(pin). We will construct a lower bound
for L(pin) for pin ∈ (βprt, prt). Note that F̄E2(rin) = pin/prt

and hence we can write L(pin) as L(pin) =
(
prt−plt
prt

)
fE2

(rin)

FE2
(rin)

.

Recall that for pin ∈ (βprt, prt), we have rin < 0. Further-
more from Lemma 4, rin is strictly decreasing function of
pin. From the statement of the lemma, fE2(x)/FE2(x) is a
strictly decreasing function for all x ≤ 0. Hence, L(pin) is
strictly increasing over pin ∈ (βprt, prt). Thus, we have

L(pin) > L(βprt) =

(
prt − plt
prt − βprt

)
fE2(0) > fE2(0),

where we have used the fact that rin = 0 when pin = βprt,
and plt < βprt. The above inequality, combined with Condi-
tion (29), implies that L(pin) > R(pin). This proves Case 1.

Case 2: plt ≥ βprt.
In this case, we note that pin/prt > β and hence from

Lemma 2, we get that rin < 0. Using an argument similar to
Case 1, it is easy to verify that L(pin) is a strictly increasing
function for pin ∈ (plt, prt). Therefore,

L(pin) > lim
pin↓plt

L(pin) = fE2(r̄in),

where we use the fact that as pin ↓ plt, rin → r̄in (Lemma 4).
Thus, to prove the lemma for this case, it suffices to show
that R(pin) ≤ fE2(r̄in). From Lemma 4, we note that

lim
pin↓plt

rlt − rin = L1

and hence

lim
pin↓plt

R(pin) = fE2(r̄in).

Thus, to prove the lemma, it suffices to show that R(pin) is
non-increasing over the range pin ∈ (plt, prt). To show this,
we note that

∂R(pin)

∂pin

=
∂

∂pin

(∫ rlt−rin

−∞
fE1(y)fE2(rlt − y)dy

+ F̄E1(rlt − rin)fE2(rin)

)
=
∂rlt
∂rin

∫ rlt−rin

−∞
fE1(y)f ′E2(rlt − y)dy

+
∂rin
∂pin

F̄E1(rlt − rin)f ′E2(rin)

=
F̄E1(rlt − rin)

prt

[∫ rlt−rin
−∞ fE1(y)f ′E2(rlt − y)dy∫ rlt−rin
−∞ fE1(y)fE2(rlt − y)dy

−
f ′E2(rin)

fE2(rin)

]

=
F̄E1(rlt − rin)

prt

[∫∞
rin

fE1(rlt − y)f ′E2(y)dy∫∞
rin

fE1(rlt − y)fE2(y)dy
−
f ′E2(rin)

fE2(rin)

]
.

(30)

Here the third equality follows from Lemma 4 and the last
equality follows from a change of variable. We will show that
∂R(pin)
∂pin

≤ 0 by considering the following two separate cases.

Case 2a: Consider the case
∫ 0

rin
fE1(rlt− y)fE2(y)dy = 0.

Recall that the density functions fE1(·) and fE2(·) are as-

sumed to be strictly positive over the interior of the sup-
ports of E1 and E2 respectively. Therefore, under Case 2a,
the intersection of the supports of the functions fE2(y) and
fE1(rlt − y) and [rin, 0] has measure zero. This implies that∫ 0

rin

fE1(rlt − y)f ′E2(y)dy = 0. (31)

Using the condition defining Case 2a and (31), the expression

for ∂R(pin)
∂pin

in (30) can be rewritten as

F̄E1(rlt − rin)

prt

[∫∞
0
fE1(rlt − y)f ′E2(y)dy∫∞

0
fE1(rlt − y)fE2(y)dy

−
f ′E2(rin)

fE2(rin)

]
≤ 0.

The inequality above follows from the assumption that f ′E2(x) ≤
0 for x ≥ 0.

Case 2b: Consider the case
∫ 0

rin
fE1(rlt−y)fE2(y)dy > 0.

Since f ′E2(x) ≤ 0 for x ≥ 0,∫ ∞
rin

fE1(rlt − y)f ′E2(y)dy ≤
∫ 0

rin

fE1(rlt − y)f ′E2(y)dy.

Therefore, the expression for ∂R(pin)
∂pin

in (30) can be bounded

by

F̄E1(rlt − rin)

prt

[∫ 0

rin
fE1(rlt − y)f ′E2(y)dy∫ 0

rin
fE1(rlt − y)fE2(y)dy

−
f ′E2(rin)

fE2(rin)

]
.

Define

p(y) =
fE1(rlt − y)∫ 0

rin
fE1(rlt − y) dy

, ξ(y) =
f ′E2(y)

fE2(y)
, ϕ(y) = fE2(y).

Note that p(y) is a valid probability density function defined
over the interval [rin, 0]. We can then write

∂R(pin)

∂pin
≤ F̄E1(rlt − rin)

prt

[∫ 0

rin
p(y)ξ(y)ϕ(y)dy∫ 0

rin
p(y)ϕ(y)dy

−
f ′E2(rin)

fE2(rin)

]
Using Lemma 7 below, we get

∂R(pin)

∂pin
≤ F̄E1(rlt − rin)

prt

[∫ 0

rin

p(y)
f ′E2(y)

fE2(y)
dy −

f ′E2(rin)

fE2(rin)

]
≤ 0,

The last inequality follows from the fact that f ′E2(y)/fE2(y)
is non-increasing over the range y ∈ (rin, 0). We have now
proved that R(pin) is non-increasing over pin ∈ (plt, prt).
This completes the proof of Case 2.

The above lemma uses the following technical lemma.

Lemma 7. Let [a, b] denote an interval on the real line.
Suppose that ξ : [a, b]→ R is non-increasing, and ϕ : [a, b]→
R is non-decreasing. Also, suppose that p(·) is a probabil-
ity density function defined over the interval [a, b]. Then∫ b
a
p(y)ξ(y)ϕ(y) dy ≤

(∫ b
a
p(y)ξ(y) dy

)(∫ b
a
p(y)ϕ(y) dy

)
.

To prove the above lemma, we look at the discrete version
of the above inequality. The above lemma then follows nat-
urally by taking a limit of Reimann sums.

Lemma 8. Consider finite sequences {ξi}ni=1, {ϕi}ni=1, and
{pi}ni=1, satisfying (i) ϕi is non-decreasing, (ii) ξi is non-
increasing, and (iii) pi ≥ 0,

∑n
i=1 pi = 1. Then

∑
i piξiϕi ≤(∑

i piξi
) (∑

i piϕi
)
.

Proof. Proof. We can write the right hand side of the
above inequality as

∑
i p

2
i ξiϕi +

∑
i,j:i 6=j pipjξiϕj . Thus to



prove the lemma, it suffices to show that∑
i

piξiϕi ≤
∑
i

p2
i ξiϕi +

∑
i,j:i6=j

pipjξiϕj

⇐⇒
∑
i

pi(1− pi)ξiϕi ≤
∑
i,j:i 6=j

pipjξiϕj

⇐⇒
∑
i,j:j 6=i

pipjξiϕi ≤
∑
i,j:i 6=j

pipjξiϕj .

The last inequality above uses the fact that (1−pi) =
∑
j 6=i pj .

To prove the last inequality above, it suffices to check that
for i 6= j, ξiϕi+ ξjϕj ≤ ξiϕj + ξjϕi. This inequality is equiv-
alent to (ξi− ξj)(ϕi−ϕj) ≤ 0, which follows from the mono-
tonicity assumptions on the sequences {ξi}ni=1, {ϕi}ni=1. This
completes the proof.

C. PROOF OF THEOREM 5
Let plt, pin and prt be the (deterministic) prices in the

three markets. Let Γ(p) be the expected optimal total pro-
curement in three markets, when the long term price is plt,
the real time price is prt, and the intermediate price is p.
In other words, Γ(p) gives the expected total procurement
for a variable intermediate price (denoted by p). Clearly,
we have E[TPl,i,r] = Γ(pin). From Lemma 5, we know that
E[TPl,r] = limp↑prt Γ(p). Thus, to prove the theorem it suf-
fices to show that Γ(p) is a strictly increasing function of
p.

From the statement of the theorem, Assumption 1 holds
for prices plt, pin and prt. From Lemma 4, we know that
rlt is a non-decreasing function of intermediate price. Hence
for all p ≥ pin, Assumption 1 holds. Thus, the optimal
procurements for all intermediate price p ≥ pin are given
by Equation 7. Let q∗lt(p), q

∗
in(p), and q∗rt(p) be the optimal

procurements for the intermediate price p. Thus, we have

∂E[q∗lt(p)]

∂p
=

∂

∂p
(d− ŵlt + rlt) =

∂rlt
∂p

.

∂E[q∗in(p)]

∂p
=

∂

∂p
E [E1 − (rlt − rin)]+

= F̄E1(rlt − rin)

(
∂rin
∂p
− ∂rlt

∂p

)
.

∂E[q∗rt(p)]

∂p
=

∂

∂p
E [E2 − rlt + min{E1, rlt − rin}]+

=
∂

∂p

(
F̄E1(rlt − rin)

∫ ∞
rin

(z − rin)fE2(z)dz

+

∫ ∞
z=rlt

∫ rlt−rin

y=−∞
(z − rlt)fE1(y)fE2(z − y)dzdy

)
= −F̄E1(rlt − rin)F̄E2(rin)

∂rin
∂p

− ∂rlt
∂p

∫ ∞
z=rlt

∫ rlt−rin

y=−∞
(z − rlt)fE1(y)fE2(z − y)dzdy.

The last step above follows from a direct differentiation.

Combining the above equations, we have

∂Γ(p)

∂p
=
∂rlt
∂p

[
1− F̄E1(rlt − rin)

−
∫ ∞
z=rlt

∫ rlt−rin

y=−∞
(z − rlt)fE1(y)fE2(z − y)dzdy

]
+
∂rin
∂p

[
F̄E1(rlt − rin)− F̄E1(rlt − rin)F̄E2(rin)

]
=
∂rlt
∂p

[
1− plt

prt
−
(

1− p

prt

)
F̄E1(rlt − rin)

]
+
∂rin
∂p

F̄E1(rlt − rin)

(
1− p

prt

)
.

The last equality follows from the fact that h(rlt) = 0 and
that F̄E2(rin) = p/prt. Substituting ∂rlt/∂p and ∂rin/∂p
from Lemma 4 and after some algebraic manipulation, we
get that ∂Γ(p)/∂p > 0 if and only if(
prt − plt
prt − p

)
fE2(rin) >∫ rlt−rin

−∞
fE1(y)fE2(rlt − y)dy + F̄E1(rlt − rin)fE2(rin).

From Lemma 6, we know that this inequality holds for all
p ∈ [pin, prt). This completes the proof.

D. PROOF OF THEOREM 4
Let us fix some long term and real time market prices plt

and prt such that 0 < plt < prt. Let Γ(p) be the expected op-
timal total procurement in a three market scenario with long
term price plt, real time price prt, and the intermediate price
p. From Lemma 5, we know that limp↑prt Γ(p) = E[TPl,r].
So to prove the lemma, it suffices to show that there ex-
ists pin ∈ (plt, prt) such that for all intermediate market

prices p ∈ (pin, prt),
∂Γ(p)
∂p

< 0. Indeed, this would imply that

Γ(pin) > limp↑prt Γ(p) = E[TPl,r]. Since Γ(pin) = E[TPl,i,r],
the expected total procurement in three market scenario un-
der the intermediate price pin, this implies a tuple of prices
satisfying the claim of the lemma.

Pick p̄ ∈ (plt, prt). Now choose demand d large enough
such that Assumption 1 holds when the intermediate price
p = p̄. From Lemma 4, we know that rlt is a non decreasing
function of intermediate price p. Thus, Assumption 1 con-
tinues to hold for all intermediate price p ≥ p̄. Following the
argument similar to the proof of Theorem 5, we can show

that for all p ∈ [p̄, prt),
∂Γ(p)
∂p

< 0 if and only if(
prt − plt
prt − p

)
fE2(rin) <∫ rlt−rin

−∞
fE1(y)fE2(rlt − y)dy + F̄E1(rlt − rin)fE2(rin).

(32)

Let us denote by L(p) and R(p) the left hand side and the
right hand side of the above inequality respectively.

From the definition of rin (Lemma 2),

L(p) =

(
prt − plt
prt

)
fE2(rin)

FE2(rin)
.

Since limp↑prt rin = −∞ (Lemma 4), the conditions of the
theorem imply that limp↑prt L(p) = 0.

Now let us look at R(p). From Lemma 4, note that

lim
p↑prt

(rlt − rin) =∞, lim
p↑prt

rlt = r̄lt.



Thus, using the dominated convergence theorem, we get that

lim
p↑prt

R(p) = fE1+E2(r̄lt) > 0.

The above statements imply that there exists pin ∈ (p̄, prt)
such that for all p ∈ (pin, prt) the inequality in Equation (32)
holds. This completes the proof.


