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Abstract— Graph-based algorithms for point-to-multipoint  length proportional to the graph thicknéssnes the optimum
broadcast scheduling in Spatial reuse Time Division Multife number of colours.

Access (STDMA) wireless ad hoc networks often result in a H the ab K d t take int t Si |
significant number of transmissions having low Signal to Inéer- owever, (he above work does not take Into account signa

ference and Noise density Ratio (SINR) at intended receivey t0 Interference and Noise density Ratio (SINR) computation
leading to low throughput. To overcome this problem, we propse when determining an STDMA broadcast schedule. In this
a new algorithm for STDMA broadcast scheduling baseo_l on paper, we propose a suboptimal algorithm based on the graph
a graph model of the network as well as SINR computations. o4e| as well as SINR computations. We introduce spatial

The performance of our algorithm is evaluated in terms of f tri dd trate that th
spatial reuse and computational complexity. Simulation reults '€US€ @S @ periormance metric and demonstrate that the pro-

demonstrate that the proposed algorithm performs significatly Posed algorithm has low computational complexity and high
better than existing graph-based algorithms. spatial reuse compared to existing algorithms in the liteea
The rest of the paper is organized as follows. In Section
II, we describe our system model, discuss the limitations of
In a wireless ad hoc network, a prevalent scheme fgfaph-based scheduling algorithms and formulate the prob-
channel spatial reuse is Spatial Time Division Multiple 888 |em. Section IIl describes the proposed broadcast schegluli
(STDMA), in which time is divided into fixed-length slots ajgorithm. The performance of our algorithm is evaluated in

that are organized cyclically and multiple entities can €onection |V and its computational complexity is derived in
municate in the same slot. An STDMA schedule describ&gction V. We conclude in Section VI.

the transmission rights for each time slot in such a way

that communicating entities assigned to the same slot do not

collide. STDMA scheduling algorithms can be categorized Il. SYSTEM MODEL
into link scheduling and broadcast/node scheduling algms

[1]. In link scheduling, the transmission right in every tslo  consider an STDMA wireless ad hoc network withstatic
is a53|g.ned to certain _so.urce_-des.tmanon pairs. In b@astdcngges (wireless routers) in a two-dimensional plane. Ruan
scheduling, the transmission right in every slot is assigi®e e siot, a node can either transmit, receive or remain idle

certain nodes, i.e., there is no apriori binding of trangmit \ve assume homogeneous and backlogged nodes. Let:
and receiver and the packet transmitted must be received by

every neighbor. In this paper, we only consider centralized . . ,
broadcast scheduling for STDMA networks. £ = (@,15) Cartesian coordinates of t¢" node

P = transmission power of every node
A. Related Work Ny thermal noise density

The concept of STDMA for multihop wireless ad hoc D(j,k) = Euclidean distance between nodeand k
networks was formalized in [2]. A broadcast schedule is ’

typically determined from a graph model of the networ . _ . .
[1]. The problem of determining an optimal minimum-lengt e do not consider fading and shadowing effects. The redeive
ignal power at a distanc@ from the transmitter is given by

STDMA schedule for a general multihop ad hoc network i§P :

NP-complete for both link and broadcast scheduling [1]. I®=’ wherea is the path loss faf:tor. .
fact, this is closely related to the problem of determining A broadcast schedule effectively assigns sets of nodes to
the minimum number of colours to colour all the verticeime slots. Specifically, a broadcast schedule for the STDMA

(or edges) of a graph under certain adjacency constraints.
In [1]’ the authors show that a wireless a_d hoc netWC'rlehe thickness of a graph is the minimum number of planar grapto
can be scheduled such that the schedule is bounded bwh&h the given graph can be partitioned.

I. INTRODUCTION



network is denoted by2(C, By, - - - , B¢), where 2) Communication range constraints:
a) Every receiver is within the communication range

C = number of slots in the broadcast schedule Nt :
- . of its intended transmitter.
B; = set of broadcast transmissions in t#& slot
= {tin = {rin iz, Tt b D(t;j,rijk) < Re (6)
ti M, TiM; 1y Vi My 25 - s Ti My n(ts . . . . .
ity = riong1 T 2 Mo (ki) H b) Every receiver is outside the communication range
where t;; — {riji,---Tijn.,)} denotes a point-to- of its non-intended transmitters.
multipoint transmission of the same packet from negdgto
all its neighbord {r; j1,...,7 ;nu, )} in the it slot and D(tig,rijne) > Re ¥V 1 #] (7

n(t; ;) denotes the number of neighbors of negde Note that

M, denotes the number of concurrent transmissions in‘the |f Node b is within nodea’s communication range, thefis
slot andt; ;i .. € {1,...,N}. The SINR at receiver; defined as aneighbor of a, sinceb can decode:’s packet

correctly (subject to (3)). Note that if nodeis outside node

is given by Rt '
. a's communication range, then it can never decadepacket
SIN - Dot rign) 1 correctly (from (3)). A schedul€)(-) is exhaustiveif every
Reisw = No + M P D two nodesc, d who are neighbors of each other are included
175 P Giwrie) in the schedule twice, once withbeing the transmitter and
We define the signal to noise ratio (SNR) at receiver, by Pe€ing a receiver, and vice versa.
pP .
SNR., ., = 2) B. Graph-Based Scheduling
nor NoD*(t; j,7i41) @

Broadcast schedules are typically designed by modeling the
_ o _ STDMA network () by a directed graptg(V, &), where
According to thephysical interference modf], the unicast ) s the set of vertices anél is the set of edges. L&t =

A. Physical and Protocol Interference Models

transmissiort; ; — r; ;. is successful if and only if (iff) the {4, 4, ... vy}, where vertexs; represents thg!” node in
SINR at receiverr; ; ;, is greater than or equal to a certairq)(.)_ In generalg = &, UE;, where€, and€; denote the set of
thresholdy., termed as the communication threshold. communication and interference edges respectively. leriod
e 137‘_ — is nodej’s neighbor, therc1 there is a com_munica_ltion edg_e from
M W*’“P > e (3) v, to vy, _denoted byv; — Uk If_ nqde_k is outside nodg’s
No + le;;_ D (rori0) communication range but within its interference rangenthe

there is an interference edge framto vy, denoted by; —

According to theprotocol interference mod¢8], ¢; ; — i j x ve. Thus, the mapping from(-) to G(-) can be described as

is successful if:

follows:
1) the SNR at receiver; ; i is no less than the communi-
cation thresholdy.. From (2), this translates to D(j,k) < R. = wv; Svp €& andu, Sv; €8,
1 . A A
B , LN . N .
Dltvyrise) < <NP ) . R 4 R.<D(j,k)<R; = vj—uvy €& andy, —v; €&
0% The subgraptg.(V, E.) consisting of communication edges
where . is termed as communication range. only is termed as theommunication graph
2) the signal from any unintended transmittey is re-  Ap STDMA broadcast schedule is equivalent to assigning

ceived atr; ;. with SNR less than a certain thresholdy ynique colour to every vertex in the graph, such that nodes

7i, termed as the interference threshold. Equivalently with the same colour transmit simultaneously in a particula
P\ time slot, subject to: Any two vertices, v; can be coloured

) =: R; VI#j(5) the same iff:

Novi

i) edgev; 5 v; € & and edgey; > v; € &, i.e., there is
whereR; is termed as interference range. Note that no prirlnary \J/erte;( Conflictanél i o l.e.,
Vi < ey thusR; > R..

! ) i) there is no vertexy;, such thaty; = vy, € &, andv; N
The physical model of our system is denoted by 4 ¢, ie., there is nsecondary vertex conflict
O(N, (r1,...,N), P, ye, vi, @, No).
A scheduleQ(-) is feasibleif it satisfies the following:
1) Operational constraint: A node cannot transmit a
receive in the same time slot. Also, a node cannot receiivg
from multiple transmitters in the same time slot. '

D(tipsrige) = (

These criteria are based on the operational constraint.
Graph-Based scheduling algorithms utilize various graph
louring methodologies to obtain a non-conflicting schedu

., a schedule devoid of primary and secondary vertex con-
flicts. To maximize the throughput of an STDMA network,

2The set of neighbors of a given node depends on the geogedjidtations graph-based SChedu“ng algorlthms seek to mlnlmlze thed tot
of the nodes and will be made precise in Section II-A. number of colours used to colour all the verticesgf).



C. Limitations of Graph-Based Algorithms not occur. Note that a high value of spatial reuskrectly

translates to high long-term network throughput.

that the resulting schedule(-) is conflict-free. Due to hard- we seek a low cpmplexny STDMA broadcast schedulmg
(.jﬁlgonthm with spatial reuse reasonably greater than unity

thresholding based on communication and interference, raW | ider STDMA schedul hich teasibl d
graph-based scheduling algorithms can lead to high cuiveilat e only consider schedules which are feasible an

interference at a receiver [4] [5]. This is because the SIN‘?’\XhaUSt'Ve'

at receiverr; ; decreases with an increase M;, while |||, SINR-BASED BROADCAST SCHEDULING ALGORITHM
R. and R; have been defined for a single transmission only.
For example, consider Fig. 1 with six labeled nodes who'lsse

Observe that Criteria i) and ii) are not sufficient to guagant

Our proposed SINR-based broadcast scheduling algorithm
called MaxAverageSINRSchedule, which considers the
communication grapb.(V, £.) and is described in Algorithm
1. In Phase 1 (Line 3), we label all the vertices randdmly
Specifically, if G.(-) haswv vertices, we perform a random
permutation of the sequendg,2,...,v) and assign these
labels to vertices with indicek 2, . . ., v respectively. In Phase
2 (Lines 4-7), the vertices are examined in increasing order
by labeP and the MaxAverageSINRColour function is used to
assign a colour to the vertex under consideration.

The MaxAverageSINRColour function is explained in Al-
Fig. 1. Graph-Based algorithms can lead to high cumulatiterference. gorithm 2. It begins by discarding all colours that conflict

_ with u, the vertex under consideration. Among the set of non-

coordinates arel = (0,0), 2 = (=80,0), 3 = (90,0), conflicting coloursC,., it chooses that colour fou which
4 = (280,0), 5 = (200,0) and6 = (370,0). The system esults in the maximum value of average SINR at the neighbors
parameters ar& = 10 mW, a = 4, No = —90 dBm, . = 20 of 4, |ntuitively, this average SINR is also a measure of the
dB andy; = 10 dB, which yieldsR. = 100 mandR; = 177.8  gyerage distance of every neighborwofrom all co-coloured
m. A graph-based scheduling algorithm will typically schied ransmitters. The higher the average SINR, the higher & thi
the transmissiond — {2,3}, and4 — {5,6} in the same ayerage distance. We choose the colour which results in the
time slot, say thei’" time slot, since the resulting graphmaximum average SINR at the neighbors«wofso that the

colouring is devoid of primary and secondary vertex cordlictaggitional interference at the neighbors of all co-coldure
However, our computations show that the SINRs at receivgtgnsmitters is kept low.

Ti1,1y T3,1,2y 73,21 and Ti2,2 are 21.85 dB, 12.45 dB, 15.27

dB and19.97 dB respectively. From the physical interferenc@jgorithm 1 MaxAverageSINRSchedule

model, the transmissioty ; — r; 1,1 IS successful, while the

transmissions;,, = Ti12s b2 = T2 andt;» — rizp are output: A colouringC : V — {1,2,...}

unsuccessful. This leads to Iow throughput. _ 3 label the vertices of. randomly
Hence, graph-based scheduling algorithms do not maximizg: ¢, j—1tondo

the throughput of an STDMA network.

1: input: Physical networkP(-), communication grapf.(-)

5. letw be such that (u) = j
6: C(u) — MaxAverageSINRColoy:)

D. Problem Formulation
7: end for

We propose a new suboptimal algorithm for STDMA broad-
cast scheduling based on the physical interference model.

To evaluate the performance of our algorithm and compare IV. PERFORMANCERESULTS
it with existing suboptimal STDMA broadcast scheduling\. Simulation Model

algorithms, we define the following metric: spatial reuse. | - : ; ;
) ' n our simulation experiments, the location of every node
Consider the STDMA broadcast schedfg) for the network is generated randomly in a circular region of radids If

®(-). Under the physical interference model, the point—to-pon@X Y,) are the Cartesian coordinates of tfié node, then
transmissiort; ; — r; j . is successful iff (3) is satisfied. The ;- 77 %J[—R R| andY; ~ U[-R, R subject toX? + Ve o
spatial reuseof the schedqleﬂ(-) Is Qefi_ned as the_ a_verageRé. Equivaléntly, if(Rj, ©,) are ’the polar coordijnatesj of the
number of successful point-to-multipoint transmissiorey pjth node, theni? ~ U[0, R?] and®; ~ U[0, 2x]. Using (4)

time slot in the STDMA schedule. Thus and (5), we computdz. and R;, and then map the STDMA

o e ST [SINR. L 3e) . . .
Z,_ Z Vi k=1 Tig. k7 ¢ 3Note that spatial reuse in our system model is analogous ¢otrsp
=1 g=1 n(ti;) (8) efficiency in digital communication systems.
C 4Randomized algorithms are known to outperform determmagorithms,
- . . esp. when the characteristics of the input are not knowroag#s].
where I(A) denote the indicator function for evert, i.e., 5In essence, the vertices are scanned in a random order, labslng is

I(A) = 1 if event A occurs; I(A) = 0 if event A does random.

Spatial Reuse=



Algorithm 2 integer MaxAverageSINRColour} R=500m, P =10mW,a =4, N, =-90 dBm, y =20dB,y =10dB

1: input: Physical networkd(-), communication grapt.(-) q
2: output: A non-conflicting colour
3: C « set of existing colours I it
4: Cp « {C(x) : z is coloured and is a neighbor af} ' W
5: Cs « {C(x) : x is coloured and is two hops away from} 1
6: Coe = C\ {C,UC,} 5 7| ]
7: if Cne # ¢ then %
8: 7« colour inC,. which results in maximum average g 15r
SINR at neighbors of: ?
9: if maximum average SINR ~. then 1r
10: returnr
11:  end if 05f
12: end if —*— BroadcastSchedule
' —&— MaxAverageSINRSchedule
13: return|C| + 1 0 ‘ ‘ ‘ ‘ ‘ ‘
30 40 50 60 70 80 90 100
number of nodes
network ®(-) to the two-tier graphg(V,£.W¢E;). Once the Fig. 2. Spatial reuse vs. number of nodes for Experiment 1.

broadcast schedule is computed by every algorithm, théespat
reuse is computed using (8). We use two sets of prototypical
values of system parameters in wireless networks [7] a
describe them in Section IV-B. For a given set of systel
parameters, we calculate the spatial reuse by averagisg ! ° ]
guantity over 1000 randomly generated networks. Keepihg I
other parameters fixed, we observe the effect of increakiag 5: |
number of nodes on the spatial reuse.

In our experiments, we compare the performance of tl
following algorithms:

1) BroadcastSchedule [1] (BS)
2) MaxAverageSINRSchedule (MASS)

R=700m,P=15mW,G=4,No=—85dBm,yC=15dB,yi=7dB
T Bl

spatial reuse

B. Performance Comparison

In our first experiment (Experiment 1), we assume tRat o BroadcastSchedule
500 m, P =10 mW, o = 4, NO = -90 dBm, Ye = 20 dB —&— MaxAverageSINRSchedule
andvy; = 10 dB. Thus,R. = 100 m andR; = 177.8 m. %% 80 90 100 110 120 130 140 150
We vary the number of nodes from 30 to 110 in steps of number of nodes
Figure 2 plots the spatial reuse vs. number of nodes for both
the algorithms. Fig. 3. Spatial reuse vs. number of nodes for Experiment 2.
In our second experiment (Experiment 2), we assume that
R=700m, P =15 mW, o =4, Nyp = —85 dBm, 7. = 15
dB and~; = 7 dB. Thus,R, = 110.7 m andR; = 175.4 m.
We vary the number of nodes from 70 to 150 in steps of
Figure 3 plots the spatial reuse vs. number of nodes for b&ﬁ(v’gc)'
the algorithms. Theorem 1:The running time of MaxAverageSINRSched-
From Figures 2 and 3, we observe that spatial reuse W€ is O(v?).
creases W|th the number Of nOdeS fOI‘ bOth the a|gOI‘itth. Proof: Assuming that an e|ement can be Chosen ran-

The MASS algorithm consistently yields higher spatial BUgjomly and uniformly from a finite set in unit time (Chapter
compared to BS. The spatial reuse of MASS)1i80% higher 1, [6]), the running time of Phase 1 can be shown to be
than BS in Expt. 1 and-5% higher in Expt. 2. This im- ;). In Phase 2, the vertex under consideration is assigned
provement in performance translates to substantially drighy colour using MaxAverageSINRColour. The worst-case size
long-term network throughput. of the set of colours to be examiné@,. UC, U C| is O(v).
With a careful implementation, MaxAverageSINRColour runs
in time proportional to|C,,.|, i.e., O(v). Thus, the running

In this section, we derive an upper bound on the runningne of Phase 2 i©)(v?). Finally, the overall running time of
time (computational) complexity of our algorithm. Let MaxAverageSINRSchedule 8(v?). ]

genote the number of vertices of the communication graph

V. ANALYTICAL RESULT



VI. DISCUSSION

In this paper, we have developed a broadcast scheduling
algorithm for STDMA multihop wireless ad hoc networks
under the physical interference model, namely MaxAvera-
geSINRSchedule. The performance of our algorithm is su-
perior to existing graph-based algorithms. A practicalesxp
imental modeling shows that, on an average, our algorithm
achievesl 5% higher spatial reuse than the BroadcastSchedule
algorithm [1]. Since schedules are constructed offline only
once and then used by the network for a long period of
time, this improvement in performance directly translaies
higher long-term network throughput. Also, the compuiaaio
complexity of MaxAverageSINRSchedule is comparable to the
computational complexity of BroadcastSchedule. Thesgfor
MaxAverageSINRSchedule is a good candidate for efficient
SINR-based STDMA broadcast scheduling algorithms.

It would be interesting to apply techniques like simulated
annealing, genetic algorithms and neural networks to deter
mine SINR-compliant STDMA broadcast schedules.
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