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Abstract

In this thesis, we consider resource allocation schemeisfi@structure-based multipoint-to-
point wireless networks like IEEE 802.16 netwoeks infrastructure-less ad-hoc networks
In the multipoint-to-point networks, we propose channedl dmansport layer aware uplink
scheduling schemes for botkal-time and best effortservices, whereas in ad-hoc networks,

we propose channel aware congestion control schemes foeff@s services.

We begin with the performance evaluation of IEEE 802.16 neta/by conducting exper-
iments in the current deployed IEEE 802.16 networks of aifeatelecom operator in India.
We observe that (i) the throughput of Transmission Controtdtol (TCP) based application
is poor as compared to that of User Datagram Protocol (UD8gdapplication and (ii) TCP-
based application suffers in the presence of simultane@?-based application. The Weight-
based (WB) scheduler employed in this service provider ogt@oes not provide any delay and
throughput guarantee to these applications. This mosuadeo further investigate scheduling

schemes specific to real-time and best effort services (&ded applications).

For real-time services, we propose a variant of deficit rowgidn scheduler, which at-
tempts to schedule uplink flows based on deadlines of thekgia and at the same time at-
tempts to exploit the channel condition opportunisticallie call this as “Opportunistic Deficit
Round Robin (O-DRR)” scheduler. Itis a polling based and éomplexity scheduling scheme
which operates only on flow level information received frdm tisers. Our key contribution is
to design scheduling mechanism that decides how many s$lotddsbe assigned to each user
based on its requirement and channel condition. Since O-BiRploys no admission control
and does not maintain packet level information, strict yiglaarantees cannot be provided to
each user. Rather, O-DRR reduces deadline violations cauga the Round Robin (RR)
scheduler by taking the deadlines of Head of the Line (Holckpts into account. For fairness,
the O-DRR scheduler employs the concept of deficit counteilai to that in Deficit Round
Robin (DRR) scheme. We demonstrate that O-DRR achievesrlpssket drops and higher
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Jain’s Fairness Index than RR at different system load&deahd polling intervals.

We then consider design of uplink scheduling schemes for-h&fed applications in
IEEE 802.16 networks that provide greater throughput aimtidas. We propose two vari-
ants of RR scheduler with request-grant mechanism: “TCRiI@¥inaware Uplink Scheduling
(TWUS)” and “Deadline-based TCP Window-aware Uplink Salledy (DTWUS)”. We con-
sider congestion windowwnd, Round Trip Time R77T) and TCP timeout information of the
TCP-based applications while scheduling. To avoid uné&ssndue to scheduling based only
on these information and opportunistic condition, we empleficit counters similar to that
in DRR scheme. Since Adaptive Modulation and Coding (AMQ) ba used to achieve high
spectral efficiency on fading channels, we exploit AMC forPF@ware scheduling by extend-
ing TWUS and DTWUS with adaptive modulation. Using AMC, thasb station can choose a
suitable modulation scheme depending on the Signal to NRasie (SN R) of the users so that
overall system capacity is increased. We demonstrate BRataware schedulers achieve higher
throughput and higher Jain’s Fairness Index over RR and WiBdders. We also discuss the
properties of TCP window-aware schedulers and provide afysis for TCP throughput in
IEEE 802.16 and validate this through simulations. Fonasis, we observe that the difference
of data transmitted by two back logged flows in any intervédlasnded by a small constant.

Finally, for ad-hoc networks, we propose a channel awargestion control scheme,
which employs both congestion and energy cost associatédtia@ links of a network. In
this scheme, transmission power in a link is determineddasethe interference, congestion
and available power for transmission of the wireless nodeisthe rate of transmission is de-
termined based on congestion in the network. By controlliagsmission power along with
congestion control, we demonstrate that congestion in gteark as well as average trans-
mission power can be minimized effectively. We investigate convergence of the proposed
scheme analytically and through simulations. We then me@m implementation method us-
ing modified Explicit Congestion Notification (ECN) apprbaicvolving both ECN-Capable
Transport (ECT) code points 0 and 1. It uses 2-bit ECN-Ecl@HHlag as a function of both
average queue size and transmission power instead of thelbit ECE flag.

To summarize, we propose channel and Transport layer awaezlsling schemes for
multipoint-to-point networks and channel aware congestontrol schemes for ad-hoc net-

works.
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Chapter 1

Introduction

Today, Internet is the de facto source of ubiquitous infaromeaccess. With applications rang-
ing from email to web browsing, online transaction to jobrseaweather forecasting to video
broadcasting, Internet has an impact on every aspect ofvas. ICommunication at any time
and any place is becoming the necessity of the day. Wirelesgonks (cf. Figure 1.1) have
emerged as the key communication paradigm. Wireless nkswgarch as IEEE 802.11 [1, 2]
based Wireless Fidelity (WiFi), IEEE 802.16 [3, 4] based \aide Interoperability for Mi-
crowave Access (WIMAX) [5], 3 Generation Partnership Project Long Term Evolution (3GPP
LTE) [6], and 39 Generation Partnership Project 2 (3GPP2) [7] have beenedkfmprovide
high quality services. Advances in wireless technologyehfarelled an increase in demand
for higher data rates and ever-widening customer base. gpostithe ever increasing demand,
efficient solutions that provide high throughput, low dedayl fairness guarantee to the applica-
tions are required. Moreover, the location dependent tiamging wireless channel and limited
wireless network resources also influence the design pgodé® location dependent nature of
wireless channel is due to path loss and shadowing, whdredisrte varying nature of wireless

channel is due to multipath fading and mobility.

In order to meet the applications’ requirements while assirey wireless channel con-
straints, the wireless network resources need to be effigialocated. This necessitates ef-
ficient resource allocation schemes to be designed. Dueettirtte varying nature of wire-
less channel, we can use the information available at thei®dy(PHY) and Transport lay-
ers for designing resource allocation schemes at the Mediceess Control (MAC) layer to

achieve greater end-to-end performance. This approaamoisrk ascross-layer resources al-

1
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location [8-13]. This thesis primarily focusses on some such cragerlresource allocation

techniques.

Figure 1.1: A Generic Wireless Network

1.1 Resource Allocation in Wireless Networks: Need for Cras

layer Design

In a multiuser packet switched access network, multiplasimaissions are coordinated by a
scheduler. Schedulers should be designed such that Quoél8grvices (QoS) requirements
of the applications or users are met. In addition to meetin§ @quirements, maximum uti-
lization of the resources involved and fairness in resoaitmeation are critical to scheduler
design. Depending upon the network types, scheduling carategorized into centralized or
distributed scheduling. In distributed scheduling, easéruakes its own scheduling decision
based on its local information available, whereas in céin&d scheduling, a centralized entity
makes the scheduling decisions based on the global infammat the users. In this thesis, we
limit ourselves to the centralized uplink scheduling.

When the rate of transmission and the number of flows in a Bnkdreased, the input
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traffic to that link increases. If the aggregate rate of thedlexceeds the link capacity, then
it results in congestion in the network. Since buffers ag¢nmediate nodes are of finite size,
congestion in the networks leads to packet drops. Moredergueuing delay at the buffers
results in delay in packet delivery. Therefore, to contamgestion the rate of transmission of
individual user should be adapted.

Resource allocation for scheduling or congestion congahore involved for wireless
networks than that of wired networks. In a wired network, lthks are assumed to be reliable
and of fixed capacities, whereas in a wireless network, dimeehannel is time varying and
error prone, the links are assumed to be of variable capaaid un-reliable. Thus, schedul-
ing schemes designed for wireless networks should takeairtount of the nature of wireless
channel, while at the same time ensuring fairness and maixigiwesource utilization.

In wired networks, since the links are reliable and of fixeplazaties, packet drop is mainly
due to congestion in the network. In wireless networks, g®channel characteristics and in-
terference also contribute to packet drops. Typical Trassion Control Protocol (TCP) based
congestion control techniques used for wired networkd paaket drops as an indication of
congestion, whereas it is not appropriate in wireless nesvoCongestion control in wireless
networks can be achieved in two ways: (1) Modification of T@Rgestion control mechanism,
taking the nature of wireless channel and network modeldotwsideration; and (2) Introduc-
ing power control along with congestion control. Since TE€R popular protocol, modification
of TCP to alleviate packet drops due to interference andrdlacharacteristics is not advis-
able. Therefore, in this thesis, we concentrate on the seapproach. Specifically, power
control along with congestion control is studied to addtésseffect of wireless channel and
interference.

Since we are dealing with resource allocation schemesactsistics of resources in-
volved needs to be investigated. Like any other networkeless networks have a set of
resources, such as bandwidth, energy, channel codes, naténae. Since these resources
are limited, resource allocation schemes should maxinfizeutilization of these resources.
Though, all of these resources are of importance in wirglessorks, we concentrate primarily

on the following two types of resources.

e Wireless Channel/Bandwidth It is the most important resource in wireless networks.

Since wireless channel is a shared medium, transmissiomed than one node at a time
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is prohibitive. Therefore, multiple access techniques Tikne Division Multiple Access
(TDMA), Frequency Division Multiple Access (FDMA) and Co@vision Multiple Ac-
cess (CDMA) have been used to provide opportunities foistrassion to the participat-
ing users. TDMA divides wireless channel into time slots #meh allocate a time slot
to a user. Similarly, frequency bands in FDMA and codes in GDMe allocated to
the users for providing opportunities of transmission. We mumber of users increases,
opportunity of transmission provided by these systemsedsas. This requires effective

and maximum utilization of wireless channel.

e Transmission Energy. The main characteristics of wireless nodes are limitetebabr
transmission energy. To ensure longer life time in the ndtpwow power transmission is
desired. However, to transmit at a higher rate, nodes needttease their transmission
powers. Since increase in transmission power of a node nsatri@ interference to
others, we need to decide when to transmit and at what powel; luch that both life

time of the network is increased and more amount of datansfeared.

In this thesis, we concentrate our investigations on resoaitocation in (ijnfrastructure-
based multipoint-to-point wireless networks like IEEE 8@networkgcentralized networks)
and (ii) infrastructure-less ad-hoc networkde-centralized networks). In the following sub-

sections, we discuss the need for cross-layer resourcattia in these two networks in detail.

1.1.1 Scenario I: Infrastructure-based IEEE 802.16 Netwadks

In infrastructure-based IEEE 802.16 networks (cf. Figui,the Base StationqS) allocates
resources, such as physical time slots (WirelessMAN-SChannels (WirelessMAN-OFDM,
WirelessMAN-OFDMA) to the connected Subscriber Statiofi§g) based on their QoS re-
quirements in both uplink and downlink directions. These@antralized (multipoint-to-point)
networks. In IEEE 802.16, transmission between Bt and SSs can be achieved in the as-
signed time slots or channels either by employing fixed matthut or adaptive modulation
schemes at the PHY layeB S, selects the modulation schemes to be employed dynamically
based on the channel states and assigns slots/channelsdraee QoS requirements of the
upper layer. This channel/slot assignment is termed asdstihg and is a function of the
MAC layer of the BS. Though theBS performs both uplink §S— > BS) and downlink
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(BS— > SS) scheduling, uplink scheduling is far more complicateahttdawnlink scheduling.
This is because, thB S does not have the necessary information of all queues andeewents

of SSs in the uplink. Instead of employing scheduling in a Firstr@oFirst Serve (FSFS) ba-
sis or scheduling with equal weights, th& should assign different number of slots/channels
based on the requirements of users. Though the IEEE 802a&8at defines MAC function-
ality, it does not define scheduling schemes to be employed.

In IEEE 802.16 networks, the main challenge in designingiefiit solutions is the lo-
cation dependent time varying nature of wireless chanmebrdler to address the time vary-
ing nature of wireless channel, Opportunistic schedulicliemes have been designed at the
Medium Access Control (MAC) layers of Open Systems Intensmtion (OSI) stack [13—15].
In Opportunistic scheduling, broadly, user with the bestrstel condition is scheduled and
thus multi-user diversity is exploited. This improves thestem performance considerably.
Opportunistic scheduling schemes are designed for va@m$ objectives such as throughput
optimality (stability) [16, 17], delay [18, 19] and fairre§20, 21]. These schemes are cross-
layer schemes involving Physical (PHY) and MAC layers. Hosvethese schemes have two
key limitations: (i) mostly, these schemes are designedidovnlink scheduling, in which the
packet arrival information and queue state informationvigilable at the scheduler, and (ii)
these schemes do not account for higher layers. Indeeds ibéan shown that guaranteeing
QoS at the MAC layer is not sufficient to guarantee the sameeghigher layer [22, 23], e.g.,
it has been shown that significant variations in instantasendividual user throughput may
result, even if proportional fair scheduler is employedha&t MAC layer to provide long-term
fairness [22, 24]. Thus, the impact of the Transport layeth@noverall performance issue re-
quires further investigation. Since our objective is toyde QoS in terms of high throughput,
low delay and fairness guarantee to the applications (lhtime and best effort) in the up-
link of multipoint-to-point IEEE 802.16 networks, the chateristics of higher layers (not only

PHY and MAC) should also be considered while designing tlsgseems.

1.1.2 Scenario Il: Infrastructure-less Wireless Ad-hoc Nevorks

In infrastructure-less wireless ad-hoc networks (cf. Fegli3), nodes are self-configurable and
are connected by wireless links. These are de-centraligedonks. The communication be-

tween nodes is either single-hop or multi-hop in nature. tvdp networking improves the
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Figure 1.2: Infrastructure-based IEEE 802.16 Networks

power efficiency of the network, as intermediate nodes helgelaying/forwarding traffic to
the final destination. The ad-hoc network is advantageoterims of deployment and mainte-
nance but at the cost of complex time varying and broadaastireless links. Multiple hops
in an ad-hoc network leads to scalability [25] problem. Duéhe de-centralized nature, trans-
mission of one node may interfere with the transmission otlaer nearby node. In addition,
limited energy of wireless nodes also pose challenges iiguieg schemes to provide higher

throughput.

For the best effort services, TCP-based congestion com@cbhique plays a significant
role while designing these systems. This is because TCR paaket drops as an indication of
congestion. However, in wireless networks packet dropscanr not only because of conges-
tion in the network, but also due to interference and wireldsannel characteristics. Instead
of modifying TCP, we propose a channel aware congestiorr@ostheme. In this scheme,
congestion in a link can be controlled not only by the TCP @&stign control mechanism, but
also controlled by increasing transmission power in thak.liln addition, power transmission

in an un-congested link should be decreased.
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Figure 1.3: Infrastructure-less Wireless Ad-hoc Networks

So far in this chapter, we have discussed wireless resoarakshe need for cross-layer
resource allocation. In the next section, we analyze the gapxisting research on wireless

resources that the present thesis attempts to address.

1.2 Motivation and Contributions of the Thesis

We consider resource allocation techniques using schegl(for both real-time and best effort
services) and congestion control (for best effort seryisewireless networks. Since the Trans-
port layer and wireless channel have significant impact ersyistem performance, we propose
cross-layer resource allocation schemes that take Trangyer information into account in
addition to PHY and MAC layer information. In this thesis, aeus only on (I)Channel
and Transport Layer aware Scheduling in Infrastructureséad IEEE 802.16 Networlend (I1)
Channel aware Congestion Control in Infrastructure-lessh®c Networks.

Partl: Channel and Transport Layer aware Schedulingin Infrastructure-based | EEE 802.16
Networks

To study the performance of current implementation of IEBR.86 networks, we con-

duct various experiments in the current deployment of IEBE.86 network of one of the
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largest telecom service providers in IntidVe investigate the performance of TCP-based and
real-time applications both in the laboratory test-bediseind in the live-network setup. We
observe from these experiments that (i) the throughput d?-b@sed application as compared
to real-time application is poor, (ii) the channel utiliwat of TCP-based application is less as
compared to that of real-time applications, (for (i) andl ive compare systems carrying TCP
flows only with systems carrying User Datagram Protocol (Yfd&Rvs only) and (iii) through-
put of TCP-based application suffers in the presence oftnea applications (when both TCP
and UDP flows run simultaneously). In addition, we obsenat the proprietary Weight-based
(WB) scheduling scheme implemented in the IEEE 802.16 ¢greplmetwork of this service
provider does not guarantee any scheduling delay to thécagiphs. Since the packets of real-
time applications are associated with scheduling deagllihere is a need to design scheduling
schemes that provide delay guarantees. This motivates figtteer investigate scheduling

schemes which are specific to real-time and TCP-based afiphs.

IEEE 802.16 standard does not prescribe any particuladsting scheme, and thus, net-
work elements are permitted to implement their own schaduigorithms at thé3 S for both
uplink and downlink. We note that the requirements of upankl downlink flows are different.
In the downlink of IEEE 802.16, th8S has knowledge of the queues assigned to é&€ithe
arrival time of each packet and the individual channel coowliof eachSS. Hence, theBS
can employ a scheduler similar to that of traditional wiretivorks like Weighted Fair Queuing
(WFQ) [26], Self-Clocked Fair Queueing (SCFQ) [27], Woesise Fair Weighted Fair Queuing
(WF?Q) [28]. However, in the uplink scheduling, th#&S does not have packet arrival time and
gueue state information @¢fSs, rather this information will have to be acquired. Sinceneo
municating packet level information has overhead thategpgrtional to the number of arriving
packets, these scheduling schemes are not scalable arerwsuitable for uplink scheduling.
From scalability perspective, Round Robin (RR) or its vaiisaare suitable candidates for uplink
scheduling. Note that RR does not require any packet lef@irration. Moreover, to increase
the system throughput, we need to exploit the idea of Oppwstic scheduling. Therefore, we

need to augment RR scheduling to account for opportunikticaion.

We now consider the impact of the applications on schedwegjgn. We first consider

real-time applications of Real Time Polling ServigePS) service class of IEEE 802.16 and

Due to confidential reason, the name of the service providieni mentioned this thesis.
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subsequently consider TCP-based applications of BesttEB&) and Non Real Time Polling
Services (irtPS service class of IEEE 802.16. Since the real-time appinatequires max-
imum delay guarantee, each packet is associated with aidead| packet is dropped, when
not scheduled before its deadline. Therefore, the propsskéeduler should be aware of the
deadline associated with each packet. However, RR schedlogs not take packet deadlines
into account, thereby causing packet drops due to deadfipieye Our aim is to modify RR
scheduling so as to reduce packet drops. The key challengachieve the required while (i)
keeping control overhead at reasonable level and (ii)zirdj features of IEEE 802.16. One
of the key features of IEEE 802.16 standard is the requesttgnechanism for scheduling. In
request-grant mechanism, eag€h communicates its bandwidth “requests” to thé. Based
on the requirements received at th¢, the B.S decides bandwidth for eachS and communi-
cates this information to eachsS in form of “grants”. Requests frorfi.S can be communicated
either in acontentionmode or in acontention freea.k.apolling mode. We consider polling
mode only as the contention mode does not guarantee anysatalay. Access delay is defined
as the time interval between the packet arrival at¥l§eand its departure from§'S. In polling
mode, theB.S polls eachSS after everyk frames, wheré > 1, called the polling interval or
polling epoch Since polling operation has control overhead (in termsumhiber of slots used
for polling), frequent polling should be avoided. This sagts that the value df should be
large, so that the control overhead is reduced. Howevemwhe large, the system is slow in
reacting to the user’s changing requirements. This maytrespacket drops. Therefore, the
polling interval should be carefully chosen to strike a haabetween the control overhead and

packet drops.

Next, we outline our contributions for uplink schedulingeél-time services. We propose
a variant of deficit round robin scheduler, which attemptsdioedule flows based on deadlines
of their packets and at the same time attempts to exploitithereel condition opportunistically.
We call this as “Opportunistic Deficit Round Robin (O-DRREheduler. It is a polling based
and low complexity scheduling scheme. In the O-DRR schemnéng the request phase, each
user communicates the deadline of its Head of the Line (Halckpt to theBS. Note that
only flow level (not packet level) information is provided tioe BS for scheduling. BS in
turn, assigns slots to each user based on the deadlines amdetttonditions of all user©ur

key contribution is to design scheduling mechanism thaidésechow many slots should be
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assigned to each user given their requirements and chammelitons.Since O-DRR employs
no admission control and does not maintain packet levelimédion, strict delay guarantees
cannot be provided to each user. Rather, O-DRR only redueadlide violations than that in
RR scheduler by taking the deadlines of HoL packets into aticoHence, we also attempt
to provide fairness among the flows, which in turn guarantbasthe packet drops for the
applications are similar. For fairness, the O-DRR schedemeploys the concept of deficit
counter similar to that of Deficit Round Robin (DRR) schem®][2In each frame, theé3S
updates the deficit counter of each active user and detesmeghts to assign appropriate
slots. Further, we formulate an optimal method to deterntivgepolling interval, such that
packet drop due to deadline violation is minimized and adrverhead is reduced. To evaluate
the performance of the proposed scheduling scheme, we certtgaperformance of O-DRR
scheduler with that of Round Robin (RR) scheduler. We demnatesthat O-DRR scheduler
achieves lesser packet drops and higher Jain’s Fairnesg then those of RR scheduler for
fixed packet sized Video traffic and variable packet size@t®draffic (Web traffic) at different

system loads, fading and polling intervals.

We then consider the design of scheduling schemes for fest sérvices in the uplink
of IEEE 802.16 networks. The best effort service uses TCP.aDn is to design centralized
TCP-aware uplink scheduling that provides high througlgmat fairness to uplink flows. Such
scheduling should have low control overhead and should Ip¢eimentable in IEEE 802.16

system with least modification.

TCP-based applications employ window based congestiamaiaechnique and use con-
gestion window sizedwnd), Round Trip Time R7'7) and TCP timeout to control the rate of
transmission. If the scheduler does not account for TCH the flows withcuwnd = 1 and
cwnd = cwndy,, May get equal number of slots. For a flow withnd = 1, slots may be un-
derutilized as its requirement is small, whereas for a flohwivnd = cwndy;.., the number
of slots assigned to it may not be adequate to meet its reqaire This results in increase in
scheduling delay and may lead to TCP timeouts. Therefothgitcheduler does not consider
the cwnd size of the TCP flows, then TCP throughput suffers. Like tighqaut, fairness is also
an important parameter. Since TCP flow with sn#&ll7T" increases itswnd size at a faster rate
as compared to the ones with lar§&'7's, by scheduling the flows with smali7"7's may ac-

quire more number of slots as compared to the flows with xetiarge R7'T's. Therefore, if
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the scheduler does not consid&r'7’s, it may result in unfairness among the flows. In addition,
scheduler should provide delay guarantee such that thereooe of TCP timeout due to delay

in scheduling is minimized.

We propose variants of RR scheduler with request-grant amesin that provide higher
throughput and fairness to the uplink flows. Our contribngion detail is as follows: We
propose two scheduling mechanisms “TCP Window-aware W@icheduling (TWUS)” and
“Deadline-based TCP Window-aware Uplink Scheduling (DT®Ufor TCP-based applica-
tions that belong tartPS andBE service class of IEEE 802.16. These are polling based Op-
portunistic scheduling. In TWUSjund size in terms of slot requirement afd™7" information
are communicated at the time of polling, where as in DTWUSP Ti@eout information along
with slot requirement an&77" are communicated to thBS. To avoid the unfairness due to
scheduling based only anwnd information of users and opportunistic condition, we emgplo
deficit counters similar to that in [29]. The idea of a defi@tiater is to ensure fairness among
the subscriber stations in long term. Since Adaptive Mailuteand Coding (AMC) can be used
to achieve high spectral efficiency on fading channels, e akploit AMC for TCP-aware
scheduling by extending TWUS and DTWUS with adaptive moailuta Using AMC, theB.S
can choose a suitable modulation scheme depending on thal &ig\Noise Ratio{ N R) of the

users so that the overall system capacity is increased.

We compare the performance of TCP-aware schedulers witbtRR scheduler, Weight-
based Channel Dependent (WB (CD)) and Weight-based Chiamtegiendent (WB (Cl)) sched-
uler through exhaustive simulations. We demonstrate tG&t-aware schedulers achieve higher
throughput and higher Jain’s Fairness Index over RR and WiBdider. We discuss the imple-
mentation of TCP-aware schedulers in an IEEE 802.16 netwdikalso compare the perfor-
mance of TCP-aware schedulers with fixed modulation andath&BCP-aware schedulers with
adaptive modulations. Though, higher rate of transmiss@chieved with adaptive modula-
tion, this higher transmission rate of adaptive modulaigamot directly reflected in the average
TCP throughout. This is due to the fact that the time scaldahge ot-wnd size is slower than
that of the rate of transmission. We also discuss the pregeof TCP-aware schedulers and
provide an analysis for TCP throughput in IEEE 802.16 andla&é this through simulations.
For fairness, we observe that the difference of data tratestrioy two back logged flows in any

interval is bounded by a small constant.
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Part 1l: Channel aware Congestion Control in Infrastructure-less Ad-hoc Networks

In the second part of the thesis, we consider channel awagestion control scheme in an
ad-hoc network. In this, our prime motive is to provide high€P throughput and at the same
time transmit at an optimum power level. There are some g@itef30-32] in that direction,
which have described cross-layer congestion and poweratantwireless networks. These
schemes have modelled TCP congestion control in wirelesgonkes as a social optimization
problem and employ congestion in a link as a cost functionc&the wireless nodes are mostly
battery powered, the transmission power in a link should bé&sconsidered as a cost function.
However, inclusion of cost function for transmission powvea link may lead to convergence
problem. Therefore, further investigation on cross-ldyesed congestion and power control in
ad-hoc networks is required. In addition, implementatibthe cross-layer based congestion

control in the protocol stack requires further investigati

To address the above mentioned issues, we propose a chararel @ngestion control
scheme in ad-hoc networks, which employs both congestidreaergy cost. We model TCP
congestion control in wireless networks as a social opaton problem and decompose the
objective function defined for social optimization in week ad-hoc networks into two separate
objective functions [33]. We solve these separate objedtmctions iteratively for the equi-
librium transmission rates and link costs (both congestimst and energy cost). The solution
of the decomposed objective functions leads to a cross-Ey@roach involving TCP and the
PHY layer, in which power transmission in a link is deterndrmsed on the interference and

congestion and the rate of transmission is determined l@sedngestion in the network.

By controlling transmission power along with congestiomtcol, we demonstrate that
congestion in the network as well as average transmissiaepcan be minimized effectively.
We investigate the convergence of the proposed schemetiaallly Further, we also perform
convergence analysis for various step sizes used for tfaiite solution and addition or dele-
tion of flows into the network. We also propose an impleméoamnethod for the cross-layer
congestion control scheme using Explicit Congestion Nifon (ECN) [34]. This is a modi-
fied ECN approach involving both ECN-Capable Transport (E€0e points 0 and 1. It uses
2-bit ECE flag as a function of both average queue size andriasion power instead of the
usual 1-bit ECN-Echo (ECE) flag.
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1.3 Organization of the Thesis

In this section, we outline the organization of the thesidisThesis is organized into two
parts: (I) Channel and Transport Layer aware Schedulingfrastructure-based IEEE 802.16
Networks and (II) Channel aware Congestion Control in lstinacture-less Ad-hoc Networks.
Part | of the thesis is further organized into four chapted Bart 1l of the thesis is organized
into two chapters. We present a summary of the thesis in €h8pt

Part1: Channel and Transport Layer aware Scheduling in I nfrastructure-based | EEE 802.16
Networks

In Chapter 2, we provide a brief account of wireless fading.di¢cuss IEEE 802.16 stan-
dard in brief and explain its PHY and MAC layer functionality/e review various scheduling
schemes used in wireless networks and extend this discussiglink and downlink schedul-
ing schemes for IEEE 802.16 networks. Further, we deschibexperimental setup employed
to investigate the performance of an IEEE 802.16 deployédark and discuss the key find-
ings of our experiments. The findings of our experiments vatdi us to investigate scheduling
schemes which are specific to real-time and TCP-based afiphs.

In Chapter 3, we propose O-DRR scheduling mechanism fotirealapplications oftPS
service class of IEEE 802.16. This is a polling based sclimglsicheme. In this chapter, we
also formulate an optimal method to determine the pollingrival, such that packet drop due to
deadline violation is minimized and fairness is maintainéé illustrate the O-DRR schedul-
ing algorithm through an example and discuss implememtdtamework within IEEE 802.16
setting. Further, we compare the performance of O-DRR sdhedith that of Round Robin
scheduler at different system loads, different fadingfedent polling intervals and different
traffic types

In Chapter 4, we propose TWUS and DTWUS scheduling mechaniemT CP-based
applications that belong tortPS and BE service class of IEEE 802.16. These are polling
based scheduling. We compare the performance of TCP-awheglglers with that of Round
Robin scheduler and Weight-based schedulers (WB (CD) and(@IB through exhaustive
simulations.

In Chapter 5, we consider the TCP-aware scheduling scheitieaeaptive modulation.
We employ adaptive modulation at the PHY layer and modifydtieeduling schemes to ac-

commodate variable rate of transmission, such that fasrisamaintained and slot utilization is
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maximized. We compare the performance of adaptive moduldi@sed TCP-aware schedulers
with that of Round Robin scheduler and Weight-based scleslthrough exhaustive simula-

tions. We discuss the properties of TCP-aware scheduldngsichapter and provide a theoret-

ical analysis for TCP throughput in IEEE 802.16 and validhie through simulations.

Part 1l: Channel aware Congestion Control in Infrastructure-less Ad-hoc Networks

In Chapter 6, we discuss various congestion control tectesigused in wired networks,
and then extend these to wireless networks. We discuss #tefoea cross-layer congestion
control (channel aware congestion control) technique aviéw optimization-based congestion
control technique for wireless ad-hoc networks. We dissosse of the open problems in cross-
layer based congestion control in ad-hoc networks, whichivaites us for designing a joint
congestion control and power control scheme.

In Chapter 7, we formulate a joint congestion and power cbmiroblem for a CDMA
ad-hoc network. In this scheme, each participating noderohéhes its optimal transmission
power in an iterative manner to support TCP congestion obattheme. We perform various
experiments to determine the efficiency of our framework. iWestigate the convergence
of the proposed scheme analytically and through simulati®de propose an implementation
method for the cross-layer congestion control scheme UG in this chapter.

In Chapter 8, we provide concluding remarks and discusstitwes for future research.
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Chapter 2

Overview of Cross-layer Resource
Allocation in IEEE 802.16 WIMAX

Systems

As discussed in the previous chapter, the time varying raitiwireless channel poses one of
the key challenges in designing efficient systems. As sugdesn the literature, cross-layer
resource allocation [8—12] including Opportunistic saledy [13, 15,17, 35] are the major ap-
proaches designed to handle this challenge. In Opportarsisheduling, user with the best
channel condition is scheduled. This improves the ovegdiivark performance considerably.
In Part | of this thesis, our objective is to exploit the copicef Opportunistic scheduling and
propose cross-layer resource allocation schemes spedBE&EE 802.16 based networks. Since
the design of cross-layer resource allocation schemes$vimvarious layers of Open Systems
Interconnection (OSI) stack, we need to investigate thei¢syes arising due to such cross-
layer allocation. In this chapter, we discuss various desigues related to cross-layer resource
allocation in IEEE 802.16 carrying TCP-based (best effast)vell as UDP-based (real-time)
applications. Before designing a cross-layer system, e donduct various experiments in
both laboratory test-bed setup and live-network setupuestigate the performance of IEEE
802.16 deployed network. We perform experiments using B@R and UDP based applica-
tions in uplink as well as downlink directions. Our key fingmof these experiments are as

follows:

e Throughput achieved by the TCP-based applications is logoagpared to that of UDP-

17
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based applications for similar channel states.

¢ Slot utilization of TCP-based applications is less as caegb¢o that of UDP-based ap-

plications.

e Moreover, throughput of TCP-based applications sufferthépresence of UDP-based

applications.

From the experimentation, we also observe that the schrggdatihemes implemented in
the IEEE 802.16 deployed network does not guarantee angsadetay to the applications. Ac-
cess delay is defined as the time interval between the packetlat theSS and its departure
from SS. Since the packets of real-time applications are assabvete deadlines, there is also
a need to design scheduling schemes for such kind of applisat The results of our exper-
imentation motivate us to design different scheduling sa®for TCP and UDP applications

with the following objectives:

e A scheduling scheme designed for TCP-based applicatiandémaximize the channel

utilization and at the same time improve the system perfooea

e The scheduling scheme designed for real-time applicasbosld consider deadline as-

sociated with the packets.

The above objectives form the basis of our investigatiohédubsequent chapters of Part
| of this thesis. This chapter is organized as follows. Intleec2.1, we begin with a brief
account of wireless channel characteristics. In Secti@n\e discuss IEEE 802.16 standard
in brief and explain the PHY and MAC layer functionality of HFEE 802.16 based network.
We review various uplink and downlink scheduling schemeggpsed in the literature for IEEE
802.16 networks in Section 2.3. In Section 2.4, we descalvedss issues related to scheduling.
In Section 2.5, we describe the experimental setup emplwyavestigate the performance of

an IEEE 802.16 deployed network and discuss the key findihgsreexperiments.

2.1 Fading in Wireless Channel

In a wireless network, signal travelling through free spandergoes absorption, reflection,

refraction, diffraction and scattering, etc., resultingzariation in received signal strength in a
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random manner. This phenomena of random variation of redesignal is termed dsading

Fading in general can be categorized iritarge Scale FadingndSmall Scale Fading

e Large Scale FadingLarge scale fading is mainly caused due to path loss ortem
depending on the distance between the transmitter andreecand due to shadowing.

Large scale fading is typically frequency independent 3,

e Small Scale FadingSmall scale fading is mainly caused due to the multipatpagation
of the transmitted signal. Since the relative motion betwibe transmitter and receiver
and/or movement of the reflecting objects in the path resaltendom path lengths,
the phase and amplitudes of different multipath componarésandom. The random
changes in amplitudes and phases of the multipath sigrai#t re random change in the
received signal, and is termed as small scale fading. Sroalk $ading can be further

categorized intoflat fadingandfrequency selective fadirf§6—38].

2.1.1 Large Scale Fading

The attenuation in signal strength at the receiver due ¢elacale fading can be expressed as:
P, = Pd™, (2.1)

where~ is known as the path loss exponeRt,and P, are the received and transmitted powers
respectively. The path loss exponentdepends upon the terrain and the environment, typically
taking values in the range of 2 to 4. In practiges 2 is used for propagation in free space, and
~v =4 is used for propagation in a relatively lossy environmémbther environments, such as
buildings and stadiums, the path loss exponent can reacbs/ad the range of 4 to 6. In addition
to the attenuation due to distance, the received signalualdergoes random fluctuations due
to the absorption, reflection, refraction and diffractigntbe obstacles between the transmitter

and the receiver. This random fluctuation in the receivedaigan be expressed as:

P =Pd 7, (2.2)

wherey representshadowingandom loss. It has been suggested in the literature (OGhapte

of [39]) that the random variable can be modelled as a Log-normal random variable, i.e.,

x = 1075, wherez ~ N(0,0). (2.3)
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N(0, o) is a Gaussian distribution (normal) with mean 0 and standevétions. Typical

value ofc are in the range of 4-12 dB. The expected valug ofin be expressed as:

E(x) = exp <922U2) : (2.4)

wherep = 210,

2.1.2 Small Scale Fading

Instead of receiving the signal over one Line of Sight (LO&hpthe wireless receiver receives

a number of reflected and scattered waves. Since the recgyeals have varying amplitudes
and path lengths with random phases, the instantaneouseégeower is also random. In
literature, this kind of time varying channel has been miedieds a tapped delay line filter with
finite number of taps (Chapter 2 of [40]). In this thesis, vmeifiourselves to flat fading channels
that can be modelled using a single-tap filter with the tapem@delled as a zero mean complex
Gaussian random variable. Lce} denote the variance of the tap gain. The magnitude of channel

gain is a Rayleigh random variable with probability densifigction expressed as:

h —h?
oy 2<7f

and, the squared magnitudg, 2 |H..|? is an exponentially distributed random variable with

probability density function expressed as:

fyly) = %exp <2_7%> , ¥y >0, (2.6)

f f
where2aj% is the average received signal power and the mean of the erpahrandom vari-

able. This model is called Rayleigh fading model. After inpwating path loss, Log-normal
shadowing and Rayleigh fading, we can express the expdgteal power received at a distance

d as:

2 9
P, = Pd 7" Fexp (920 )

(01In10)?
200 ’

(2.7)
= Pd [ exp (

wheref = 20—;, is the mean of exponential distribution.
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The objective of the first part of the thesis is to proposeuss®allocation schemes for
IEEE 802.16 networks. Thus, a brief overview of the IEEE &862s presented in the next

section in order to highlight the basic protocol involvedhe standard.

2.2 Overview of IEEE 802.16 Standard

Due to the recent technological developments, Broadbanel&gs Access (BWA) [3,41] based
services turn out to be advantageous than the traditiomabvgiervices in terms of fast deploy-
ment, flexible architecture, scalability, nomadic accesklaw cost. BWA systems are expected
to support Quality of Service (QoS) for real time applicagpsuch-as Video Conferencing,
Video Streaming and Voice-over-IP (VoIP). IEEE 802.16-2(8], is a fixed BWA standard for
both multipoint-to-point and mesh mode of operation. Tlaagard prescribes WirelessMAN-
SC air interface in 10-66 GHz bands based on a single-canmoelulation scheme and Wire-
lessMAN-OFDM, WirelessMAN-OFDMA air interfaces in the lhof 2-11 GHz. Along with
the fixed BWA, mobile BWA is also supported through the IEER 8Be-2005 [4] amendment.
In this thesis, we limit our discussions to multipoint-tolpt networks based on fixed IEEE
802.16-2004 standard.

IEEE 802.16 standard describes Physical (PHY) and MediuoegsControl (MAC) lay-
ers of the OSI protocol stack. The Physical layer suppor¢sifas well as adaptive modulation
techniques in both uplink as well as downlink directionse MAC layer consists of three ma-
jor sublayers service specific Convergence Sublag@s), Common Part SublaydCPS), and
Privacy Sublayerin Figure 2.1, we illustrate the basic IEEE 802.16 protatalcture with the
various MAC sublayers.

IEEE 802.16 system architecture consists of two logicatiest Base Station®S) and
Subscriber StationyS). As per the standard, bothS and BS have instances of IEEE 802.16
PHY and MAC in addition to the support functions. In a muliiteto-point architectureBS
andsS S operate in master-slave relationship. In Figure 1.2, wistithte a typical deployment of
multipoint-to-point IEEE 802.16 network. The basic fuocts of S.Ss andBS are as follows:

SS Functions
1. Performs initial ranging, power control, maintenanaegiag, etc.

2. ldentify theBS to which it needs to be connected. Acquires clock synchetiuz and
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CS SAP

APPLICATION LAYER Convergence Sublayer
(CS)

PRESENTATION LAYER
MAC SAP

SESSION LAYER MAC Common Part Sublayer
(MAC CPS)

ﬁ

TRANSPORT LAYER

NETWORK LAYER Privacy Sublayer

MAC LAYER PHY SAP

Physical Layer
PHYSICAL LAYER (PHY)

ﬁ

Figure 2.1: Protocol Structure in IEEE 802.16

obtains PHY and MAC parameters from tBe.
3. Establishes a connection with the.

4. Generates bandwidth requests to be communicated t&théor each flow passing
through it and schedules each flow based on the bandwidtiveecom the BS and

the flow’s requirement.

BS Functions

1. Provides support for ranging, clock synchronizationyg@ocontrol and admission con-

trol, etc.
2. Determines the PHY and MAC parameters fors#ls.

3. Performs centralized scheduling both for the uplink as agedownlink flows.

In the subsequent sections, we discuss the operation of 82H.6 standard in detalil.

2.2.1 Physical Layer Overview

The standard prescribes WirelessMAN-SC air interface 8 @GHz bands based on a single-

carrier modulation scheme and WirelessMAN-OFDM, Wirel8&N-OFDMA air interfaces
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in the band of 2-11 GHz. In this section, we discuss the bawsintarface WirelessMAN-SC in

detail.

Since the WirelessMAN-SC air interface operates in theearid 0-66 GHz, Line of Sight
(LOS) becomes a practical necessity due to the propagat@amacteristics. At this frequency
range, directional antennas can be used and hence the atlufipppagation can be made neg-
ligible. The wireless channels between th8 andSSs are logically divided into two different
channelsgownlink channeanduplink channel The downlink channel is a broadcast channel
(Time Division Multiplexing (TDM)) and is used by thBS for transmitting data/packets and
control information in the downlink direction. The uplink&nnel is a time-shared channel
which is a combination of Time-Division Multiple Access (MA) and Demand Assignment
Multiple-Access (DAMA).SSs transmit in the designated slots of the uplink channefassi
by the BS.

IEEE 802.16 standard supports both Time Division Duplex@)@nd Frequency Divi-
sion Duplex (FDD) mode of operation. Even though the conéigan of TDD and FDD sys-
tems are different, the basic frame structure supportiage burst profiles is similar in both
TDD and FDD. In both TDD and FDD mode of operations, time isdtd into frames. The
WirelessMAN-SC PHY allows three different frame duratin@s msec, 1 msec and 2 msec.
Each frame in turn is composed of a fixed number of slots of ledur@tion. The number of
slots assigned for various purposes (registration, caoterguard, or user traffic) is controlled
by the BS and may vary over time for optimal performance. In TDD, eaelmfe is further di-
vided intouplink subfram@nddownlink subframewhereas in FDD, simultaneous transmission
in both uplink and downlink are possible in different freqag bands, resulting in no further
sub-division of the frame. In this thesis, we discuss TDDeldd&EE 802.16 network. Figure
2.2 illustrates the frame structure used by TDD mode of IEBE B6. The downlink subframe
starts with a preamble, which is used mainly for synchraremaand equalization. This is
followed by a Frame Control Header (FCH) that contains DawnMap (DL 4p), Uplink
Map (U Ly ap), Downlink Channel Descriptor (DCD), and Uplink Channeldbeptor (UCD).

D Ly 4p defines the usage of downlink intervals for a burst mode PHWéreas/ L, 4 » defines
the uplink usage in terms of the offset of the burst, which nedgr to the uplink subframe of the
current frame or the future frame, depending upon a spedifit inplementation. DCD spec-

ifies the downlink PHY characteristics and contains infdiorasuch as frame duration code
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and downlink burst profiles, etc.. UCD specifies the uplinkyP¢tharacteristics and contains
uplink burst profiles that define uplink interval usage coales associated PHY characteristics.
It also contains the back-off parameters to be used duringeation in the uplink. Both DCD
and UCD are transmitted by theS at periodic intervals.

The standard supports both fixed as well as adaptive modnlathemes. In the up-
link direction, it supports mandatory Quadrature Phasdt Baying (QPSK) and optional
Quadrature Amplitude Modulation (QAM) schemes (both 16MDANd 64-QAM), whereas
in the downlink, it supports mandatory QPSK and 16-QAM, aptiamal 64-QAM modulation
schemes. Though the standard defines maximum baud rate ahdation schemes to be used
for WirelessMAN-SC interface, it does not specify the SigndNoise Ratio § NV R) thresholds

for choosing different modulation schemes to be used.

Frame_, | Frameg_; | Frameg Frameg ., | Frameg o

=TT . Uplink Subframe T

- - L TR

DL PHY PDU | TTG| Initia] BW Req UP PHY| UP PHY UP PHY| RTG

RNG PDUSS |PDUSS | |PDUSS
%Downlink Subfram - \”‘"*"‘~>~--~..‘,_\_\ \"\.\
Long FCH DL Burst DL Burst; Short UP Burst
Preamble ) ) Preamble

e TSl

DLmap | ULmap| DCD | UCD

Figure 2.2: Frame Structure in IEEE 802.16

2.2.2 MAC Layer Overview

The primary task of the MAC layer is to provide an interfacéwsen the higher layer and
the Physical layer. It provides interface to a variety ofn@glayer protocols, such as Asyn-
chronous Transfer Mode (ATM), Time Division MultiplexingDM) voice, Ethernet, Internet

Protocol (IP), etc. It is a connection-oriented MAC, in whnieach traffic flow between &S
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and theBS can be identified by an unique Connection ID (CID). It supptxdth connection
oriented services such as TCP-based applications and @oyméess services such as UDP-
based applications, and maps each connection orientecoanection less service/application
to a MAC layer connection. For the downlink flows, th&' allocates bandwidth to eachs,
without involving theS'S. However, in the uplink, thé.S employs a request-grant mechanism
to allocate bandwidth to all users. Note that both uplink a8 as downlink scheduling is being
performed at thé3S. For the uplink scheduling, eachS needs to communicate its require-
ments (which is known agequest} either for each flow or the aggregate requirements of all
flows passing through it. The request messages can be sentiaistand-alone mode or in pig-
gybacking mode. Moreover, the bandwidth-requests (BWests) can be either incremental

or aggregate.

Bandwidth-requests &f'Ss are normally communicated in two modegamtention mode
and acontention-free modgolling). In the contention modé&,Ss send BW-requests during a
contention period of the uplink subframe. Grants fromM&feare communicated t65's during
control slots in the downlink subframe. Contention is reedl using an exponential back-
off strategy, and the grants thus communicated are usechtalste data either in the uplink
subframe corresponding to the ongoing frame or the next émeéhe contention-free mode,
the BS polls eachS'S, and aSS replies with its BW-requests to theS. IEEE 802.16 MAC
supports three types of pollinginicast MulticastandBroadcast In Unicast polling, eacly'S
is polled individually and the3 S allocates a request Information Element (IE) directed & th
basic CID of the particulafS in theU Ly, 4p. In unicast polling, the polling interval must be
such that the delay requirements of the various classeaftittservices can be met. Multicast
polling and broadcast polling are used when sufficient badiitivis not available to individually

poll many activeS'Ss.

After receiving the requests either in polling mode or intemtion mode from each'S,
the BSS assigns bandwidth to eaétt' in an aggregate manner. The bandwidth allocation details
are communicated by th8S in the ULy, 4p of the frame (cf. Figure 2.2). Based on the
requirements of its individual flows and the bandwidth reedj eachS'S assigns bandwidths

to individual flows. It is a local decision performed at th§.
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2.2.3 MAC Layer Quality of Service

As discussed before, the connection-oriented MAC of IEEE BB assigns unique Connection
IDs (CID) to each traffic flow betwee§'Ss and theBS. Further, it defines four kinds of
services to which each CID is mapped into. These servicesldmsolicited Grant Service
(UGS, Real Time Polling ServicertPS), Non Real Time Polling Servicen{tPS and Best

Effort (BE) service, which we discuss in brief here:

1. UGSis designed to provide real-time services, which generatelfsize data packets
on a periodic basis, such as telephony data (E1/T1), VolRowtitsilence suppression
and Constant Bit Rate (CBR) flows. These services do not usea@rtention requests
for BW-request. BS simply allocates fixed-size data grants at periodic intert@the
SSs havingUGSflows. Explicit BW-requests are issued by th¢ for this purpose.
The mandatory QoS service-flow parameters for this serviedviEaximum Sustained
Traffic Rate, Maximum Latency, Tolerated Jitter, and Retfliemnsmission Policy. To
reduce the overhead of polling, th&S does not pollSSs with currently activea/G'S
connections If a5S with an activeUG'S connection needs to request bandwidth for a
nond{GS connection, it will set the Poll-Me (PM) bit of a MAC packetadsfor the
UGS connection. This indicates that the correspondisgneeds to be polled. Once the

BS detects the request, it starts the individual polling.

2. rtPSis designed to support real-time traffic, which is either diba variable in both
packet size as well as in data rate (real time Variable BieRetVBR)) on a periodic
basis like Moving Picture Experts Group (MPEG) video. Thisipolling-based service
and requires more request overhead ti&S rtPSflows are polled at a rate that is fre-
guent enough to meet the delay requirements of the servies fiegardless of network
load. The mandatory QoS service-flow parameters for thi@eare Maximum Sus-
tained Traffic Rate, Maximum Latency, and Request/TransionisPolicy. To meet the
requirements of eackt PS flow, the B.S provides periodic unicast polling opportunities.
The request/transmission policy ofPS flow is set, such thatS are prohibited from

using any contention requests for these flows.

3. nrtPSis used for non real-time traffic that requires variableddata Grant Bursts on a

regular basis, such as the File Transfer Protocol (FTP3.dtdelay tolerant service with
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mandatory QoS service-flow parameters like: Minimum Re=griraffic Rate, Maxi-

mum Sustained Traffic Rate, Traffic Priority, and Requesti$mission Policy. This is
a polling based service, with the polling being either paidar non-periodic. The re-
quest/transmission policy ofrtPS flows is set, such thatS can also use contention

requests along with unicast polling.

4. BE Service is intended to provide efficient service to bestrefiraffic, such as normal
Internet traffic (HyperText Transfer Protocol (HTTP) treffiith no QoS guarantee. The
mandatory service flow parameters for this service are: Mari Sustained Traffic Rate,
Traffic Priority, and Request/Transmission Policy. Apations that belong t& £ service
do not require any minimum service level and therefore cahdmelled on the basis of
bandwidth availability. The requests/transmission gobt BE flows is set, such that

both polling and contention mechanism for bandwidth ali@rascheme can be used.

We have so far discussed modeling of channel fading and anvieweof IEEE 802.16
standard. We now present a review of representative appesan literature for scheduling in
wired and wireless networks, which is further extended tawmalysis of uplink and downlink

scheduling for IEEE 802.16 networks.

2.3 Scheduling at the MAC layer of IEEE 802.16

Many scheduling algorithms have been proposed for wiredaoris [42—44]. These algorithms
can be categorized into: (ihput-driven schedulingand (ii) independent schedulingSince
scheduling schemes such as Weighted Fair Queuing (WFQ) $2#i} Clocked Fair Queueing
(SCFQ) [27], Worst-case Fair Weighted Fair Queuing B@F[28], Start-Time Fair Queuing
(STFQ), and Deficit Round Robin (DRR) [29] require inforneatisuch as either packet ar-
rival time or queue size from the users before schedulingselschemes can be categorized
into input-driven scheduling. Other scheduling schemes s Round Robin (RR), Weighted
Round Robin (WRR), and Proportional Fair (PF) schedulersatorequire any information
from the users while scheduling and hence are categorized@gsendent scheduling.

Since the nature of wireless channel is different from thaticed network, implementing
the above scheduling schemes in wireless networks dirastgn extension of wired networks

is not appropriate. Various scheduling schemes such asSEagduling [45], Distributed Fair
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Scheduling [46], Channel State Dependent Round Robin (BRP{47], Token Bank Fair
Queuing (TBFQ) for Wireless Multimedia Services [48] haweb proposed in the literature
specifically for wireless networks. Specifically, in IEEE2806, the request-grant mechanism,
connection oriented MAC, and guaranteed QoS, etc., determhether a scheduling scheme
can be implemented or not. In addition, the requiremente@iiplink and downlink also play

a vital role while selecting a scheduling scheme.

IEEE 802.16 network elements are permitted to implemerit theen scheduling algo-
rithms at theBS for both uplink and downlink. However, as discussed in Céaftt the re-
quirements of uplink and downlink flows are different. In th@wnlink of IEEE 802.16, the
BS has knowledge of the queues assigned to é&ghthe arrival time of each packet and the
individual channel condition of eachiS. Hence, theBS can employ a scheduler similar to
that of traditional wired networks like Weighted Fair Quegi{WFQ) [26], Self-Clocked Fair
Queueing (SCFQ) [27], Worst-case Fair Weighted Fair Qup(WiF Q) [28]. However, in the
uplink scheduling, the3S does not have packet arrival time and queue state informaiio
SSs. Since the traditional scheduling schemes like WFQ, SQiQ/#FQ require the knowl-
edge of packet arrival and queue size at edéh these schemes are not suitable for uplink
scheduling. Instead, variants of Round Robin (RR) scheddee the suitable candidates for
uplink scheduling. We now discuss some of the schedulingreels that have been proposed in
the literature for IEEE 802.16 network.

Most of the existing schedulers for IEEE 802.16 networksehlaeen designed fatPS
andnrtPSservices rather than f@E services. In [49, 50], the authors have analyzed the QoS
support at the MAC layer by providing differentiated seesado applications such as VolP and
web services. They have used Weighted Round Robin (WRR)dnkuand Deficit Round
Robin (DRR) [29] for downlink scheduling. Scheduling baseddynamic weights of the IEEE
802.16 flows have also been proposed in the literature [3145351], the authors determine
the weights of various flows based on the ratio of average rd#gaof the individual flows to
the average aggregate data rate. [52] determines the wdigbed on the size of bandwidth
requests, whereas [53] determines the weights of the mhaiflows based on the minimum
reserved rate. Scheduling based on the delay requiremertiBSandnrtPSservices have also
been proposed in the literature [54,55]. In [54], the audhpyppose a Delay Threshold Priority
Queuing (DTPQ) scheduling scheme, which determines uygefimtPSflows based on the de-
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lay of the Head of the Line (HoL) packets and a fixed delay tio&s This scheme is based on
the tradeoff of the packet loss ratert® Sflows with average throughput aftPSflows. Instead
of fixing the delay threshold, the authors also introduceptida delay threshold-based priority
queuing in [55]. It considers both urgency and channel stddemation while schedulingPS
andnrtPSflows. Instead of using strict priority based scheduling, 5] propose Deficit Fair
Priority Queue (DFPQ) based scheduling schemes. [56] ude§i@t counterto maintain the
maximum allowable bandwidth for each service flow. Basechen/alue of theleficit countey

it decides the priority of scheduling of each flow. In [S7]etauthors have exploited the use
of deficit counterfor inter-class scheduling in both IEEE 802.16 multipdioipoint and mesh

network.
In [58], the authors have proposed a Token Bank Fair QuediB§Q) [48] based sched-

uler for the downlink flows of an IEEE 802.16 network. It catesis location dependent channel
errors while scheduling and employs credit behavior of a flowetermine a priority index re-
quired for scheduling. Though this scheme provides fagnggloes not guarantee any delay
while scheduling. In [59], the authors propose an adaptieg aware uplink bandwidth allo-
cations scheme fatPSandnrtPSservices. The bandwidth allocation is adjusted dynamnyicall
according to the variations in traffic load and/or the chaquolity. In [60], the authors have
proposed a downlink scheduling scheme which considery detpiirement for various classes
of services. In this article, uniform preference matricesgh as long-term bandwidth utilization
has been used to determine the priority of each queue icBgpef the service class. Since the
requirement of each service class varies significantlygdaling based on uniform preference
matrices and delay are not appropriate for IEEE 802.16 né&svdResearchers have also ex-
ploited the Opportunistic scheduling [13] in IEEE 802.1&wmrks. Though the Opportunistic
scheduling improves aggregate capacity of the networkppeance of TCP-based applica-
tion is degraded due to variable rate and delay, leading famnmess among the flows. Instead
of scheduling uplink and downlink flows separately with twifetent kinds of schedulers at
the BS, authors of [61] have proposed a scheduling algorithm wivatks both for uplink and
downlink flows simultaneously. Further, the authors haaewkd that by doing so, they achieve
dynamic uplink/downlink resource allocation and bettdiaztion of the channel.

We now consider scheduling of TCP-based applications. 2, fiie authors have pro-
posed a contention based TCP-aware uplink scheduling #6E1802.16 networks. Further,

in [62], S'S's do not transmit any BW-requests for scheduling, insteadth measures the send
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rate of each individual flow dynamically and assigns resesiftased on the measured send
rate. This kind of dynamic send rate measurement of all TGksflat theB.S in every frame
can lead to scaling problem as th' has to keep track of the states of all TCP flows along
with the S'S's requirement. Moreover, the requirement of a TCP flow doésimange in every
frame, i.e., the requirement is fixed for oRd"T". Hence by measuring the send rate in every
frame, we may lose more resources than by sending the retgnteduring polling. Moreover,
the scheme in [62] does not consider the time varying nattixgireless channel, the effect
of RT'T variation on the requirement, and the effect of TCP timeoBisassigning resources
based on the send rate only, some flows might get starvedingsin frequent TCP congestion
window (cuwnd) drops and throughput degradation.

Since RR scheduling and its variations can be used for thelugptheduling of an IEEE

802.16 network, we discuss RR and DRR scheduling schemhbs Bubsequent sections.

2.3.1 Round Robin Scheduler

In Round Robin (RR) scheduling, the scheduler visits alfsib@ving non-empty queues in a
round robin manner to assign resources. The resourcesietifay a user during its round robin
service opportunity is proportional to its fair share of daidth. Since the length/duration of a
round depends upon the total number of users in the systeracR&luler does not provide any
guarantee in scheduling delay. It is a starvation-free chalee, without assigning any priority
to any user during scheduling. RR scheduler does not regaicket arrival information for

scheduling.

2.3.2 Deficit Round Robin Scheduler

Deficit Round Robin (DRR) scheduler [29, 63] is a modificatmfhnRR packet scheduler in
which, a quantund); of service is assigned to each user in each round. It asgigas share
(weight) ¢; = % to each use¥, whereQ = min;{Q;}. Let PL; be the size of the HoL
packet of usei. In the first round, the scheduler schedules the packets lgftbose users
whose gquantum size exceeds their HoL packet size, i.e., Hakat of user is scheduled if
Q; > PL;. It maintains a state variable known dsficit counterD(C; for each usei, which

keeps a track of the amount of bits transmitted by usekt the beginning of the first round,

the deficit counter of each user is set to zero, L&;(0) = 0. At the end of the first round,
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the scheduler updates the deficit counter of each user bypgtitk un-utilized quantum, either
fully un-utilized, if PL; > @Q;, or partially un-utilized, i.e.(); — PL;, to its deficit counter. If
useri does not have a packet waiting in its queue, then the defiaiiteo is reset to zero. This

can be expressed as:

DC;(1) =0, otherwise

To avoid examining the queue sizes of the users, the DRRitligouses an auxiliary list
known asactive list It is the list of indices of the users that contain one or np@ekets in their
queues. Whenever a packet arrives to a previously emptyeqoieal user, user: is added to
the end of the active list. For scheduling, the schedulentaais a round robin pointer known
asDRR pointemwhich points the next user in the list for scheduling.

In the next round, the scheduler checks the packetRBizeand the deficit counter value
DC;. If the sum of deficit counter value and quantum size exceselpacket size, i.e)C; +
Q; > PL;, then only the packet is scheduled. Similar to the previousd, the scheduler also
updates the deficit counter of each user by adding the uzaditjuantum to its deficit counter

and subtracting the size of its HoL packet, which can be ega@ as:

DC;(2) =0, otherwise

DRR scheduler schedules the HoL packets of each user of tive &st and this process
continues.

In Figure 2.3, we illustrate the operation of DRR schedulimgpugh an example. We
consider four users in this case. The DRR pointer pointsdditht packet of user 1 (size of 20
unit) in the first case. The quantum assigned for all foursise40 units. Since the size of the
packet corresponding to the DRR pointer (user 1) is less ttigquantum size, the scheduler
schedules this packet. After scheduling this packet, itragts 20 units (equal to packet size)

from the DRR counter and points the DRR pointer to the next ser 2). Since the size of the
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first packet of user 2 is 50 units, which is more than the surh@fjuantum and deficit counter
value for user 2, this packet will not be scheduled. Henaesttheduler adds the quantum size
to the deficit counter and moves the DRR pointer to the next uige, user 3. This process
continues in the first round. In the first round, it can schediust packet of user 1 and user 3

only. However, it will not be able to schedule first packet séu2 and user 4.

In the second round, the scheduler can schedule the firsepatkser 2 and user 4 only.
This is because, the sum of the deficit counter and quantusmss&0 units each for user 2 and
user 4, which is more than the size of their packets waitinfp@tHoL (50 units and 70 units
respectively). However, in this round, it cannot schedbke HoL packet (second packet) of
user 1 and user 3. This is because, the sum of the quantum &aitl ceunter is 60 units for
user 1 and 40 units for user 3, whereas the packet sizes ofah@#&tkets are 70 units for user

1 and 50 units for user 3.

DRR Pointer
User No Packet Queues Deficit Counter User No Packet Queues
1 20 40 70 20 40 = 1 20 40 70 20

DRR Pointer

Deficit Counter

20

40 <

Quantum Quantum

40 40

Figure 2.3: Deficit Round Robin Scheduling in a Wired Network

Authors in [29,63] have discussed the fairness properfiteedRR scheduler for a wired
network. Similar to RR scheduling, DRR also provides comipyeof O(1) provided that the

quantum siz&); > PLy.., wherePL,,,, is the maximum length of a packet.

For any kind of resource allocation scheme, maximizatioresburce utilization and fair
distribution of resources have been identified as two ingmrgyoals. In the next section, we

describe representative literature in fairness in resoaliocation.
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2.4 Fairness in Resource Allocation

Fairness is an important parameter required to be considende designing and operating
resource allocation schemes. Depending upon the nature efstem and application involved,
the notion of fairness differs. In literature, various noeth have been described to measure
fairness either in a qualitative manner or in a quantitatiamner [29,42,64—66]. In this section,
we describe some of the frequently used methods to measureda of scheduling.

Based on the time interval over which fairness is measutrezipotion of fairness also

differs. The resource allocation scheme is long-term fair i

mT " Ty " T,
hmwz...:hm M:u~:1im M7 (2.8)
m— 00 m m— 00 m m— 00 m

whereT'z;(n) is the amount of resources allocated to usethen!” frame andn is the number

of frames over which fairness is measured. Similarly, weegress short-term fairness as:

Yo Tr(m) YL Tain) S Tau(n) (2.9)

= = s

m m m

wherem, the number of frames over which fairness is measured id sméffinite. Along with
short-term or long-term fairnesigirness measurkas also been used to describe the notion of
fairness [29]. It is defined as the maximum difference betwibe normalized service received
by two users over any time interval in which both are backéxfygn other words, we express

fairness measure as:

T.Tl(tl, tg) _ T.Tj(tl, tg)
o ®;

where(t,, t,) is the interval over which fairness is measuredand¢; are the share of user

FM<t17t2) = nv}ax\ ( ) ‘7v<t17t2)7 (210)
Z’J

i and j respectively and’z;(t1,t2) andT'x;(t;,t2) are the services received by useand j
respectively. Both usetisand; are backlogged during the intenal, ¢,). A resource allocation
scheme is considered to be fair, if the fairness measureedeéibove is bounded by a small
constant irrespective of the intervals.

Other than short-term/long-term fairness and fairnesssorea fairness indices such as
Jain’s Fairness Index (JFI) [65], Gini Fairness Index (G&4), and Min-Max Index (MMI) [64]

have also been used in the literature. Jain’s Fairness isd=pressed as:
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D i xi)?
ud iy v’

wherez; is the amount of resource allocated to usandw is the total number of users. JFI

Jain’s Fairness Index (JF3 (2.11)

is independent of any time scale and lies between 0 to 1; @heifair and 1 being fair. Even
though JFI can be used as a reliable fairness index for congptire throughput achieved by
the contending users, recent studies in [66] have showndbessity of transport layer fairness,
if the applications are TCP-based. As discussed in [66}etisea need to investigate Transport
layer fairness as the MAC layer fairness is not sufficienetfastic traffic. It defines two Layer-4
(Transport layer) fairness indices, namely Worst Case Ta@lmmeéss Index (WCTFI) and TCP
Fairness Index (TFI). Both WCTFI and TFI are measured foptioposed scheduler in relative
to Round Robin scheduler. We define WCTFI and TFI as follows:

Let ¢); denote the throughput achieved for uset the Transport layer by the proposed
scheduler and lef; denote the Transport layer throughput received for udey the Round
Robin scheduler, then

WCTFI = min [M (f—)} , (2.12)

where M is a positive real-valued function defined as:

9, fo<9<1
M) =

1, otherwise

If the WCTFI value is 1, then the scheduler is perfectly fair. The authof66] define

another index TCP Fairness Index (TFl) as:

Do M(2)P

u i 2
Uiy M(%)
TFI captures the relative fairness among the users.

TFI = (2.13)

In the next section, we describe experimental studies adaduon one of the IEEE
802.16-2004 deployed networks of a leading telecom operatindia. We also present a
summary of our findings from the experimental setup that fotine basis of our investigation

in the first part of the thesis.
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2.5 Experimental Evaluation of Scheduling Schemesin a Tele

com Provider Network

We perform experiments in both laboratory test-bed setdpralive-network setup of an IEEE
802.16 deployed network. In Figure 2.4, we illustrate tHsotatory experimental setup, in
which two.S'S modules are connected to oB& module. We emulate the time varying wireless
channel characteristics betweg¥'s and theBS using a channel emulator. We connect one
application terminal (Laptop) to each of ti¢ modules and one to theS module. We employ
traffic generators to generate both UDP-based applicafreattime services) and TCP-based
applications (best effort services). We use software baaéfcc monitors to monitor the details,
such as sequence numbers, type, packet size, arrival aadaeptime, etc. We measure the
performance of both UDP-based and TCP-based applicatmomglink as well as in downlink
directions.

In Figure 2.5, we illustrate the live-network setup involgilEEE 802.16 deployed net-
work and the Internet. We connect two terminals as shownguairi 2.5 - one at the remote
end within wireless network and the other on the Internethigs experimental setup, we also
employ traffic generators to generate TCP-based as well @&-hH3ed applications. We em-
ploy software based traffic monitors at both the terminalsntmnitor the details of packets
arrival/departure.

Since we perform various experiments in the IEEE 802.16ayepul network, we illustrate
the operation of the “Weight-based Scheduler” - employedheyservice provider for uplink

and downlink scheduling in this section.

2.5.1 Weight-based Scheduler

Weight-based (WB) scheduler is a proprietary scheduletdmpnted at thé3.S to schedule
both uplink and downlink traffic. It assigns scheduling pitioor weight to each user in a
weighted fair scheduling way. I; is the weight of usef, then resource allocate®{V;) to
useri is such that the rati(!% is same for all users. Weights of the users can be modified
dynamically. For example, in a wireless network, if the sadétransmission of users are differ-
ent, then the amount of bandwidth assigned among the useutddbe such tha% is same

Vi, whereR; is the rate of transmission associated withuser. This kind of Wéight-based
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scheduling is known as Channel Dependent Weight-basedisiithg WB (CD). If the varia-
tion in the rate of transmission is not considered duringedaling, i.e., slots are assigned only
on the requirements, then it is known as Channel Indepentfeight-based scheduling WB
(CI). The weights of each user in both WB (Cl) and WB (CD) salied) can be interpreted as
a function of its requirements. Though, there are provsiem both WB (CD) and WB (ClI)

scheduling, WB (CD) is used in the implementation.

2.5.2 Experiments and Measuring Parameters

Before performing the experiments, we study system paemmef the network. We then de-

scribe the experimental setup and the measuring parameters

PHY and MAC Layer Settings

Both the test-bed and the live-network employ short-teraraged Carrier to Interference-plus-
Noise Ratio (CINR) based link adaptation algorithm to sefeadulation schemes and coding.
Further to add robustness in the noisy environments, twanpeters such agrotectionand
hysteresisare utilized. The first parameter “protection” provides argirain the CINR lev-
els for selecting modulation schemes. The second parafiteteresis” prevents continuous
modulation switching at modulation thresholds due to CINRtfiations. For reliable and low
BER operation in fast fading and high interference radiaremmnent, high values of protection
and hysteresis are desired. The values of protection artdriegss are set to 4 dBm each. Both
the test-bed and live-network setups employ fixed and adaptodulation schemes. We set the
duration for CINR averaging required for selecting modolaschemes to 10 sec. We perform
the experiments with and without Automatic Repeat-reQ(A&R0) set in the system. In Table
2.1, we summarize other important system parameters usbkd imetwork setup.

Based on the applications, we categorize the experimetuatshiree types: (i) TCP-based
applications, (ii) UDP-based applications, and (iii) mixeaffic (both UDP-based and TCP-
based applications). In Figures 2.6 - 2.8, we illustrateekigerimental setup for the test-bed
experiments involving all three categories. We conduceexpents for a sufficiently large du-
ration of time and perform measurements through the trafficitars over every ten minutes for
each experiment. We repeat the experiments for differembaoations of uplink and downlink

transmissions. We also conduct similar experiments initieerletwork.
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Table 2.1: Summary of System Parameters

System Parameters Value
Air Interface OFDM
Duplex Method TDD

Modulation Schemes | 64-QAM 3/4, 64-QAM 2/3, 16-QAM 3/4, 16-QAM 12
QPSK 3/4, QPSK 1/2, BPSK

Frame DurationT’) 10 msec

CINR Average Duration 10 sec

Lo Tar 3:2

QoS Priority Upto 16 classes p&tsS
Scheduling Scheme Weight-based Scheduler
ARQ With and Without ARQ
Hybrid HARQ (HARQ) No

2.5.3 Experimental Results

In this section, we analyze the performance of both the ktboy test-bed setup and the live-
network. From Table 2.2, we observe that the average thputgithieved by the TCP-based
applications in test-bed setup is higher than that of theeigtwork, in both uplink and downlink
directions. Moreover, the throughput achieved by the downilows is higher than that of
the uplink flows, in both live-network as well as in test-bedup. We also observe that the
throughput achieved by the TCP-based applications with ARRIgher as compared to that
achieved without ARQ for similar channel states. To ingte the reason behind the higher
throughput achieved in ARQ implemented system, we meas@r@é¢rcentage of packet re-
transmission occurred in the test-bed setup with and witAiRQ set, which we present in
Table 2.3. From Table 2.3, we observe that the percentagetodnsmission drops drastically
when ARQ is set in the network. The drop in re-transmissiqraeakets enables the applications
to achieve higher throughput when ARQ is set. We also obsttiatethe percentage of re-
transmission of packets in live-network is higher than thfathe re-transmission occurred in
test-bed setup. Moreover, the re-transmission percensagmre for uplink flows than that
of downlink flows, when ARQ is not set. However, when the ARG, we observe less

re-transmission for the uplink flows than that of downlinknfi
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Table 2.2: Throughput Achieved by TCP-based Applicatiam&ifps)

Without ARQ With ARQ

Type Test-bed| Live-network| Test-bed
Uplink 408.4 238.1 558.9
Downlink | 684.6 400.3 743.1

Table 2.3: Re-Transmission of TCP Packets (in %)

Without ARQ With ARQ

Type Test-bed| Live-network| Test-bed
Uplink 20.68 9.93 2.2
Downlink | 20.28 6.1 4.18
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Table 2.4: Throughput Achieved by UDP-based Applicationkiops)

Without ARQ With ARQ

Type Test-bed| Live-network| Test-bed
Uplink 858.8 905.0 910.6
Downlink | 847.7 9954 952.8

We also compare the throughput achieved by both TCP-baskd)Br-based applica-
tions. In Table 2.4, we present the throughput achieved byWibP-based applications for
different experimental setups. From Table 2.2 and 2.4, veee that the throughput achieved
by UDP-based applications are substantially higher (ntwaia even 100% in some cases) than
that of TCP-based applications for similar channel statesspective of the network types. We
also observe that even though both TCP and UDP-based applicdave same priority for
scheduling, the UDP-based applications transmit moregiacks compared to that of TCP-

based applications, resulting in higher throughput.

Since the Weight-based scheduler used for uplink as welbaslihk scheduling does not
differentiate TCP and UDP flows, it assigns time slots to gt of flows in the same order.
Therefore, by assigning equal number of slots, a TCP flow wimall congestion window
(cwnd) size will not be able to utilize all the slots assigned tafithe number of slots assigned
to it are more than its requirement (which is a functiorof.d size). On the other hand, when
the cuwnd size is very large and the number of slots assigned is notmuffj then it will result
in cwnd drop and degradation in throughput. For UDP flows, since dlte of transmission is
independent of the number of slots assigned, these kindve$ flall be able to transmit at their
peak rates, resulting in complete utilization of the slasigned and higher throughput. Hence,
by assigning equal number of slots to both TCP and UDP flow$, fl@vs will not be able to
utilize the slots assigned to them fully resulting in lesseoughput as compared to the UDP

flows.

We also observe the performance of TCP-based applicatisthsudden change in chan-
nel states. In addition, we observe the performance of T&ed applications in the presence

of other UDP and TCP-based applications running simultasigan different network setups.

In Figure 2.9, we plot a snapshot of throughput achieved by@imk TCP flow in a
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test-bed experiment (Category I). From this figure, we oles#rat the instantaneous through-
put fluctuates between 10 Kbytes/sec to 95 Kbytes/sec. Tge fauctuation in instantaneous
throughput can be attributed due to the high percentagetwansmission of TCP packets ob-
served in our experiments. We also observe similar througbgriations for the downlink TCP

flows. In Figure 2.10, we plot a snapshot of the throughputexehl by an uplink TCP flow

in a live-network experiment. From this figure, we obsenat #tven though the instantaneous
throughput fluctuates frequently, the average througtgpatmost constant for the entire dura-

tion of the experiment. We observe similar variations fa& downlink TCP flows also.
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Figure 2.9: Snapshot of Throughput Achieved by a TCP FlowifidpTest-bed, Without ARQ)
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In Figure 2.11, we plot the instantaneous throughput aeli®y an uplink TCP flow with
manual change of the channel state (Category I). We obseaté¢hte sudden drop in instanta-
neous throughput (after 0.8 min, in Figure 2.11) occurs,nulve introduce more noise to the
channel. We also observe that for a relatively noisy chatimelfluctuation in instantaneous
throughput is less as compared that to a less noisy chammElguire 2.12, we plot the instan-
taneous throughput achieved by a downlink TCP flow with macdiange of the channel state.
In this experiment, we manually tune the channel states émyeone minute (at 1, 2, 3 min,
in Figure 2.12). From this figure, we observe that the insta@bus throughput varies signif-
icantly when the channel state changes. Even though thétehnor CINR averaging is being
used in the system, we still observe fluctuations in throughphis may be due to the improper

scheduling scheme implemented in the system.
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Figure 2.12: Effect of Change in Channel State on TCP Thrpug{®ownlink, Test-bed, With-
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We also investigate the effect of a TCP flow on another TCP flowming through the same
SS. For this, we conduct experiments with two TCP flows simwétausly running, the second
flow starts after 1.30 min of the start of the first flow. Fromu¥igs 2.13 - 2.14, we observe
that the fluctuation of instantaneous throughput is moreenmmore than one TCP flows are
running. This effect can be described as follows: by assmagual number of slots to both the
flows, the scheduler may force one flow to dropcits:d size due to insufficient slots assigned
to it, even when the slots assigned to the other flow are nagheilized fully.

We also investigate the effect of UDP flows on the performafceECP flows when both
TCP and UDP flows run simultaneously (Category lll). For thie conduct experiments with
one TCP and one UDP flow running simultaneously through séfand stop the UDP flow
after one minute. We repeat this experiment both in the k@imd downlink directions. We
observe that when both flows run simultaneously, the TCP-fletg starved and all the slots
assigned to on#'S is being utilized by the UDP flow only. The TCP flow transmitdyowhen
the UDP flow stops. Through Figure 2.15, we demonstrate ligaitistantaneous throughput of
the TCP flow drops to zero just after it starts (initial one otenof this figure) and increases its
rate of transmission to its usual state only after one mifwiben the UDP flow stops). In Figure
2.16, we plot the instantaneous throughput achieved by alidwT CP flow in the presence of
a downlink UDP flow. Similarly, we also observe that the dawkITCP flows also are affected

by the ongoing UDP flows (drop in throughput between 0.50 mid2.50 min, in Figure 2.16).
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This demonstrates that the version of Weight-based sceenplemented in the deploy-
ment is biased towards UDP flows, resulting in denial of sswito TCP flows, both in the
uplink and in the downlink directions. Though we have illased the results of test-bed exper-
iments, similar results are also valid in live-network getu

From both test-bed experiments and live-network experinvemobserve that low through-
put achieved by TCP-based applications is mainly due toahére of scheduling. The Weight-
based scheduler, which is implemented in the IEEE 802.18F2@ployed network does not
provide any guarantee in terms of delay to TCP traffic, resylh timeout in most of the cases.
It is also biased toward UDP flows. Moreover, it does not assigts based on one’s require-
ment, resulting in slot under-utilization and throughpegchdation. Since it does not guarantee
any scheduling delay, packets of real-time services magiggiped atS'S due to deadline vi-
olation. From these observations, we plan to investigageraltive scheduling schemes which
can provide better throughput to TCP-based applicatiodsogmimize channel utilization as
well as provide better services to real-time applicatiofs. discuss these scheduling schemes

in detail in the subsequent chapters.






Chapter 3

Deadline based Fair Uplink Scheduling

In this chapter, we present a novel scheme for cross-lagedagplink scheduling in a multipoint-
to-point network. The proposed scheme attempts to baldnece/drst-case fairness in slot al-
location and the deadline requirements of multi-classitraihile taking the varying nature of
wireless channel into account. Though the algorithm prteskeim this chapter is applicable to
any cellular network, we consider the setting of IEEE 802aéed WIMAX network. As ex-
plained in the previous chapter, WiMAX has four differerdasses. Among these classes, Real
Time Polling ServicerfPS) meant to support real time applications, has maximum ¢3ten
deadline being one of the QoS parameters. Consequentlyssueng that each packet has a
deadline or maximum delay that a packet can tolerate. Atithe of connection set up, users
can negotiate their QoS requirements with the base staliéi. (During the connection phase,
rtPStraffic may be required to notify thB.S of its current resource requirement. We consider
Demand Assignment Multiple Access-Time Division Multiflecess (DAMA-TDMA), which
adapts to the demands of multiple users by dynamically asgjdime slots to users depending
upon their current QoS requirements. Specifically, we asshiat theB S polls each subscriber
station 6.S) and theSS in reply communicates its QoS requirements. The pollingrivdl
needs to be chosen such that the twin objectives of meeticigepdeadlines and being fair in
slot allocation among th&.Ss may be achieved. Having obtained the optimum polling uater
we propose a mechanism for slot allocation that meets thed@ggtives. Unlike traditional
scheduling algorithm like Weighted Fair Queuing (WFQ) [28H their variants [28] for wire-
less networks, the proposed scheduling algorithm doesegpiine any fluid-flow assumptions

in the background and makes no assumption about the queuatgesS’s.

49
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Traffic Sources

Figure 3.1: Multipoint-to-Point Scenario

In Section 3.1, we discuss the system model and the motivB&bind the deadline based
fair uplink scheduling. In Section 3.2, we discuss deteation of an optimal polling interval
and propose the scheduling steps. In Section 3.3, we #ligstur algorithm through an example
and discuss implementation framework within IEEE 802.1firsg In Section 3.4, we discuss
the experimental set up and present the results. Thesésrdsnhonstrate the efficiency of the

proposed algorithm.

3.1 System Model and Problem Formulation

We consider a multipoint-to-point scenario (as in IEEE 862NViIMAX standard [3, 4]) where
multiple SSs are connected to 8S as shown in Figure 3.1.BS is the centralized entity
responsible for scheduling the flows.

For simplicity, we consider a single flow péfS, even though the proposed algorithm
also works for multiple flows pefS. Each packet is associated with a deadline. A packet is
dropped, if it is not scheduled before the expiry of the dieadl All packets of a flow have
equal deadlines. However, deadlines across the flows maifeeedt. Flows can be classified
into multiple classes based on their deadlines. Flows \witsame deadline belong to the same

class.

Time is divided into frames. Each frame (of duratify) in turn is composed of a fixed
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number of slots of equal duration @f. In Time Division Duplexing (TDD) mode of operation,
(as considered in simulations later) each frame is furtideld into uplink subframeand
downlink subframeWe assume time varying wireless channel. However, thereabe time
of the channel is assumed to be greater than the frame lergththe channel state does not
change during a frame duration. The channel state changmsffame to frame according to
Rayleigh fading model [37,38]. We also consider path logslasg-normal shadowing [67] in
modeling channel gain. We assume channel reciprocityuipéink and downlink channel gains
are the same. Further, we assume that the individual chatatel information is available at
the BS in every frame. LetSNR; denote the Signal to Noise Rati§ {/ R) measured at the
BS for the channel betweesiS; and theBS. Packets can be successfully receive N R; >
SN Ry,, where SN Ry, denotes a threshold whose value depends upon the moduéattbn
coding scheme employed at the Physical (PHY) layer and thEerBir Rate (BER) requirement

of the application.

3.1.1 Motivation

The objective of the scheduling algorithm is to schedule $low every frame by assigning
appropriate number of slots to each flow. In the centralizgdohk schedulingS'S's are required
to communicate their bandwidth requests to th&. BS, in turn, assigns slots to th&s's.
Bandwidth requests can be communicated eithergorgentionmode or in acontention free
or polling mode. Since the contention mode does not guarantee anysatslay, we consider
polling based scheduling to meet the deadline requireméntthe polling based scheduling,
the BS can poll eachSS after everyk frames, where: > 1, called the polling interval or
polling epoch. Since polling operation has an overheadefim$ of number of slots used for
polling), frequent polling should be avoided. This suggékat the value of should be large.
However, a large polling interval can lead to deadline gxpind unfairness among the flows.
The unfairness can result because of the fact that if a floveesipolling, it does not get
scheduled in the entire polling interval. The polling im&rshould be carefully chosen to strike
a balance between the overhead due to polling, packet dnapfaaness. In Section 3.2.1, we
derive an optimal polling interval.

As discussed in Chapters 1 and 2, traditional schedulingreek like Weighted Fair Queu-

LA flow can miss a polling when either it has a I&W R or an empty queue at the polling instant.
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ing (WFQ) [26], Self-Clocked Fair Queueing (SCFQ) [27] andrét-case Fair Weighted Fair
Queuing (WEQ) [28], etc., cannot be used for the uplink scheduling. Thisecause in the
uplink, communication of packet arrival time froff' to the BS and communication of virtual
start time and finish time from thBS to SS for each packet arrived at&S is not possible.
Instead, variants of Round Robin (RR) schedulers are daitaimdidates for uplink scheduling.
Since the channel state §5s varies randomly across the frames, a RR scheduler woultt res
in unfairness. Moreover, RR scheduler does not take padaallishes into account, thereby
causing packet drops due to deadline expiry. We, therefoopose a variant of deficit round
robin scheduler, which attempts to schedule flows basedadliides of their packets and main-
tains fairness among flows. We term this as “OpportunistiiddkeRound Robin (O-DRR)”
Scheduler.

3.2 Opportunistic Deficit Round Robin Scheduling

Opportunistic Deficit Round Robin scheduling (O-DRR) prega in this chapter is a variant
of Deficit Round Robin (DRR) [29] scheduler which is popularwired network. In DRR,
the algorithm maintains a quantum sige and a deficit counteDC;. The larger the quantum
size, larger is the share of bandwidth assigned to a flow.dh szund, the algorithm schedules
as many packets as possible for flowvith total size less thay); + DC;. The packets that
are not scheduled account for the deficit/d@’; for the next round. The algorithm is provable
to be fair in the long run for any combination of packet siz28]] We modify the DRR to
take into account the varying nature of the wireless linkatis$y the fairness and the deadline
constraint. To increase the system throughput, we expieitdea of Opportunistic scheduling
while designing O-DRR scheduler.

Before discussing the scheduling algorithm, we define theviing terms.

e Connected SeflThe set 0fS'Ss that has been admitted into the system through an admis-
sion control and connection set up phase is called connseted......:). Let NV be the

cardinality of the connected set.

e Polling Epoch Polling epoch is an interval that theS chooses to poll the connected
SSs. In the proposed algorithm, the polling is performed by Bte once after every:

frames, i.e., the polling epoch comprisescdfames.
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e Schedulable SetA SS is schedulable, if it has a non-empty queue and3h&Rr of its
wireless link to theB.S is above a minimum threshold (s&y/N R;,). The set of sucly'Ss
at the beginning of a polling epoch constitutes schedulséié . ,. This set is fixed for
one polling epoch and may change dynamically across theagapochs. Lef\/ be the

cardinality of the set.

e Active Set An active SS is defined to be one that is schedulable during a given frame
of a polling epoch and that was schedulable at the beginrinigab epoch. The set of
suchsSS constitutes an active sét,..;... During a frame of a polling epoch, theS only

schedules traffic from the corresponding active set.

e Quantum Sizdlt is the number of slots that should be assigned to any o$¢hedulable
SS in any frame of a polling epoch. At the beginning of every pgjlepoch, theBS
determines the quantum size 8= NM wherelV, is the total number of slots available
for uplink scheduling. Sincé/ is fixed for a polling epochg is also fixed for a polling

epoch.

For each frame in the polling epoch (i.e., for every frametiier nextt frames), theB.S sched-
ules (using Opportunistic Deficit Round Robin, to be desatishortly) the transmissions of
the schedulabl&'Ss. Note that the membership of the active gleinges dynamicallfrom
frame to frame during a polling epoch, depending on the stitke channel between theS
and theBS. At the end ofk frames, theBS re-determines the states of all of thé's, and be-
gins the above process over again. The relationship betp@éng epoch and frame by frame

scheduling is shown in Figure 3.2.

Scheduling

T Frame Frame | Frame T
A | A o
<—>‘
Tf |
= Polling Epoch =_
Polling Polling

Figure 3.2: Polling and Frame by Frame Scheduling in O-DRRe8ualing

Let T,;) denote the deadline associated with the packetsShf We defineNormalized
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Deadlineas:

Ty

ND(k) = — T

(3.1)

whereT); is defined as:

Td = min{Td(Z—)}, Vi,

Note that Normalized DeadlineV(D) is a measure of the maximum number of polling
epochs that &5 can wait before the expiry of its deadline.Hfis chosen such that x 7' >
Ty, then delay requirements §15; can not be met. However, too small a valué@hay incur
significant overheads in polling. It is therefore desirablehose an appropriate value/of

We assume that the number of slots available for schedudigggiater than the number of
connectedssS, i.e., Ny > N. Let: andj be a pair ofSSs that are continuously backlogged
during an intervalt,, t;). Let ¢; denote the ideal share of bandwidth to be obtained By
Slots are assigned proportionately among4l¥s in the ratio of their;s. TheFairness Measure
FM(tq,ty) over all pairs of5.Ssi andj that are backlogged in the interv@l, ¢,) is then defined
as [29]:

(3.2)

Tt ts)  Ta;(ty,t
P ) — (Tt Tne)),

i ;
whereT'z;(t1,t2) andT'z;(t1, o) represent the amount of traffic sent in bits by the backlogged
flows: andj, respectively, ang; and¢, represent the bandwidth share of floiend;, respec-
tively.

If the share of all5Ss is equal (when all are backlogged),= ¢; = 1, and)_, ¢; = N,
whereN is the total number of connectéib's in the system. LeD); be the number of slots that

SS; receives during the time intervéd;, t,). Therefore,

_ Qi o _ Ty
i = ok where Q = miln{QZ} =5 (3.3)
The worst-case occurs when only o€ (say SS;) is backlogged at the beginning of
a polling epoch, and each of th€ — 1 remainingSS’s becomes backloggeidnmediately

thereafter. In this cas€); = 7y and¢; = N. If we consider one polling epoch to measure the



3.2. Opportunistic Deficit Round Robin Scheduling 55

fairness, i.e.{, — t; = kT, the worst-case fairness measyfe\/,,.(t;, t2)|? can be expressed

as:

T.I'i t ,t
P Myl )] = L2211

_RX(tQ—tl)
B N
_RXkXTf

N 7
whereR is the maximum data rate in bits/sec achievableSiy over the wireless link. From

(3.4)

the above equation, we observe that small value leélps in making the system fair.

3.2.1 Determination of Optimal Polling Epochk

As explained earlier, thé&.S needs to poll the5'Ss to determine the bandwidth and deadline
requirements of thé'S's after every: frames. We seek to determine an appropriate valué for
to minimize a combination of the worst-case relative fassm bandwidth plus the normalized
delay, where the provider may choose the relative weightiseofwo quantities.

Leta x T be the fraction of a frame of duratidry that carries uplink transmission where
a varies between 0 to 1. L&t be the duration of a slot, thenx 7y = N, x T;, whereN, as
explained earlier denotes the total number of slots aaileba frame for uplink scheduling.

We re-write the worst-case fairness from Eqn. (3.4) as:

| E Mue(ty, t2)| = |F Muye(k % Ty)|
B (a X R x k% Tf)

N (3.5)

_(axkastsz)

N
We would like the optimak in our solution to be such that the worst-case fairness nneasu
and the normalized delay are minimum. This can be achievetidyollowing optimization

framework:

mkin f(k) =c1 X |FMye(k)| + ca x ND(k), (3.6)

2|F M.(t1,t2)| denotes the worst-case valueloh (¢4, ).
We dropT’s from | FM,,.(k x Tf)| for uniformity.



56 Chapter 3. Deadline based Fair Uplink Scheduling

wherec; is the cost for a unit of"'M per bit and:, is the cost per normalized delay. The above

equation can be expressed as:

mkin f(k) =axk+?® (3.7)

wherea = ¢; x | @R ) andh = ¢, x (;V“.XXT;\) . The optimal value of: can be obtained

at the equilibrium point, where; x |F'M! (k)| = —ca x ND'(k), which simplifies to:

Y (3.8)

a

If there are flows with different deadlines, thé&ps are different for different classes of
traffic. In such cases, thBS can either poll the5'Ss with differentks, i.e., poll one set af 'Ss
at k; another set at, and so on, or poll al5.Ss with the minimumk. In this chapter, we use
the lowest, i.e., k for the minimumT}; to poll all flows.

With the minimumék, we modify the scheduling algorithm such that the users loitise
deadline requirements do not consume resources at thesspénsers with tighter deadline
requirements. After obtaining the optimuin we perform uplink bandwidth assignments as

explained in the following section.

3.2.2 Slots Assignment

We utilize DRR’s idea of maintaining a quantum sigeand a deficit counteDC; for each
SS;. As discussed before, the quantum size is kept fixed for olimg@poch. The idea of a
deficit counter is to ensure fairness among the subscriggoss in the long run. Th&S also
maintains an indicator variabl€lag; for eachSS. Flag; is 1, if SS; is assigned slots during a
frame, and O otherwise. At the beginning of a polling epoctafdhe connection setup), deficit
counter ofSS; is initialized to one. LetV;(n) be the total number of slots assignedss; in

framen of a polling epoch. The deficit countérC;(n) is updated as:

DC;(0) =1Vi € Ly,
(3.9)
DC;i(n) =DC;(n — 1)+ Q — Flag;(n — 1) x Ny(n — 1), Vi € Lgep, Vn > 1.
From the above equation, we observe that the deficit couafeait schedulables S's are

incremented by the quantu@, whereas the deficit counter of an activg is decremented by
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the amount of slots received by it in the previous frame. lamtwe define the scaled deficit

counterdc; for S.S; as follows:

dcz(o) :17 Vi € Lactz’ve7
(3.10)
dei(n) =DCj(n) + min |DC;(n)|, Vi, j € Lactive, Vn > 1.
J

At the beginning of a polling epoch, the scaled deficit couigténitialized to one.

For each schedulableS, we definedelay counterl; to be a measure of its rate of approach
towards the deadline. At the beginning of a polling epocHigt) denote the maximum dura-
tion that the Head of the Line (HoL) packet can wait for schiedubefore getting dropped due
to deadline expiry. Since O-DRR employs no admission cbatrd does not maintain packet
level information, strict delay guarantees cannot be gledito each user. Rather, O-DRR only
reduces deadline violations than that in RR scheduler bingatke deadlines of HoL packets
into account. Note that the maximum valuelof ;) is Ty, the deadline associated with that
packet. In the subsequent frames, th& updates the delay counters of the schedulable flows

as follows:

d;(0) =Twwy, Vi € Lgen,
di(n) =d;(n — 1) =Ty, Vi € (Lsen \ Lactive); YV > 1, (3.11)
d;(n) =d;(n — 1), Yi € Lyctive, Yn > 1.
If 7 exceedsl;(n), then the deadline of the HoL packet that belongS $p has expired.
In this scenario, the packet is dropped at #te and we reset the delay counter value to the

maximum permissible delay &fS;, i.e., T;;). After computing the scaled deficit counter and

the delay counter, th8S determines the weight/;(n) for S.S; in framen using:

Wi(n) = s o7 Vi € Lactive- (3.12)
ZjELacti’ue de(n)

For all otherS'Ss, the weight is zero. From Eqn. (3.12), we observe that wéigfrn) of

SS; is proportional to a normalized product of the deficit courted the delay counter. This
makes intuitive sense, since we would like to give higherdwadth to aS.S that has a smaller
delay counter and a higher scaled deficit counter. A smadlydebunter indicates that a packet

in its queue is close to reaching its deadline and a largeidedionter indicates that th&S is
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less scheduled as compared to othi&s. After the computation of weights, the number of slots

assigned by thé& S to S'S; in framen is determined as:

NZ(”) = MNS),VZ € Lactz’ve- (313)

ZjeLactive WJ (n

In Algorithm 1, we present the pseudo-code of the O-DRR saliragl

3.3 Implementation of O-DRR Scheduling

In this section, we discuss the implementation of O-DRR inEBE 802.16 network. The
IEEE 802.16 standard has defined request-grant [3] mechanisvhich eachS'S conveys its
bandwidth requirement to thBS. Thus, SSs convey their deadlines at the beginning of a
connection to the3S. Note that O-DRR scheduler does not require packet levernmhtion
while scheduling. SSs are also required to maintain a queue per flow at their eterf If
a packet residing in the queue ofSt reaches its deadline, then that packet gets dropped.
Packets residing in the queue of5& are served in a first-come first-serve basis. As per the
standard, it is possible for th8S to determine the channel state of eatfi This information
is used by thé3S to determine the schedulable set at the beginning of padlimthto update the
active set in every frame.

We consider TDBin which each frame is divided into uplink and downlink s#fres of
durationsT’,, and7y, respectively. lia Ty = T,,;, then(1 — )Ty = Ty. In practice, the value of
a can be set as 0.5 aff¢ can take the value of 0.5 msec, 1 msec or 2 msec for WirelessMAN
SC. The maximum achievable data rateakes the value of0 Mbps,80 Mbps and120 Mbps
with modulation schemes Quadrature Phase Shift Keying KQPBE-Quadrature Amplitude
Modulation (16-QAM) and 64-Quadrature Amplitude Modubaiti(64-QAM) respectively (in
WirelessMAN-SC of IEEE 802.16-2004). Using Egn. (3.6), tmimal value ofk can be

determined as:

= min cxX — | ],
RXCMXTJ% (314)

whereT; = min{Ty }, Vi,

40-DRR can be used for Frequency Division Duplexing (FDDdals
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andc is the ratio of the cost per unit normalized delay to the cesuymit '), i.e.,c = <.

c2

Algorithm 1 :O-DRR Scheduling Algorithm with Multi-Class Flows

1l.a—05

2: while TRUE do

3. DetermineL ., for the current polling epoch
4:  Flag;(0) « 0Vi € Ly,
5. DCci(0) « 1Vi€ Ly,
6:  dci(0) —1Vi€ Ly,

7. di(0) — Ty Vi € Loen
8. Wi(0) —0Vi€ Ly

9: N;(0) = 0Vi€ Ly
100 M — |Lgenl

11. Q %

12 T, «— mini{Ty},Vi.

13: k «— min (1/ <c>< Rzi(jszf))’VTd
14: Frame numben «— 1

15: T —kxTy

16: while T > 0do

17: Lactive — ¢

18: forall i € Lg.p, do

19: if (SINR;(n) > SINR,,) then

20: Lactive < Lactive U {3}

21: Flag;(n) < 1

22: DC;(n) « DCi(n — 1)+ Q — Flagi(n — 1) x N;j(n — 1)

23: else

24: Flag;(n) < 0

25: DCi(n) «— DCi(n —1)+ Q

26: Wi(n) < 0

27: N;i(n) <0

28: di(n) — di(n—1) — T}

29: if d;(n) < 0then

30: di(n) < Ty

31: end if

32: end if

33: end for

34: forall i € Lactive dO

35: dei(n) «— DCi(n3 + min; |DC;(n)|,Vj € Lactive

36: Wi(n) «— %
i€Lgctive dj

37: Ni(n) « %

38: di(n) —di(n—1)

39: end for

40: T—T-Ty

41: n—n-+1

42: end while
43: end while
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Figure 3.3: Block Diagram of the O-DRR Scheduler

At every polling epoch, eacHS is required to communicate its deadline associated with
the HoL packet{%;)) with the BS. For scheduling, thé? S maintains one deficit counter, one
scaled deficit counter and one delay counter for each coe®&. It determines the weights
and assign slots to the active set members in every frams.sldtiassignment information or
grant is conveyed t&'Ss through thd/ L, 4p In every frame. In Figure 3.3, we explain the

block diagram of this cross-layer implementation.

3.3.1 An Example of O-DRR Scheduling Scheme

In this section, we illustrate O-DRR scheduling through saneple. We consider si¥Ss and

a BS in a multipoint-to-point scenario. Let the frame duratibpbe 5 msec and the polling
epochk be 3 frames. Let the deadlirig;) associated with the packets be 30 msec. Let the
SN Ry, be 25 dB and the total number of schedulable slatg (n a frame be 60.

We assume that at the first polling epoch,%fls have packets to transmit. At the begin-
ning of a polling epoch, letth& N R of the sixSSs be 31, 30, 28, 35, 26 and 32 dB respectively.
Since theSN R of all SSs are aboveé N R, and theSS's have packets to transmit, all of them
form the schedulable set. Hence, at the beginning of firdingoépochM = 6. The quantum
() for the first polling epoch is 10. Let at the time of pollingetteadlinesqy ;) associated
with the HoL packets of si¥'Ss be 10, 30, 20, 25, 18 and 20 msec respectively. At the begin-

ning of the polling, the deficit countdpC; and scaled deficit countér; for each member of
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the schedulable set are set to one. In the first frame, alf S form the active set (same as
schedulable set, Figure 3.43.S then determines the weight of each schedul&ldleising Eqn.
(3.12) and assigns slots to the actives using Eqn. (3.13). The number of slots assigned to
eachS S is given in Table 3.1.

Lactive = Lsch

: |
1%t polling epoch

x

‘ -
‘

kT

Lsch = {SSl, SSQ) 5537 SS47 5551 SSE)}

Figure 3.4: Polling and Schedulintj! frame of1%* Polling Epoch

Table 3.1: Operation of O-DRR Schedulét, frame of1%! Polling Epoch

SS; | SNR: | Lyen | Laetive | DC3(0) | des(0) | di(0) | Ny(1)
1 31 |1 |1 1 1 10 |18
2 |30 |1 |1 1 1 30 |6
3 |28 |1 |1 1 1 20 |9
4 |35 |1 |1 1 1 25 |8
5 |26 |1 |1 1 1 18 |10
6 |32 |1 |1 1 1 20 |9

At the beginning of the second frame, let th& R of six S'S's be 31, 30, 20, 35, 23 and 32
dB respectively. Since th€ NV R of 5S35 andS S5 are less thay N R,,, they are excluded from
the active set. The other fourSs now constitute the active set (see Figure 3B) updates
the deficit counters and delay counters of each schedulableember, scaled deficit counter
of each active set member and assigns slots to the activeesabets as given in Table 3.2.

From Table 3.2, we observe that the delay countefs$fandS S5 are decremented by a
frame duration€ L., \ Lacive), Whereas the delay counters of otls&fs remains unchanged.
At the beginning of the third frame, let thfeN R of six SSs be 24, 27, 26, 30, 26 and 30 dB
respectively. Since th8 NR of S5, is less thanSN Ry, S5 is excluded from the active set.



62 Chapter 3. Deadline based Fair Uplink Scheduling

Lactive = {SSh SS27 SS47 SSC“»}

Y

1% polling epoch

|l<

X

KT
Lyep, = {551,585, 885,554,555,556}

Figure 3.5: Polling and Scheduling? frame of1* Polling Epoch

Table 3.2: Operation of O-DRR Schedul@t¢ frame of1** Polling Epoch

SS;i | SNR; | Loeh | Lactive | DCi(1) | des(1) | di(1) | Ni(2)
1 31 1 1 -7 0 10 0
2 |30 1 |1 5 12 |30 |20
3 |20 1 |0 2 NA |20 |0
4 35 1 1 3 10 25 19
5 |23 1 |0 1 NA |18 |0
6 |32 1 |1 2 9 20 |21

The other fiveS'Ss now constitute the active set. T then determines the deficit counter
and delay counter for each schedulable, scaled deficit counter for each actiye. The BS
then determines the weights of each schedulaldleising Eqn. (3.12) and assigns slots to the

activeSSs using Eqgn. (3.13).

From Table 3.3, we observe that the delay countef 8f is decremented by a frame
duration, whereas the delay counters of all othi®s remain constant. Since we have chosen
k = 3, the BS polls again after the end of the third frame (second pollipgoh) to gather the
deadline information of the HoL packet of the connectedIsettheS N R of six S Ss be 30, 24,
26, 28, 31 and 23 dB respectively. Since W& R of S.S; andSSg are less thaty N Ry, they
will not be polled successfully. InsteadS;, SSs, SS, andSSs are polled successfully and
constitute the schedulable set for the second polling effeigure 3.7). In this polling epoch
M = 4, therefore the quantum siZg = 15. At the beginning of the second polling epoch, the
BS resets the deficit counters and the scaled deficit count¢hne shembers of the schedulable

set to one. Let at the beginning of second polling epoch, dagllihes associated with the HoL
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Lactive = {‘9527 SS37 SS47 SS57 SSG}
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Figure 3.6: Polling and Schedulingj? frame of1** Polling Epoch

Table 3.3: Operation of O-DRR Schedulgi? frame of1** Polling Epoch

SS; | SNR; | Lyen | Lactive | DCi(2) | des(2) | di(2) | Ni(3)
1 24 1 0 3 NA 10 0
2 |27 1|1 5 4 30 |3
3 |26 1|1 12 21 |15 |26
4 |3 |1 |1 -6 3 25 |2
5 |26 1|1 11 20 |13 |29
6 |30 |1 |1 -9 0 20 |0

packets of six5.Ss be 5, 30, 20, 25, 15 and 20 msec respectively. NoteXhatand.S Sg will
not be considered for scheduling in the second poling eplocthis example, sincé}; ) and
T are greater than one polling epodii§ = 15 msec), HoL packets of.S; and .S'Sg will
not be dropped before the next polling epoch.

The BS then determines the weights of each scheduléblesing Egn. (3.12) and assigns
slots to the activey'S's using Eqn. (3.13). It updates the deficit counters and tlag deunters
for each schedulablgS and the scaled deficit counter for each acti in the next frame.

This process continues in every frame of each polling epochs

3.4 Experimental Evaluation of O-DRR Scheduling

In this section, we describe simulation experiments thaeHheeen performed to evaluate O-
DRR scheduling. All the simulations have been conductedgusnplementations of O-DRR
scheduling in IEEE 802.16 setting in MATLAB [68]. We consigemultipoint-to-point IEEE
802.16 network where 108Ss are connected to a centralizé&b as shown in Figure 3.1.

We further consider WirelessMAN-SC air interface as an gdarrand use QPSK modulation
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Figure 3.7: Polling and Scheduling frame of2"¢ Polling Epoch

Table 3.4: Operation of O-DRR Schedulet, frame of2"¢ Polling Epoch

SS; | SNR: | Ly | Laetive | DC3(0) | dei(0) | di(0) | Ny(1)
1 30 1 1 1 1 5 34
2 |24 |o |o NA NA | NA |NA
3 |26 |1 |1 1 1 20 |8
4 28 1 1 1 1 25 7
5 |31 |1 |1 1 1 15 |11
6 23 0 0 NA NA NA NA

scheme (mandatory as per the standard) betweenand theBS. We consider two different
sets of experiments. In the first experiment, the deadlifyssof all flows are the same with
T, = 200 msec. We term this experiment as “single-class” (S@gement. In the second
experimentSSs are divided evenly into two-classes based on their demdiquirementsl; ;)
=200 msec and;;) = 500 msec. We term this experiment as “multi-class” (MC)exkpent.
EachSS is assumed to have a large enough buffer such that packedsagpgted at &S only

due to deadline violation. The frame duratibpis set to 1 msec, wittV; = 100 slots.

The path loss exponent due to distance is set as4. We simulate both shadowing as
well as fast fading in our experiments. We also consider fl\White Gaussian (AWGN)
with Power Spectral Density (PSDY, = 0.35 (4.5 dB/Hz). The shadowing is modeled as Log-
normal with mean zero and standard deviatiendf 8 dB. In each simulation run, the channel
gain due to Log-normal shadowing is kept fixed for a duratibB®frames. For fast fading,
we consider Rayleigh fading model. The channel gain duestddaling is modeled as complex

Gaussian random variable or equivalently the power gaimisx@onential random variable



3.4. Experimental Evaluation of O-DRR Scheduling 65

with meangS. The coherence time of Rayleigh fading is considered to heletp one frame
duration, i.e, the channel gain due to fast fading changes frame to frame. The value of
3 and transmission power is chosen such that the expétiel received due to Log-normal
shadowing, Rayleigh fading and path loss foffat the cell edge is more thahV R,;, required
for transmission. We consideéfN R, = 12.18 dB, the minimumSN R required for IEEE
802.16-2004 WirelessMAN-SC air interface in our simulaioWe also repeat the experiments
with different Log-normal shadowing witt of 4, 6, 8, 10 and 12 dB.

We model both video traffic [69] and general web traffic [5Q, 7@ generate video traffic
[69] we use self-similar traffic model based on the randompmiick displacement algorithm
[71]. The self-similar video traffic is generated as fragtibBrownian noise (fBn) with Hurst
parameter = 0.8, mean rate to peak rate ratio= 0.3 around the unity link capacity. We
consider fixed packet lengths of 100 bits.

For web-traffic, we generate variable sized packets draam f truncated Pareto distri-
bution [50, 70]. This distribution is characterized by thgarameters: shape factgrmodev

and cutoff thresholg,,,. The probability that a packet has a sizean be expressed as:

5 . U5
fre(l) = wei US U< o
fre(l) = n, > o, (3.15)
wheren can be calculated as:
13
772(76 . ) , &> 1 (3.16)
varphiy,

We choose shape factor= 1.2, modev = 50 bits, cutoff thresholdy,;, = 500 bits which
provides us an average packet size of 110 bits. In each framgenerate the arrivals for all
the users using Poisson distribution. Arrivals are geedrat an independent and identically
distributed (i.i.d.) manner across the frames. We also useéaraffic case in which approx-
imately 50% of theS'Ss generate Video traffic and the remaining 50% generate daedtic.
The mean rate of the traffic source is scaled relative to théeeaable data raté to achieve
effective link utilization. We term this as the load of thessym.

We determine the optimal polling epoch for both “singlessfaand “multi-class” exper-

iments. We use the smallérwhich corresponds t@;;) in both single-class and multi-class

log 2
(%)_

5The expected signal power received at a distahcan be determined as?, = P,d~"fe For

details refer to Section 2.1.
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experiments. Withk = 40 Mbps,N = 100,« = 0.5,7; = 200 msec and’; = 1 msec, we de-
termine different values of with different costc. We evaluate the effect of choosing different
polling epoch on packet drops and fairness.

Each simulation has been performed for a heavy network loadress test the perfor-
mance of the O-DRR scheduler over a period of 2500 frames@28Gslots). We also vary the
load from 70% to 95% to evaluate the performance of O-DRRdudlee at different load condi-
tions. The value of each parameter observed has been asleragye50 independent simulation
runs, with the “warm up” frames (approximately 500 framesinly discarded in each run, to
ensure that the values observed are steady-state valugsimtlation parameters are provided
in Table 3.5.

Table 3.5: Summary of Simulation Parameters in O-DRR Sdivegiu

Simulation Parameter Value
Modulation Scheme QPSK
Frame DurationT’) 1 msec
Number ofSSs 100
Number of Frames 2500
Number of Uplink Slots per Frame\) 100
H 0.8

0.3

1.2
v 50 bits
Oth 500 bits
Ty) 200 msec
Ty2) 500 msec
Load 70, 75, 80, 85, 90, 95%
o (Log-normal shadowing) 4,6,8,10,12dB
Poling Interval &) 10-120

3.4.1 Simulation Results

In this section, we analyze the performance of O-DRR scheedualterms of percentage of

packets dropped and fairness. To measure fairness, weinseRhrness Index [65].
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Effect of Polling Epoch k£ on Packet Drops

We simulate withk varying from 10 to 120 to assess the performance of O-DRRdstée
at different polling epochs for both Video and Pareto traffitc Figures 3.8 - 3.9, we plot the
percentage of packet drops with varying polling epécfor different values of load. From
these figures, we observe a concave relationship betweeantage of packets dropped and
k. The high percentage of packets dropped at sialdue to the large overheads of polling
while at highk, the packet drop is due to the deadline expiry. From theseefiguve observe
that at a relatively higher load (90, 95 and 99%) the pergentd packets dropped reaches its
minimum atk = 50 for both Video and Pareto traffic. Therefore, we ése 50 for the rest of

the simulations.

Packet Drop vs. Polling Epoch (Video Traffico = 8 dB)
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Figure 3.8: Percentage of Packets Dropped at Differenirigaipochs (Video)

Fairness of O-DRR Scheduler

To assess the fairness of the O-DRR algorithm, we deterrhimddin’s Fairness Index (JFI)
for both “single-class” and “multi-class” experiments. Figures 3.10 and 3.11, we plot JFI
of O-DRR scheduler at different loads, keeping the Log-radrshadowing parameter constant
(c = 8 dB). From these figures, we observe that JFI is above 98% Iftnaffic cases (Video,

Pareto and Mixed). We also observe that JFI decreases withase in load.
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Packet Drop vs. Polling Epoch (Pareto Traffico = 8 dB)
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Figure 3.9: Percentage of Packets Dropped at Differenirfgoipochs (Pareto)

JFI vs. Load: Single—Class Traffic (k = 50¢ = 8 dB)

- 0.98F .
)
e]
=
7))

© 0.96 i
£
'S
L.
%]

= 0.94F .
3]
3

0.92r ——O-DRR(Video)-SC

-e- O-DRR(Pareto)-SC

| | | -e-O-DRR(Mix)-SC
%9 75 80 85 90 95
Load (%)

Figure 3.10: Jain’s Fairness Index at Different Loads: B#@jass Traffic
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JFI vs. Load: Multi-Class Traffic (k = 50¢ = 8 dB)
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Figure 3.11: Jain’s Fairness Index at Different Loads: Malass Traffic

JFI vs. Sigma: Single-Class Traffic (load = 95%, k = 50)
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Figure 3.12: Jain’s Fairness Index at Different Log-nor@la&dowing: Single-Class Traffic
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JFI vs. Sigma: Multi-Class Traffic (load = 95%, k = 50)
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Figure 3.13: Jain’s Fairness Index at Different Log-nor@lahdowing: Multi-Class Traffic

In Figures 3.12 and 3.13, we plot JFI of O-DRR scheduler fifedint values of Log-
normal shadowinggy = 4,6, 8,10 and12 dB, with the load being fixed at 95%. From these
figures, we observe that JFI is above 98% for all traffic caggem Figures 3.10 - 3.13, we

observe that JFI is above 98% even at 95% load for all values of
3.4.2 Comparison with Round Robin Scheduler

We compare the performance of O-DRR scheduler with a simpienB Robin (RR) scheduler.
Like the O-DRR scheduler, we also use the polling method terdene the schedulable list
at the beginning of the polling epoch for the RR schedulere pblling epochk used in RR
scheduler is same as that used in O-DRR scheduler. Unlik&k@-8cheduler, however, in RR
scheduler, theBS schedules the activeSs in every frame in a simple round robin manner.
In this section, we compare the percentage of packets ddoppe JFI of O-DRR scheduler
with that of RR scheduler at: (a) Different Loads; (b) Di#fat Log-normal Shadowing; and (c)
Different Polling Epochs.

For Varying Values of Load

In Figures 3.14, 3.15 and 3.16, we plot the percentage ofgtackopped observed in both RR
and O-DRR scheduler at different loads for Video, ParetoMned traffic respectively. The
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Packet Drop vs. Load (k = 50,0 = 8 dB)
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Figure 3.14: Percentage of Packets Dropped at Differenti& @ath Multi-Class Video Traffic
value ofk ando are kept constank(= 50 ando = 8 dB) in these figures. From these figures,
we observe that the O-DRR scheduler out-performs RR sceedubpacket drop percentage
for all traffic cases. Since O-DRR is a deadline based sckedidws with relatively smaller
deadlines are scheduled with higher priority than the flovtis ligher deadlines. Thisimproves
the performance of the scheduler and minimizes packet dhop$o deadline violation, which is
reflected in these figures. In Figure 3.17, we plot the peaggngjain (improvement) in packets
dropped of O-DRR scheduler over that of RR scheduler atréiffieloads. From this figure,
we observe that the O-DRR scheduler performs better atwellathigh loads as compared to
relatively low loads. We also observe that when the load % 9he improvements of O-DRR
scheduler over RR scheduler are around 37%, 27% and 18%deo\Mixed and Pareto traffic
respectively. The high relative improvement of packet doepcentage of O-DRR scheduler
over RR scheduler signifies the superiority of O-DRR schedoNver RR scheduler in an IEEE
802.16 network.

Moreover, from Figures 3.18, 3.19 and 3.20, we observe tRatdhieved by O-DRR
scheduler is more than that of RR scheduler. This signifiedahiness properties of O-DRR

scheduler as compared to RR scheduler at different loads.
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Packet Drop vs. Load (k = 50,0 = 8 dB)
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Figure 3.15: Percentage of Packets Dropped at Differenti& @ath Multi-Class Pareto Traffic

Packet Drop vs. Load (k = 50,0 = 8 dB)
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Figure 3.16: Percentage of Packets Dropped at Differentis @ath Multi-Class Mixed Traffic
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Reduction in Packet Drop vs

. Load (k =50,0 = 8 dB)
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Figure 3.17: Performance Gain of O-DRR Scheduler over RRe@dler

Drops at Different Loads
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JFl vs. Load (k = 50,0 =8 dB)
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Figure 3.19: Jain’s Fairness Index at Different Loads withltMClass Pareto Traffic
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Figure 3.20: Jain’s Fairness Index at Different Loads withltMClass Mixed Traffic
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For Varying Values of Standard Deviation (o) of Log-Normal Shadowing

We also vary ther of Log-normal shadowing from 4 dB to 12 dB to determine theusibess
of the O-DRR scheduler compared to that of RR scheduler. dnrés 3.21 and 3.22, we plot
the percentage of packets dropped observed for Video areldP@affic respectively in both
RR and O-DRR scheduler at different values of Log-normatiehang. The values of and
load are kept constant (= 50, load = 95%) in these figures. From these figures, we observe
that the O-DRR scheduler out-performs RR scheduler in patrke percentage for both traffic
cases. In Figure 3.23, we plot the percentage gain (imprem&rm packets dropped of O-DRR
scheduler over RR scheduler for different valuesradf Log-normal shadowing. From this
figure, we observe that the O-DRR scheduler performs béiserthe RR scheduler even when
the Log-normal shadowing is high. We also observe that at R&#b and ab = 12 dB, the
improvements of O-DRR scheduler over RR scheduler are mare40% for both Video and

Pareto traffic. Therefore, O-DRR scheduler is more suitédlall load, all fading and traffic
requirements.

Packet Drop vs.o (k = 50, load = 95%)
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Figure 3.21: Percentage of Packets Dropped at Differentriargnal Shadowing with Multi-
Class Video Traffic
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Packet Drop vs.o (k = 50, load = 95%)
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Figure 3.22: Percentage of Packets Dropped at Differentriargnal Shadowing with Multi-

Class Pareto Traffic

Reduction in Packet Drop vs.o (k =50, load = 95%)
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Figure 3.23: Performance Gain of O-DRR Scheduler over RRe@dker in terms of Packet
Drops at Different Log-normal Shadowing
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Moreover, from Figures 3.24 and 3.25, we observe that Jréaetl by O-DRR scheduler
is more than that of RR scheduler. This signifies the fairpesgerties of O-DRR scheduler as

compared to that of RR scheduler for different values of Log-normal shadowing.
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Figure 3.24: Jain’s Fairness Index at Different Log-nor@laadowing with Multi-Class Video
Traffic
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Figure 3.25: Jain’s Fairness Index at Different Log-nor@laadowing with Multi-Class Pareto
Traffic
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For Varying Values of Polling Epoch k&

We also compare JFI achieved by O-DRR with that of RR at diffevalues ofk, keeping
o = 8 dB and load = 95% as fixed. The results are plotted in Figu2&ahd 3.27. We observe
that JFI achieved by O-DRR is more than that of RR at diffepariing epochs.

JFI vs. Polling Epoch (load = 95%, o = 8 dB)
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Figure 3.26: Jain’s Fairness Index at Different Polling &mowith Multi-Class Video Traffic

JFI vs. Polling Epoch (load = 95%, o = 8 dB)
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Figure 3.27: Jain’s Fairness Index at Different Polling &owith Multi-Class Pareto Traffic



Chapter 4

TCP-aware Fair Uplink Scheduling -

Fixed Modulation

In the previous chapter, we have considered schedulingabitimme applications. Real-time
applications require QoS guarantees in terms of minimunadwadth and maximum latency
from the network. Typically these applications employ UDtlae transport layer protocol.
Non real-time Internet applications employ TCP as the partdayer protocol. We term these
applications as TCP-based applications. Unlike real-ap@ications, the TCP-based applica-
tions do not operate within the strict guarantee QoS framlewlostead, a TCP source adapts
its rate of transmission based on the feedback received tinensink. However, if the under-
lying scheduling mechanism does not consider this ratetatiap, then it may assign more or
less bandwidth than the flows’ requirement. If it assignsertmandwidth than required, then
bandwidth idleness results. This may lead to aggregate m@Rghput degradation. Similarly,
if it assigns less bandwidth than required, then the TCPcgowill not be able to transmit at its
rate resulting in degradation in throughput. This suggististhe scheduler should assign band-
width based on the requirement of the TCP flows. Since RouipdTTime (R7'T") of TCP flows
are different, the rate of adaptation of transmission r&feCGP flows are different. Therefore,
users with smalR7T may grab more bandwidth as compared to users with |&G#&". This
may lead to unfairness. In wireless networks, bandwidtbndss and throughput degradation
become more severe as the channel is time varying in nattis.isTbecause, if the scheduler
assigns bandwidth to a flow whose Signal to Noise R&ti¥ ) is not suitable for transmission,

then bandwidth allocated to that flow will be not be utilizétfe therefore, propose fair TCP
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Window-aware Uplink Scheduling (TWUS) and Deadline-based® Window-aware Uplink
Scheduling (DTWUS) schemes that are cognizant of TCP ratptaton and the time varying
nature of wireless channel.

Though the proposed schemes can be employed in any celetlaork, we consider the
uplink of multipoint-to-point IEEE 802.16 based WiMAX netvk in this chapter. As discussed
in Chapter 2, the IEEE 802.16 standard defines four servasses such d4GS rtPS nrtPS
andBE. Since TCP-based applications can fall una#P SandBE service classes, the proposed
schedulers can be used to schedut® SandBE service classes. The standard allows both fixed
and adaptive modulation schemes in the PHY layer. In thiptelawe consider fixed modula-
tion scheme and in the next chapter we consider adaptive lattmluscheme. Using exhaustive
simulations, we demonstrate the improvement in TCP thrpughachieved by the TCP-aware
schedulers over non TCP-aware schedulers. Along with tloaiginput improvement, we also
demonstrate fairness capability and robustness of thelatihg schemes at different channel
fading.

In Section 4.1, we explain the characteristics of TCP andirtipact of scheduling on
TCP performance. In Section 4.2, we discuss the system naodeethe motivation behind the
TCP-aware uplink scheduling schemes. In Section 4.3, weeptéboth TCP Window-aware
Uplink Scheduling and Deadline-based TCP Window-awaranié@gbcheduling scheme with
fixed modulation. In Section 4.4, we discuss the experimegiaup and present the results.
These results demonstrate the efficiency of the proposed#gs. We provide the concluding

remarks in Section 4.5.

4.1 Transmission Control Protocol

In this section, we discuss TCP and its characteristicsughpthe contents of this section are
standard, we introduce the terminology that has been ustwirest of the chapter. A more
comprehensive account of TCP and its characteristics céouinel in [42,43,72].

TCP is a connection oriented protocol which uses a threeveaylshaking mechanism
to establish a connection between a source and a sink onagsti. It allows the source to
transmit back to back packets limited by the congestion awn@wnd) size. For every packet
the source transmits, it sets a timeout (which known as T@Bdut) before which the source

should get an acknowledgement({ K) for that packet from the sink. The sink transmit§’ X'
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packets for successful reception of either every packetgnoap of packets. On successful
reception of theAC K's, the source increases itsnd size and transmits further packets to the
sink. However, the data as well as tHé€' K packets can be lost in the network. To detect the
loss of packets, TCP uses two different mechanisms. In sterfiechanism, the source assumes
packet loss if it receives three duplicat€’ K's (dupack$ of a single packet in succession. In
the second mechanism, the source assumes packet lossatiice sloes not receive amyC' K
before the expiry of CP timeout On detecting a packet loss, the source decreasesiiigsize
and retransmits the un-acknowledged packets again. Thgehacwnd size from its current
value occurs after a minimum duration called Round Trip T(R&T"). In most of the TCP
implementations, the value @77 is estimated by the source using exponential averaging as
follows:

RTTestimated =T x RTTestimated + (1 - T) X RTTmeasured7 (41)

whereT is a constantq < T < 1).
In TCP, instead of using linear increase and decreasevofl, Additive Increase and

Multiplicative Decrease (AIMD) method is employed. Moreovthe manner of increase and
decrease otwnd size is different for different TCP implementations. In mo$ the TCP
implementations, such as TCP Reno and NewReno [73¢@4]d drops to one, if the source
does not receive adC' K before the TCP timeout. Further, it drops itsnd to half of its
current size, if it receives threupacksn succession.

The increase ofwnd size occurs in two phases. In the first phasend increases in
an exponential manner. This phase is also callesl@s startphase. In this phase, for every
successfulAC' K that the source receives, TCP increasesguitad size multiplicatively by a
factor of two until it reaches a threshold knownsas,,...,. After it reachesss;,,eqn, it €nters
the second phase. In this phase, it increasesuitsl size by one for every successtdtC K
received by it. The increase ofvnd size continues until the source receives thtapacksor
experiences TCP timeout or it reaches its maximum valuel ... Once it reacheswndy;.,
it continues transmitting with this window size till it expences congestion (either it receives
triple dupacksor experiences TCP timeout). If it receives thdegpacksthen it updatess; . sn
with its new value%i and enters the linear increase phase. If it experiences i Wt,
then it drops its:wnd size to one and enters the exponential increase phase agj#srprocess
continues till the connection lasts. Thend evolution of TCP Reno [73] is depicted in Figure

4.1.
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Figure 4.1: Congestion Window Evolution of TCP Reno

As discussed earlier, the actual rate of transmission of-b&$ed applications is con-
trolled by thecwnd size. Henceg¢wnd size has a significant impact on TCP performance. In

the next section, we discuss impact of scheduling on TCRprdnce.

4.1.1 Impact of Scheduling on TCP Performance

In this section, we discuss the impact of underlying schagunechanism on TCP perfor-
mance. The impact of scheduling on TCP performance can havengjor aspects, such as (i)
TCP throughput and (ii) fairness. If the scheduling schesséyas slots without considering the
cwnd size of the TCP flows, then the flows withvnd = 1 as well as withcwnd = cundrq.
will be assigned with equal number of slots. For a flow witlmd = 1, slots will be underuti-
lized as its requirement is small, whereas for a flow witivd = cwnd,,., the number of slots
assigned to it may not be adequate to meet its requiremerg.rdsults in increase in schedul-
ing delay and may lead to TCP timeouts. Therefore, if thedglmg scheme does not consider
the cwnd size of the TCP flows, then TCP throughput suffers and sldtamger-utilized,

Like throughput, fairness is also an important parametest e€heduler. As discussed
before, TCP flows with smalR7TT’s increase theitwnd size at a faster rate as compared to the
TCP flows with largeRTT's. Hence, if the scheduler assigns slots only based.oml sizes,
then the flows with smalR7T'T's will acquire more number of slots as compared to the flows

with relatively largeRTT's. Therefore, if the scheduling scheme does not congidér's of



4.2. System Model 83

TCP Traffic Sources

Figure 4.2: Multipoint-to-Point Framework with TCP-bas&plplications

the TCP flows, it may result in unfairness among the flows.

4.2 System Model

We consider a multipoint-to-point network where multiglé's are connected to onBS as
shown in Figure 4.2. This scenario may correspond to a sicgJldEEE 802.16 [3] system.
Though some part of this model are similar to that discusséue previous chapter, we re-state
the important assumptions required for this chapter.

BS is the centralized entity responsible for scheduling théTlows. We assume that
the SSs are TCP traffic sources. Each packet is associated with affo@Ralso known as
source-sink pairs) and each flow is associated wiffisa Though this can be generalized to
multiple flows perSsS, we consider a single flow pe¥S. TCP acknowledgementA(C K)
packets traverse from the sink to the source in the downlirdction. We further assume that
the AC K packets are very small and the downlink scheduler atifeschedules theséC K
packets without any delay.

Time is divided into frames. Each frame (of duratiori@} in turn is composed of a fixed
number of slots of equal duration 8f. We assume time varying wireless channel between a
SS and theBS. We assume that the channel gains betwgga and theBS are independent

and identically distributed (i.i.d.). We further assumattthe coherence time of the channel is
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greater than the frame duration, i.e., the channel statairsngonstant during a frame duration.
The channel state changes from frame to frame according\tteigh fading model. We also
consider Log-normal shadowing and path loss in modelliegctiannel gain. We assume that
the individual channel state information is available a thS in every frame. LetSNR;
denote theS N R measured betweefiS; and theBS. Packets can be successfully received if
SNR; > SN Ry,. The value ofS N R;;, depends upon the modulation and coding scheme used
at the Physical (PHY) layer. Since we consider fixed moduottatechnique in this chapter, the
maximum attainable data rate is also fixed.

We assume that a sétof TCP flows shares a network éfunidirectional links through
the BS*. The capacity of the individual linkdenoted by:;, fori = 1,2, 3, ...1, is a function of
the SN R of the corresponding link:; can also be considered as maximum attainable data rate

at link 7. Since the channel state varies from frame to fraenelso varies from frame to frame.

4.2.1 Motivation and Problem Formulation

In this section, we motivate for a centralized polling bas@tink scheduling algorithm for
TCP-based applications. As pointed out in Chapters 1 anda@itibnal scheduling schemes
like Weighted Fair Queuing (WFQ) [26], Self-Clocked Fairgdeing (SCFQ) [27] and Worst-
case Fair Weighted Fair Queuing (W) [28], etc., cannot be used for the uplink scheduling.
Instead, variants of Round Robin (RR) schedulers are thdidates for uplink scheduling.
Since the channel state 8f5's varies randomly across the frames, a RR scheduler woultt res
in unfairness. Moreover, RR scheduler does not considex size, RI'T" and TCP timeout
while scheduling. As discussed in Section 4.1.1, since Tedughput as well as fairness suf-
fers if the underlying scheduling scheme does not considetr! size andR7'T of the flows, a
simple RR scheduler is not appropriate. Therefore, we me@dacP-aware scheduling mech-
anisms, which attempt to schedule flows based:ond size and TCP timeouts as well as
maintain fairness among the flows.

For the centralized uplink scheduling, th&'s are required to communicate their band-
width requirements with th&S either in a contention mode or in a polling mode. Since.d

size of a5'S does not change for on@l'T’, the rate of transmission= C};”szjil remains constant

foroneRT'T. Hence, bandwidth requirement of afiy does not change for or@l"T". In prac-

We assume one to one mapping between the flows and the links.
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tice, oneRTT spans over 150 to 200 msec, whereas one frame duration is ofdler of 1 to 5
msec. Hence, contention based scheduling, where bandregitiest is communicated in every
frame, is not appropriate. Instead, a polling based salutihere bandwidth requirement is
communicated after certain number of frames (called pgplipoch) is more appropriate. Since
the resource requirement changes only after Bfi&’, selecting a polling epoch of duration
less than on&T'T" is not appropriate.

Unlike wired network, the time varying nature of wirelessaohel and the modulation
techniques used at the PHY layer also have an impact on damgdAs discussed before,
we consider fixed modulation in this chapter. In addition,exploit the idea of Opportunistic
scheduling while designing these systems. Since we usednothi size and TCP timeout
in the scheduling process, we classify the scheduling sekanto (i) TCP Window-aware
Uplink Scheduling (TWUS) with Fixed Modulation; and (ii) Beline-based TCP Window-
aware Uplink Scheduling (DTWUS) with Fixed Modulation. Wesaliss the details of the

scheduling algorithms in the subsequent sections.

4.3 TCP-aware Uplink Scheduling with Fixed Modulation

Before discussing the scheduling algorithm, we define tHeviing terms. Though the terms
defined here are similar to the terms defined in the previoaptelh we re-state them in the

context of TCP-aware scheduling.

e Connected SefThe set 0fS'Ss that has been admitted into the system through an admis-
sion control and connection set up phase is called connseted.......:). Let NV be the

cardinality of the connected set.

e Polling Epoch Itis defined as the interval that thi&S chooses to poll the connect8d's.
In the proposed scheduling algorithm, the polling is paemied by theB S only once after

everyk frame.

e Schedulable SeA SS is schedulable, if at the beginning of a polling epoch, it ha®n
zerocwnd sSize and theS N R of its wireless link to theB S is above a minimum threshold
SNRy,. The set of suchb'Ss constitute a schedulable set.,. This set may change

dynamically across the polling epochs. Lidtbe the cardinality of the schedulable set.
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e Active SetAn activeSS is defined to be one that is schedulable during a given frame of
a polling epoch and was schedulable at the beginning of fh@tle The set of suchS
constitutes an active sét,..;,.. During a polling epoch, thé&.S only schedules traffic
from the active set. The membership of an active set may @dggamically across
the frames, whereas the membership of a schedulable sethraage across the polling

epochs.

e Quantum Sizelt is the number of slots that should be assigned to any o$¢hedulable
SS in any frame of a polling epoch. At the beginning of every pjlepoch, theBS
determines the quantum size &3:= % where N is the total number of uplink slots
available for scheduling. Sinc¥ is fixed for a polling epochy is also fixed for a polling

epoch.

We divide the proposed scheduling algorithm into two phaseking andslot assignment
The periodic polling epoch is a function of RT'T's of the contending flows. We discuss the
determination of polling epoch in the next section in detai3S polls all connected'Ss after
everyk frames. Once the polling is performed, tBé schedules the activeSs in every frame.
The relationship between polling epoch and frame by frarhedling is illustrated in Figure

4.3.
Scheduling

T Frame Frame | Frame T
T | A o
———
Ty ‘
= Polling Epoch 5
Polling Polling

Figure 4.3: Polling and Frame by Frame Scheduling in TCPra@aheduling

Let PL denote the length of a packet in bits. The number of slotsireduo transmit
cwnd number of packets at rate in bits/sec is expressed as:
req _ cund; X PL 4.2
i RxT, (4.2)
n,“? is the total number of slots required I35, to transmitcwnd; number of packets

in one RT'T duration. However, both the channel gains and the numbeiots assigned to
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eachSS are different from frame to frame. Therefore, the amountatadransmitted by each
SS differs from frame to frame. Hence, the determinatiomff at the beginning of polling
epoch is not appropriate. Instead, there is a need to deterthe number of slots required
using the resource requirement and capacity of the link aneframe. Resource requirement

is determined by the scheduler by determining

D;(0) = cwnd; x PL,
(4.3)
D;(n) = cwnd; x PL —Tx;(n —1),Yn € [1,k],
whereTz;(n — 1) is the total amount of data (in bits) transmitted$; from the beginning of
the current polling epoch to the frame under considera#the beginning of a polling epoch,
the amount of data transmitted by6&'is set to zero, i.eJ'z;(0) = 0, Vi € I. The number of

slots required bys'S; in n'" frame is given by:

re Din
iq<n>:R><(T)'

(4.4)

n

At the time of polling, each polled'S needs to communicate itsond in terms of the
number of slots required and it&l'T" with the BS. In the subsequent sections, we first discuss
the method to chose the polling epoch and then discuss theodhef slot assignment by the
BS. Note that, like O-DRR scheduler, TCP-aware schedulersiredlow level information

only.

4.3.1 Determination of Polling Epochk

The polling epoclk is an important parameter of the proposed schedkleiould be chosen in
such a manner that the system efficiency and fairness ard¢amed. We argue that the polling
epochk should be the minimunk772 among all TCP flows going through theS. This is
because, the TCP timeout value is typically chosen to betfmtive times theRTT in most
TCP implementations. Therefore, if we choose the pollingcédo be equal to tw&1'T's, then
anyS'S with an ongoing TCP flow that misses polling needs to be palteéde next opportunity.
Similarly, if the polling epoch is more than twB7'7T's, and if theB.S misses one&'S with a

2Typical TCPRT'T's are in the range of 100 msec - 200 msec, whereas the franta [Epg IEEE 802.16 is

0.5 msec, 1 msec or 2 msec.
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TCP flow, then congestion window reduction for that TCP flowikely to occur with high
probability. This is because, the chances of not gettingdaled at the next opportunity before
TCP timeout is very high. If polling is very frequent, i.e.pne than once peR7'7T’, then more
control slots will be utilized for polling. Moreover, fregat polling is not preferable, since the
cwnd size itself changes after o&l'T". Hence, we choose the polling epoch to be equal to the
min{ RT'T} of the active TCP flows. In the proposed scheduling schentex, afery polling
epoch, theBS determines the next polling epoch based onittie{ RT'T }received from the
polled SSs of the current polling epoch.

4.3.2 Slot Assignments using TCP Window-aware Uplink Scheding

BS maintains an indicator variablElag; for eachSS. Flag; is 1, if S.S; is scheduled in a
frame, and O otherwise. Le&Y;(n) be the total number of slots assignedss; in framen.

Based on the number of slots assigned in the previous frathexand size, theBS determines
the resource requirement for each schedul&dlein every frame. D;(n) (as defined in Eqn.

(4.3)) of a schedulablgS in framen is updated as:

D;(n) = cwnd; x PL — Tx;(n — 1)
(4.5)
= D;j(n—1) — Flag;(n — 1) x N;(n — 1) x R x T,,VYn > 1,
whereR is the rate of transmission betwegty's and theBS. In this caseR is fixed. At the
beginning of a polling epoch, resource requirement of gaghs equivalent to the number of
slots required to transmit itsvnd size, i.e.,D;(0) = cwnd; x PL. In a polling epoch, ifD;(n)
of S.S; becomes zero, thefiS; is withdrawn from the active set.

We utilize DRR’s idea of maintaining a quantum sigefor each schedulablgS. The
guantum size is kept fixed for one polling epoch. The number of slots assigto any
subscriber statio'S; in framen can be greater or smaller than the quantum size. To keep a
track of the number of slots assigned with respect to the tguasize(), we use a credit-based
approach. The credit-based approach employs one defigitedior eachS'S; similar to DRR.
The idea of a deficit counter is to ensure fairness among thecsiber stations in long term. At
the beginning of a polling epoch, deficit counterd; is initialized to one. The deficit counter

DC;(n) is updated in every frame as:
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DC;(0) =1,
(4.6)
DC;i(n) =DC;(n— 1)+ Q — Flag;(n — 1) x N;(n — 1), Yi € Lgp, Vn > 1.
From the above equation, we observe that the deficit couafel$ schedulables'Ss are
incremented by the quantu@, whereas the deficit counter of all acti¥&'s are decremented
by the amount of slots received in the previous frame. We dedfaaled deficit countetc; as

follows:

dCZ(O) :]., Vi € Lactiv87

dei(n) =DCj(n) + min |DC;(n)|, Vi, j € Lactive, Vn > 1. 4.7)
J

At the beginning of a polling epoch, the scaled deficit couritg of S'S; is initialized to
one. After determining the resource requirement and sa#édit counter, the3 S determines
the weight of each active sétS. For all otherSSs, the weights are zerd3S determines the

weightV;(n) for SS; in framen using the following equation:

D;(n) x de;(n)
ZjEL(Lcti’ue DJ (n) X dc](n)
Eqgn. (4.8) essentially determines a weidlit(n) for an S.S; in framen, which is pro-

Wi(n) = Vi € Lactive, Yn > 1. (4.8)

portional to the normalized product of the scaled deficitteuand resource requirement (and
hence thewnd). If a TCP flow has a smalleRT'T, its cwnd size will be increased at a faster
rate. Since we chose = min,;{ RT'T;}, at the beginning of each polling epochi$ with the
smallestRT'T will update itscwnd size, whereas others will not. This will result in increase
in resource requirement of &S whoseRT'T is small as compared to oth&iSs. Hence, by
allocating the number of slots in proportion to the resowecgiirement, will result in allocation
of larger share of slots to such flows. This will also resulunfairness among th€Ss. The
credit-based approach proposed by us ensures that the siedieit counter value is small for
such flows and thereby ensures fairness. After the detetiminaf weights, theBS assigns the

number of slots t&'S; in framen using:

Wi(n) x N
ZjELactiue WJ <n)

Nl(n) = ,VZ c Lactz’vey Vn > 1. (49)
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In the next section, we exploit the knowledge of TCP timedoih@ with the congestion
window size information and propose another schedulinghaism. We call this scheduling
algorithm as Deadline-based TCP Window-aware Uplink Saliegl (DTWUS).

4.3.3 Slot Allocation using Deadline-based TCP Window-awa Uplink
Scheduling

In this scheme, the determination of deficit counter, scdédttit counter and resource require-
ment for eacht S is similar to that defined in TWUS scheduler. However, thehoétof deter-
mination of weights for scheduling is different from thafided in Eqn. (4.8). In this scheme,
we use TCP timeout information along with resource requaeinand deficit counter values to
determine the weights. In this scheme, at the beginningeptiling, each polled'S com-
municates its-wnd size, time left to reach TCP timeouf'{’O) (of the last un-acknowledged
packet), TCP timeout anB7'7 to the BS.

For each schedulablgs, we definedeadlined; to be a measure of its rate of approach
towards the TCP timeout. At the beginning of a polling epdeh77'O; denote the maximum
duration that the TCP flow of'S; can wait before reaching TCP timeout. Note that the maxi-
mum value of'T'O; is the TCP timeoutassociated with the TCP flow belongs4e;. At the
beginning of a polling epochi; of SS; is initialized to7TTO;. If SS; is scheduled in frame,
then the deadlinég;(n) remains unchanged, i.e, it takes the valug,0f. — 1). Otherwised;(n)
is decremented by one frame duration from its previous valfe updates the deadline of the

schedulable flows as follows:

dz<0) :TTOZ7 Vi € Lconnected7
dz(n) :dz(n - 1) - Tf7 Vi S (Lsch \ Lactive)a Vn Z 17 (410)
dy(n) =d

(n)
If T exceedsl;(n), then the deadlin€;(n) of SS; is initialized to TCP timeout{0;)

Z(n - 1)7 Vi € Lactivea vn > 1.

of thatSS. In that case, TCP flow experiences a timeout before getthgduled, resulting in
reduction ofcwnd; to one. After determining the scaled deficit counter as in.Egn7) and

deadline as in Eqn. (4.10), tHeS determines weighitV;(n) for S'S; in framen using:

3TCP flows generally start at random and hence different flosue Wifferent residual times to reach TCP

timeout.
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D;(n)xdc;(n)

W;(n) = di(n) 7oy Vi € Lactive, ¥n > 1. (4.11)

Z Dj (n) X de n
jeLactive dj (n)

After the determination of weights, the number of slots @ssd by theBS to SS; in

framen is determined as:

Wi(n) x N
e Lasinne Wi(12)

The use of deadline in weight determination ensures thajteehihnumber of time slots are

Vi € Lactive, ¥ > 1. (4.12)

assigned to & S that has a smaller deadline.

The pseudo-code of the proposed schedulers TWUS and DTWpiesented in Algo-
rithm 2. We combine both schedulers by usiii@.g cqqine, Which is set to one for DTWUS and
is set to zero for TWUS. In the next section, we discuss themxpental setup and simulation

results in an IEEE 802.16 setting.

4.4 Experimental Evaluation of TCP-aware Schedulers

In this section, we describe simulation experiments the¢ lieeen performed to evaluate TCP-
aware scheduling. All the simulations have been conducsaagumplementations of TCP-
aware scheduling with IEEE 802.16 setting in MATLAB [68]. Wensider a multipoint-to-
point IEEE 802.16 based network where 48s are connected to a centraliz8d' as shown
in Figure 4.2. We simulate one TCP flow pgf. Each TCP flow starts randomly. TH&T's

of the flows are updated using exponential averaging. E#ths assumed to have a large
enough buffer at its interface, such that the probabilityowffer overflow is negligible. The
frame duratioril; is set equal to 2 msécThe uplink subframé&’,; consists of 500 data slots
(we assume that the number of control slots used is neghitWe consider both equal and
unequal distances betwefs's and theBS. For equal distances, the distances ofsélls from
the BS are 1 km each and for unequal distances, the distances eSS, - SS19) and
the BS are 0.857 km, 1.071 km, 0.910 km, 1.230 km, 1.113 km, 0.956Xkd®2 km, 0.884

km, 0.970 km and 1.216 km respectively (given in Table 4.1).
We further consider WirelessMAN-SC air interface for thesglations. We implement

QPSK modulation scheme at the PHY layer. We conskI€iz;;, = 12.18 dB, the minimum

4Frame duration®) is equally divided between uplink subfranig,() and downlink subframeTy,).
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Algorithm 2 :TCP-aware Uplink Scheduler with Fixed Modulation
1: while TRUE do
2. DetermineL ., for the current polling epoch
Flag;(0) < 0 Vi € Lgep,
D;(0) « cwnd; X PLVYi € Lgcp,
DC;(0) « 1, deg(0) «— 1Vi € Lggp,
W;(0) « 0, N;(0) « 0Vi € Lgep,
if Shcedulerryye = TWUS then
Flaggeadiine = 0, di(0) « 1Vi € Lgcp
else
10: Flaggeadiine = 1, d;i(0) « TTO; Vi € Lgey,
11: endif
12: M —|Lienl, Q — 5
13: ke« min{RIT}, T« k x T}

14: Frame numben — 1
15: whileT > 0do
16: Lactive < ¢

17: forall i € L., do
18: if SNR;(n) > SNRy,) A(Di(n — 1) > 1) then
19: Lactive < Lactive U {i}
20: Flag;(n) < 1
21: DC;i(n) < DCi(n — 1)+ Q — Flag;(n — 1) X Nj(n — 1)
22: if Flaggeadiine = 1then
23: di(n) «— dij(n —1)
24: else
25: di(n) — 1
26: end if
27: else
28: Flag;(n) < 0
29: DCi(n) «— DCi(n —1)+Q
30: D;(n) < D;i(n—1)
31: if Flaggeqdiine = 1then
32: di(n) — di(n—1) — T}
33: else
34: di(n) — 1
35: end if
36: if d;(n) < 0then
37: di(n) « TO;
38: end if
39: W;(n) < 0,N;(n) <0
40: end if
41: end for
42: forall i € Lactive dO
43: D;(n) < D;(n — 1) — Flag;(n — 1) x Ni(n — 1) x R x Ts
44: de;(n) « DC;(n) + minj |DC;(n)|,Vj € Lactive
45: Wi(n) «— Di(”{gﬁgfi(”)
. Z J€Lactive W
46: Ni(n) — — Wilm)xNs

J€Lgctive Wj (n) ’
47. end for

48: T—T-T¢p,n—n+1

49:  end while

50: end while
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Table 4.1: Distanced) betweenSSs and theBS (in km)

Equal Unequal
1.0 | 0.857| 1.071| 0.910| 1.230| 1.113| 0.956| 1.122| 0.884| 0.970| 1.216

SN R required for IEEE 802.16-2004 WirelessMAN-SC air integao our simulations. The
path loss exponent due to distance is set as4. We simulate both shadowing as well as fast
fading in our experiments. We also consider AWGN with PSP= 0.35 (4.5 dB/Hz). The
shadowing is modeled as Log-normal with mean zero and stdrtviation ¢) of 8 dB. In
each simulation run, the channel gain due to Log-normal@hand) is kept fixed for a duration

of 50 frames. For fast fading, we consider Rayleigh fadinglehoThe channel gain due to fast
fading is modeled as complex Gaussian random variable avagquotly the power gain is an
exponential random variable with megn The coherence time of the channel is considered to
be equal to one frame duration, i.e, the channel gain duestddding changes from frame to
frame. The value off and transmission power is chosen such that the expéadiel received

at the cell edge is more thahV R, required for transmission. We also repeat the experiments
with different Log-normal shadowing witt of 4, 6, 8, 10 and 12 dB.

We conduct four sets of experiments based on distance (aqdalnequal) and the pro-
posed schedulers (TWUS and DTWUS). For each set of expetimervaryos of Log-normal
shadowing as discussed above. The system parameters usaohditations are presented in
Table 4.2. The value of each performance parameter obsbagleen averaged over 50 inde-

pendent simulation runs.

4.4.1 Simulation Results
Impact of cwnd .

Sincecwnd,,,, value controls the TCP throughput, choosing its correatevah simulations

is very important. A very highvwnd,,,. will cause more congestion and packet drops due
to buffer overflow, whereas a smallvnd,,,, will under-utilize the network. Hence, before
conducting the experiments to verify the performance ofpitogposed schedulers, we perform
experiments to measure the average TCP throughput atatifternd,,,, values. In Figure 4.4,
we plot the average TCP throughput achievedasnd,, ., atc = 8 dB. From this figure, we
observe that TCP throughput remains constant (reachessaih) once thewnd,,,, reaches

60 packets. We choog&nd,,,, = 60 for the rest of our experiments in this chapter.
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Table 4.2: Summary of System Parameters

Simulation Parameter Value
Channel Bandwidth 25 MHz
Modulation Scheme QPSK

Path Loss Exponent§ 4

Frame Lengti 2 msec

Uplink/Downlink Frame Length 1 msec

Number of Data Slots péef,, 500
Number of Frames Simulated 40000
TCP Type TCP Reno
Number of Independent Runs 20
No. of S'Ss 10
Packet Size 8000 bits

4.4.2 Comparison With Weight-based Schedulers

We compare the performance of TCP-aware scheduler wittofleahon-TCP aware scheduler,
namely, the Weight-based (WB). We implement both Channeeddent demand driven (WB
(CD)) and Channel Independent demand driven Weight-ba&&l1(Cl)) schedulers at th&.S

for the uplink flows. We assume equal weights for e&chfor the implementation and de-
termine the resource requirement of each user using Egh). (#he polling is employed to
determine the schedulable list at the beginning of the pgpkipoch for both WB (CI) and WB
(CD) schedulers. The polling epoétused in WB schedulers is same as that used in the TCP-
aware schedulers3S schedules thactive SSs using WB (CI) and WB (CD) schedulers. We
determine the averagevnd size, average TCP throughput, slot utilization and Jaiaisriess

Index (JFI) achieved by each of the schedulers for a fair @iepn.

Average cund size Comparison

In Figures 4.5 - 4.6, we plot the averagend size achieved by the WB schedulers and TCP-
aware schedulers under different standard deviatigrof{ Log-normal shadowing with equal
and unequal distances respectively. From these figures pserve that ag of Log-normal

shadowing increases, the averageid size achieved by both WB and TCP-aware schedulers
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Figure 4.4: Average TCP Throughput vsund,,.., with Fixed Modulation

decreases. We also observe that the average size achieved by the TCP-aware schedulers
are higher than that of WB schedulers for all shadowing cased-igure 4.7, we plot the
percentage increase in the averaged size by the TCP-aware schedulers over WB schedulers
under different shadowing. From this figure, we observedkdhes of Log-normal shadowing
increases, the gain ifwnd size also increases. The gain in averaged size of TWUS over
WB (CD) varies between 21% to 34%, whereas it varies betwaé&a ® 88% for TWUS
over WB (CI). Though we have illustrated the results for eglistance experiments, similar
comparisons are also valid for unequal distance expersn& also observe that the average
cwnd size achieved by the DTWUS is more than that of TWUS. As dised$®efore, by using
TCP timeouts in scheduling, the chances of reducing-thel size to one is minimized. This
results in increase in averagend size.

We also compare the performance of WB (CD) and WB (CI) schedulFrom Figures
4.5 - 4.6, we observe that the averaged size achieved by the WB (CD) scheduler is more
than that of WB (ClI) scheduler, irrespective of distancesc&WB (CD) scheduler is channel
dependent, the slots allocated46's are better utilized. This ensures less slot idleness in WB
(CD) as compared to WB (CI) scheduler. Therefore, the aeerag.d size achieved in WB
(CD) scheduler is more than that of WB (CI) scheduler.
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Average Throughput Comparison

We also compare the average TCP throughput achieved byllkddgers. For TCP throughput
determination, we consider the number of successful trateshrpackets only and do not con-
sider retransmissions. In Figures 4.8 - 4.9, we plot theaayee CP throughput obtained by the
TCP-aware schedulers and WB schedulers under differedbshiag and distances. We also
plot the gain in average TCP throughput achieved by the TWd&teascheduler over the WB
schedulers in Figure 4.10. The improvements observed inth@Rghput is similar to that of
the improvement in averagend size illustrated in Figure 4.7. We also observe that the gain
average TCP throughput of TWUS over WB (CI) varies betweée 8997%, whereas it varies
between 24% to 42% for TWUS over WB (CD).
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Fairness Comparison

To compare the fairness of TCP-aware schedulers with the{®fschedulers, we determine
Jain’s Fairness Index (JFI) for the amount of data transehilty eachS'S considering equal
and unequal distances betwegfs and theB.S. We plot the variation of JFI thus determined
for different values ofo of the Log-normal shadowing in Figures 4.11 - 4.12. From ¢hes
figures, we observe that the JFI is higher than 91% under atl®hing cases. JFI of TCP-
aware schedulers are close to 99% in the equal distanceimguey whereas it varies between
91% to 98% in the unequal distance experiment. This illtasrthat the TCP-aware scheduling
schemes are fair under various channel fading conditioressaMb observe that the JFI of both
TCP-aware and WB schedulers remains constant under differef Log-normal shadowing.
We observe that TCP-aware schedulers outperform WB sobedwiith JFI as performance
metric. JFI obtained by the TCP-aware schedulers are dt3éasbove that obtained by the
WB (CI) scheduler, whereas it is very close to that achiewedMB (CD) scheduler. Since
the WB (CI) scheduler is channel independent, the JFI aelidy this scheduler is low as
compared to other schedulers. Moreover, unlike other sdbesi(TWUS, DTWUS and WB
(CD)), JFI of WB (CI) decreases as the shadowing increases.
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Fixed Modulation, Equal Distances, cwndMaX=60
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We also compare the fairness of the schedulers based on itigenwf slots assigned to
different SSs under different shadowing. For this, we determine the dFlumber of slots
assigned and repeat the same for both equal and unequalcgistases. We plot the JFI thus
obtained in Figures 4.13 - 4.14. From these figures, we obgkat JFI for the number of slots
assigned remains above 90% in all experiments. These seshdiv similar trends with that
illustrated in Figures 4.11 - 4.12.

Slot Utilization and Idleness Comparison

We also investigate the slot utilization of the TCP-awareesiulers and compare it with WB
schedulers. For this, we plot the percentage of slot utibmaof TCP-aware as well as WB
schedulers under different shadowing in Figures 4.15 -.4F6m these figures, we observe
that the slot utilization of TCP-aware schedulers is moemtthat of WB schedulers. We also
observe that the utilization of TWUS scheduler is more themt of DTWUS scheduler and the
utilization of WB (CD) scheduler is more than that of WB (Ctheduler. For the equal distance
experiment (Figure 4.15), slot utilization of TWUS and DT\8dcheduler varies between 84%
to 90%, whereas that of WB (CD) varies between 60% to 75% and(@IBvaries between
46% to 68%. We observe similar trends for the unequal distarperiments (Figure 4.16).

From Figures 4.15 - 4.16, we also observe that the slot atibn of WB (Cl) schedulers
falls as low as 40% when the Log-normal shadowing increalas.is because, when the chan-
nel is under heavy shadowing, the probability of gettingqabls very low and the probability
of not being scheduled is very high. This results in increagielay in scheduling, which may
triggers TCP timeout and drop inwnd size thereby resulting in low utilization. Utilization of
slots can be further increased by adding different clask&aftic along with TCP.

Since the TCP-aware schedulers assign slots$® anly if there is a requirement and
the number of slots assigned is proportional to the resaeapairement, the percentage of slot
idleness is negligible, whereas it is not so in WB schedulé¥s plot the slot idleness of WB
schedulers at various Log-normal shadowing in Figures 44.48. From these figures, we
observe that the slot idleness in WB (CI) scheduler is moaa that of WB (CD) scheduler.
This results in higher averagand size and average TCP throughput for WB (CD) scheduler
as compared to WB (ClI) scheduler, explained in Figures 4d74at0.

We also compare the performance of TCP-aware scheduldrghvat of a RR scheduler,

in the next section.
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4.4.3 Comparison with Round Robin Scheduler

We also implement a RR scheduler at B8 for comparison with TCP-aware schedulers. RR
scheduler also determines the schedulable set at the lnegwfrthe polling. The polling epoch

k used in RR scheduler is same as that used in the TCP-awadusetse In RR scheduler, the
BS schedules the activéSs in every frame in a round robin manner. We compare the agerag
cwnd size and average TCP throughput achieved by the RR as welLBsaWare schedulers.
In Figure 4.19, we plot the averagend size under different shadowing with fixed modulation.
From this figure, we observe that the averaged size achieved by the TCP-aware schedulers
are higher than that of RR schedulers for all shadowing ca§esalso observe that as theof
Log-normal shadowing increases, the averaged size achieved by both RR and TCP-aware
schedulers decreases. We also plot the average TCP thruaagitpeved by both RR and TCP-
aware schedulers in Figure 4.20. From this figure, we obsbatdhe average TCP throughput
achieved by the TCP-aware schedulers is more as comparadttoftRR schedulers. From
Figure 4.19, we observe that both the averaged size and TCP throughput achieved by
DTWUS is more than that of TWUS. Though we have illustratedrisults for equal distance
experiments, similar results are also valid for unequabdise experiments.

We also combine the comparisons of the performance of TCReagchedulers with that
of RR and WB schedulers. We plot the gaircinnd size and TCP throughput achieved in Fig-
ures 4.21 - 4.22. From these figures, we observe that the iprent of TCP-aware scheduler
over WB schedulers is more as compared to that of the impremeover RR scheduler. Since
DTWUS scheduler performs better than that of TWUS schegwieonly plot the comparisons
of TWUS scheduler with that of RR and WB schedulers. Thougihave illustrated the results

for equal distance experiments, similar results are al8d f@ unequal distance experiments.

4.5 Discussions

In this chapter, we have proposed TCP-aware uplink scheglgithemes with fixed modula-
tion for a multipoint-to-point wireless network. We havafoemed extensive simulations and
compare the performance of the TCP-aware schedulers viigr pppular wire-line schedulers
such as Round Robin scheduler and Weight-based schedul¢ing next chapter, we incorpo-
rate adaptive modulation at the PHY layer and propose adgaptodulation based TCP-aware

scheduling schemes.
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Chapter 5

TCP-aware Fair Uplink Scheduling -
Adaptive Modulation

In the previous chapter, we have proposed fixed modulatisad@CP-aware fair uplink schedul-
ing schemes in a multipoint-to-point wireless network. Héger, to achieve high spectral effi-
ciency on fading channels, adaptive modulation and codgQ) can be used. Using AMC,

a BS can choose a suitable modulation and coding scheme withvdikalale SN R, such that
the overall system capacity is increased. Therefore, warporate AMC in the proposed TCP-
aware uplink scheduling algorithm. We also implement T@R+& scheduling in the uplink
of a multipoint-to-point IEEE 802.16 network and investgds performance through exhaus-
tive simulations. We compare the performance of TCP-awpli@kischedulers with adaptive
modulation and fixed modulation. In addition, we compare geeformance of TCP-aware
schedulers with that of Weight-based (WB) and Round RobR)(&chedulers taking adaptive

modulation into consideration.

In Section 5.1, we discuss the system model of the TCP-avdredslers. In Section
5.2, we present both TCP Window-aware Uplink Schedulingsaand Deadline-based TCP
Window-aware Uplink Scheduling scheme and illustrate tbeassignment methods. In Sec-
tion 5.3, we discuss the implementation of TCP-aware sdbeeslin an IEEE 802.16 network.
In Section 5.4, we discuss the experimental set up and grisseresults. These results demon-
strate the efficiency of the proposed algorithm. In Sectidn We present TCBend rate or
average throughput determination of TCP-aware uplinkdalees in an IEEE 802.16 network

and validate the analytical results with the simulatiomhss We discuss the fairness properties

109
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of TCP-aware schedulers in Section 5.6.

5.1 System Model

The system model considered in this chapter is an extensite aystem model that has been
described in Section 4.2. As discussed in the previous ehape consider a multipoint-to-
point wireless network, where multipleSs are connected to ones, as illustrated in Figure
5.1 (same as Figure 4.2). We incorporate adaptive modulatid coding at the PHY layer.

As discussed before, packets can be successfully recéisedR; > SN R;;,. The value
of SN Ry, depends upon the modulation and coding scheme used at théaykerY The maxi-

mum data rate attainable on the channel depends upon thdatiodischeme and coding used.

cwndy
SSN
TCP Traffic Sources

Figure 5.1: Multipoint-to-Point Framework with TCP-bas&plplications

5.2 Uplink Scheduling with Adaptive Modulation

Let R; denote the rate of transmission betwess) and theBS. Since wireless channel is time
varying and the channel state changes from frame to franeemibdulation scheme suitable
for that channel state also changes from frame to frame. ¢Jét¢n) changes from frame to
frame, withn being the frame index. Thus, defining quantum size in termsuatber of slots
assigned at the beginning of a polling epoch is not apprteprid/e therefore, introduck;(n)

in the definition of the quantum size as follows:
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RminNsTs
Q) =—r—:
1 _ (5.1)
Qn) = +; > Flagi(n —1) x Ri(n — 1) x Ni(n — 1) X T\, Vi € Leay, ¥n > 1,
ieLsch

where R,,;,, is the minimum rate of transmission among all modulatioresods. From the
above discussion, we observe tldawaries from frame to frame of a polling epoch when the
PHY layer employs AMC, whereag is kept constant for a polling epoch when the PHY layer
employs fixed modulation.

Similar to the classifications of the TCP-aware schedukbsriihs been proposed in the pre-
vious chapter, we classify the scheduling schemes intd@h Window-aware Uplink Schedul-
ing (TWUS-A) with Adaptive Modulation; and (ii) Deadlineabed TCP Window-aware Uplink
Scheduling (DTWUS-A) with Adaptive Modulation. We discubg details of the scheduling

algorithms in the subsequent sections.

5.2.1 Slot Allocation using TCP Window-aware Uplink Schedling with
Adaptive Modulation

This scheme is an extension of TWUS algorithm proposed iti®ed4.3.2. The basic operation
of it does not change significantly. Since the rate of trassian of differentS'Ss are different,
with the same number of slots S8 with a higher transmission rate can transmit more number
of packets as compared to anotls&f with a relatively lower transmission rate. Therefore, we
introduceR;(n) into the resource requiremeht(n) and the deficit counted C;(n). We update

the resource requiremei;(n) of each schedulablgs in a framen as follows:
D2(0> = cwndi X PL,
D;(n) = cwnd; x PL —Tx;(n —1) (5.2)
=D;(n—1)— Flag;(n — 1) x Nj(n — 1) X Ri(n — 1) x Ty, VYn > 1.

We also update the deficit countBC;(n) as follows:

DC;(0) =1,
DC;i(n) = DCi(n — 1) + Q(n) — Flagi(n — 1) x Ry(n — 1) x N;j(n — 1) x Ty, Vi € Ly;(5-3)

Vn > 1.
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As discussed before, the deficit counter can take a positinegative value. Hence, we
use scaled deficit countée;(n) for weight determination. The scaled deficit counter is upda
in a manner similar to that of Eqn. (4.7). After determinihg tesource requirement and the
scaled deficit counter, thBS determines the weights of eaélb for assigning time slots. The
weights are determined only for the active set members. IFotteer SSs, the weights are zero.

The BS determines weights of active sg&b's using the following equation:

dei(n
X
Wi(n) = ) ) Vi € Lagtive, > 1. (5.4)

> D;(n) o dej(n)
jeLacti'ue RJ (n) RJ(")

N

Eqgn. (5.4) essentially determines a weiglif(n) in framen that is directly proportional
to the normalized (with respect to ral&(n)) product of the scaled deficit counter and resource
requirement. As discussed before, since, the rate of triasgm is different for different'S's,
with the same number of slots,55 with a higher transmission rate can transmit more num-
ber of packets as compared to anothérwith a relatively smaller transmission rate. Hence,
allocating time slots in proportion only t®;(n) (or cwnd;) may result in unfairness among
the SSs. We useR;(n) in weight determination to ensure fairness amongdis. After the

determination of weights, thB.S assigns slots t6'S;, Vi € L, in framen using:

1 , Wi(n) x Ty D;(n) } ,
N;(n) = — X min , Vi € Lactive, Yn > 1. (5.5)
" {Ea’eLucm Wj(n)" Ri(n) t

The first term in the braces of Egn. (5.5) corresponds to tineen of slots in proportion
to the weighti?;(n), while the second term corresponds to the number of sloteojpgotion to
the resource requirement;(n) of S5;. By using themin function in the above equation, the
BS restricts the maximum number of slots assigned toasiyy its requirement. This ensures
maximum slot utilization.

In the next section, we incorporate TCP timeout informatlaring scheduling.

5.2.2 Slot Assighments using Deadline-based TCP Window-awe Uplink
Scheduling with Adaptive Modulation

In this scheme, the method of determination of resourceirement, deficit counter and scaled

deficit counter are similar to that defined in TWUS-A schedyeposed in Section 5.2.1.
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In addition to that we also use the TCP timeout informatiorthe&f active flows during the
scheduling process. To keep a track of the TCP timeout, waald@adline countef;(n). The

update deadline counter update follows that of Egn. (4.10)

After determining the scaled deficit counters as in Eqgn. )(dnd deadlines as in Eqn.

(4.10), theBS determines the weight’;(n) of S'S; in framen using the following equation:

]

i(n) « dci(”)/di<n)
Wi(n) = i R , Vi € Lactive, ¥n > 1. (5.6)
EjELactive Rj(n) x Rj(n) /dj <n)

Eqgn. (5.6) is similar to Eqn. (5.4) except for the deadlin@:). The use of the deadline
in weight determination ensures that the weight 6fsthat has a smaller deadline is higher as
compared to that of anoth&iS which has a larger deadline. After the determination of \Wwisg

the number of slots assigned$®;, Vi € Ly In framen is determined using Eqgn. (5.5).

The pseudo-code of the proposed schedulers TWUS-A and DTWIisSpresented in
Algorithm 2. We have combined both schedulers by ugitt@g,.q.4ine, Which is set to one for
DTWUS-A and is set to zero for TWUS-A.

5.3 Implementation of TCP-aware Scheduling

We consider TDD based IEEE 802.16 network, in which each drafrdurationl’; is divided
into uplink and downlink subframes of duratiois andT}; respectively. We consider adap-
tive modulation scheme at the PHY layer. We employ QPSK, 264Q064-QAM modulation
schemes as per the standard. Though the standard definesumaxiaud rate, modulation
schemes to be used and maximum data rate possible for Vgikédds-SC interface, it does not

specify theS N R thresholds for choosing different modulation schemes todael.

The maximum data rate attainable for an Additive White Gamsdoise (AWGN) channel
can be expressed a® = B x log,(1 + MI x SNR), whereR is the maximum attainable
data rate and/ I is the modulation index. Note that'/ = m, where¢; and ¢, are
constants depending upon the modulation schemes [39]e $uecstandard specifies data rates

to be used, for a particular modulation schesi& R,;, should satisfy:

1This scheme is also an extension of DTWUS scheme explain®ddtion 4.3.3.
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2% — 1
SNR ="
(1-25)xIn(5p) . R 5.7)
- 15 g <d
R
_ (1—26)x ln(0.5pb)’ N L
15 B

wherep, is the target bit error rate. Using Eqn. (5.7), we deternfinéR,;, for target BERs
of 107° and10~° for a channel bandwidthR) of 25 MHz. These are given in Table 5.1 for
the data rate of 40, 80 and 120 Mbps for QPSK, 16-QAM and 64-QAddlulation schemes

respectively.

Table 5.1: Modulation Schemes in the Uplink of WirelessM&E- IEEE 802.16 (Channel
Bandwidth B = 25 MHz)

Modulation | Data Rate & SNRy, (dB) | SNRy, (dB)

Scheme | R (Mbps) | (bps/Hz) | BER=10"° | BER =107°
QPSK 40 1.6 11.27 12.18
16-QAM 80 3.2 17.33 18.23
64-QAM 120 4.8 23.39 24.14

In the proposed schemgS's are required to maintain a queue (per flow) at their intedac
Packets residing in the queue ofS& is served in a first-come first-serve basis. As per the
standard, it is possible for th8S to determine the channel state of eatfi This information
is used by theB.S to determine the schedulable set at the beginning of po#limdjto update
the active set in every frame. At the beginning of every pgllepoch, eacly'S conveys its
requirements in terms of its current congestion windewmv{d;) size and time left to reach TCP
timeout (I'T°0;) to the BS. BS in turn, determines the number of slots to be assigned based o
the resource requirement, deficit counter and deadlinewalaach schedulabteS and decides
the modulation scheme to be used on a frame by frame b&sisconveys this information to
eachSS through the uplink map.BS also determines the polling epoéh(as discussed in
Section 4.3.1) such that the system efficiency and fairnesmaintained. The block diagram

of the proposed uplink scheduler is shown in Figure 5.2.
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Algorithm 3 :TCP-aware Uplink Scheduler with Adaptive Modulation

1: while TRUEdo

2. DetermineL ., for the current polling epoch

3. Flag;(0) < 0Vi € Ly,

4:  Di(n) < cwnd; x PL, DC;(0) + 1, de;(0) « 1, W;(0) « 0, N;(0) «~ 0Vi € L,
5! if Sheedulerry,e = TWUS — Athen

6 Flaggcadiine =0, di(0) « 1Vi € Ly,

7. else

8 Flagdeadline =1, di(0) < TTO; Vi € Lgep,
9. endif

100 M — |Lgen|

11: ifn=1then

12: Q(0) — LminxNoxTe

13: endif

14:  k«— ming{RTT;}, T — KT}

15:  Frame numben « 1

16: while T > 0do

17: Lactive <+ ¢
18: forall i € L., do
19: if (SNR;(n) > SNRy,) A(Di(n — 1) > 1) then
20: Lactive < Lactive U {3}
21: DCi(n) «— DCi(n —1) + Q(n —1) — Ri(n — 1) x N;j(n — 1) x T
22: if Flaggeadiine = 1then
23: di(n) «— di(n —1)
24: else
25: di(n) — 1
26: end if
27: else
28: Ri(n) < 0, D;j(n) < D;j(n —1), DC;j(n) «— DC;(n —1) + Q(n — 1)
29: if Flaggeadiine = 1then
30: di(n) « di(n—1) — Ty
31: else
32: di(n) «— 1
33: end if
34: if d;(n) < 0then
35: di(n) — TO;
36: end if
37: W;(n) < 0, N;(n) <0
38: end if
39: end for
40: forall i € Lactive dO
41: D;i(n) « Di(n—1) — Ni(n — 1) x Ri(n — 1) x Ts
42: dci(n) < DC;(n) + min; |[DC;(n)|,Vj € Lactive
43: Map R;(n) to SN R;(n) in Table 5.1
R x G2l s d; ()

44: Wi(n) ) D.I(%:L;n)dc.(n)

e L perive (R X Fdny /4 (1)
450 Nl = xomin (o O B )
46: Q(n) — 4 Yicr.,, Riln —1) x Ni(n — 1) x Ty
47: end for
48: T—T-Tfne—n+1l

49:  end while
50: end while
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Figure 5.2: Block Diagram of TCP-aware Uplink Scheduler

5.4 Experimental Evaluation of TCP-aware Schedulers with

Adaptive Modulation

In this section, we describe simulation experiments the¢ lieeen performed to evaluate TCP-
aware scheduling with adaptive modulation. All the simiolas have been conducted using
implementations of TCP-aware scheduling with IEEE 802 diiregy in MATLAB [68]. We
consider a multipoint-to-point IEEE 802.16 based netwoHeme 10SSs are connected to a
centralizedB S as shown in Figure 5.1. We considé~ R = 10~° for the applications and use
the SN Ry, s for selecting an appropriate modulation scheme as showatile 5.1. Except for
the addition of adaptive modulation and coding at the PHtathe experimental setup used
here is identical to that of Section 4.4. The system parammased for simulations are presented
in Table 5.2. The value of each parameter observed has beeagad over 50 independent
simulation runs.
We conduct four sets of experiments based on distance (aqdainequal), and the pro-
posed schedulers (TWUS-A and DTWUS-A). For each set of éxyagrt, we vary the standard
deviation ¢) of Log-normal shadowing between 4, 6, 8, 10 and 12 dB.
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Table 5.2: Summary of System Parameters

Simulation Parameter Value
Channel Bandwidth 25 MHz
Adaptive Modulation Schemes QPSK, 16-QAM, 64-QAM
Bit Error Rate 1076
Path Loss Exponent/] 4
Frame Length’’y 2 msec
Uplink/Downlink Frame Length 1 msec
Number of Data Slots péf,,; 500
Number of Frames Simulated 40000
TCP Type TCP Reno
Number of Independent Runs 20
No. of S'S's 10
Packet Size 8000 bits

5.4.1 Simulation Results

Impact of cwnd ..

We perform experiments to determine the valuewid,,,, at which the TCP throughput satu-
rates and plot the results in Figure 5.3. For completenesg)et the results of both TWUS and
TWUS-A with equal distances in this figure. From this figure @bserve that TCP through-
put remains constant (reaches saturation) onceuthe,,,, reaches 70 packets for TWUS-A,
whereas it is 60 packets for TWUS. We choesewd,,., = 70 for the TCP-aware schedulers

with adaptive modulation scheme in the rest of our experismen

5.4.2 Comparison With Weight-based Schedulers

We also compare the performance of TCP-aware schedulensthat of WB (Cl) and WB
(CD) schedulers taking adaptive modulation into consitlema We determine the resource
requirement of each user using Eqn. (5.2). Similar to thedfix@dulation experiments, we
determine the averagevnd size, average TCP throughput, slot utilization and Jainisress

Index (JFI) achieved by each of the schedulers for a fair @iapn.
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Average cund size Comparison

In Figures 5.4 - 5.5, we plot the averagend size achieved by the WB schedulers and TCP-
aware schedulers under different standard deviatipof(Log-normal shadowing with adaptive
modulation. The distance between th&s and theB S are considered to be equal in Figure 5.4
and unequal in Figure 5.5. From these figures, we observéhibatveragewnd size achieved
by the TCP-aware schedulers is higher than that of WB sckeslfdr all shadowing cases. We
also observe that as standard deviation of Log-normal shiaddncreases, the averagend
size achieved by both WB and TCP-aware schedulers decrddgesver, we observe that the
rate of decrease afwnd is more in adaptive modulation (Figures 5.4 - 5.5) than thdixed

modulation (Figures 4.5 - 4.6).

In Figure 5.6, we plot the percentage increase in the avetagé size by the TCP-aware
schedulers over WB schedulers under different Log-nortatiswing. From this figure, we
observe that as the standard deviatiohdf the Log-normal shadowing increases, the gain in
cwnd size also increases. Moreover, the gaindamd size of TWUS-A over WB (CI) varies
between 22% to 50%, whereas it varies between 38% to 91% fduS\A over WB (CD).
Though we have illustrated the results for equal distanpe®ments, similar comparisons are

also valid for unequal distance experiments.



5.4. Experimental Evaluation of TCP-aware Schedulers with Adaptive Modulation 119

We also compare the performance of WB (CD) and WB (CI) sclerdulith adaptive
modulations. From Figures 5.4 - 5.5, we observe that theageetnd size achieved by the
WB (CD) scheduler is more than that of WB (CI) scheduler, \whi similar to that of the
fixed modulation (Figures 4.5 - 4.6). However, the differeit averagewnd size achieved
by the WB (CD) scheduler and WB (CI) scheduler with adaptiweaoiation is higher than that
achieved with fixed modulation. Since scheduling in WB (C®¢hannel dependent, it is more

adaptive than WB (Cl) to the variable rates than the fixed rate

Adaptive Modulation, Equal Distances, cwndMaX=70
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Figure 5.4: Averagewnd size Comparison - Adaptive Modulation, Equal Distances

Average Throughput Comparison

We also compare the average TCP throughput achieved by hleelgers with adaptive mod-
ulation schemes. In Figures 5.7 - 5.8, we plot the average th@Righput obtained by the
TCP-aware schedulers and WB schedulers under differedbshiag and distances. We plot
the gain in average TCP throughput achieved by the TCP-asclieduler over the WB sched-
ulers in Figure 5.9. The improvements observed in TCP thipugis similar to that of the

improvement in averagewnd size illustrated in Figure 5.6. We also observe that the gain
average TCP throughput of TWUS-A over WB (CI) varies betw2Bfo to 60%, whereas it
varies between 38% to 100% for TWUS-A over WB (CD).
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Adaptive Modulation, Equal Distances, cwndMaX:70
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Fairness Comparison

We also determine the JFI for the amount of data transmityeeldochS.S and the number of

slots assigned to eacts for the TCP-aware and WB schedulers with adaptive moduratio

Figures 5.10 and 5.11, we plot the variation of JFI thus deitezd for different value of of

Log-normal shadowing. From these figures, we observe thhtB&US-A and DTWUS-A are
fair under various shadowing conditions. Moreover, JFhot#d by TWUS-A and DTWUS-A
schedulers are higher than that of WB (CI) scheduler. Howa¥ obtained by TWUS-A and
DTWUS-A schedulers are in the same range with that of WB (@bgduler. This is due to the

fact that WB (CD) is adaptive to the channel states and atetopschedule the users in such

a manner that the amount of data transmitted by each usee satihe. We also observe that

unlike fixed modulation, the JFI of TWUS-A and DTWUS-A de®es as standard deviation

of Log-normal shadowing increases. Though we have illtestréhe results for equal distance

experiments, similar results are also valid for unequdbdise experiments.

Slot Utilization and Idleness Comparison

We investigate the slot utilization of TWUS-A and DTWUS-Adaocompare it with WB (CD)

and WB (CI) schedulers. For this, we plot the percentagean wilization under different
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shadowing and distances in Figures 5.12 - 5.13. From thegeefigwe observe that the slot
utilization of TCP-aware schedulers is more than that of WBeslulers. We also observe
that the utilization of TWUS-A scheduler is more than thaDafWUS-A scheduler and the

utilization of WB (CD) scheduler is more than that of WB (Ctheduler. Moreover, the slot
utilization of TWUS-A and DTWUS-A scheduler varies betwet?% to 85%, whereas that of
WB (CIl) and WB (CD) varies between 40% to 60%. Similar to theuits obtained in the fixed

modulation experiments, in adaptive modulation, we alsseoke that the slot utilization of

WB (CI) scheduler falls as low as 40% when the standard dewiatf Log-normal shadowing

increases. This is because, when the channel is under hbadpwing, the probability of

getting polled is very low and the probability of not beindieduled in a frame is very high.
This results in congestion and dropdmnd size thereby resulting in low utilization. Utilization
of slots can be further increased by adding different cise$éraffic along with TCP traffic.

We also compare the slot idleness of WB (CD) and WB (CI) scleedwith adaptive
modulation. We plot the slot idleness of WB schedulers udd@&rento of Log-normal shad-
owing in Figures 5.14 - 5.15. From these figures, we obseethie slot idleness in WB (ClI)
scheduler is more than that of WB (CD) scheduler. This resalhigher averagewnd size and
average TCP throughput for WB (CD) scheduler as comparedBq®V) scheduler, observed
in Figures 5.6 - 5.9.
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Adpative Modulation, Unequal Distances, cwndMaX=70
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Adpative Modulation, Unequal Distances, cwndMaX=70
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We also compare the performance of TCP-aware scheduldrghvet of a RR scheduler

with adaptive modulation in the next section.

5.4.3 Comparison with Round Robin Scheduler

We compare the performance of TCP-aware schedulers witbthaRound Robin (RR) sched-
uler taking adaptive modulation into consideration. Samib the fixed modulation experiment,
we compare the averagand size and average TCP throughput achieved by the RR as well
as TCP-aware schedulers. In Figures 5.16 and 5.17, we gavwragewnd size and TCP
throughput obtained respectively under different shadgwiith adaptive modulation in con-
sideration. From these figures, we observe that the averagésize as well as TCP thoughput
achieved by the TCP-aware schedulers are higher than tRR sthedulers for all Log-normal
shadowing cases. Similar to the results obtained with fixedutation, we also observe that
with adaptive modulation, as theof Log-normal shadowing increases, the averaged size

as well as TCP throughput achieved by both RR and TCP-awaexlaters decreases. How-
ever, the rate of decrease @fnd and TCP throughput is more in adaptive modulation than
that in fixed modulation (Figures 4.19- 4.20). Though, weehilustrated the results for equal

distance experiments, similar results are also valid fequal distance experiments.
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Adaptive Modulation, Equal Distances, cwndMaX=7O

N
ol

—-—RR
____________ ——TWUS-A
R T -<-DTWUS-A

~

=N

T
v A
A

[ N W W b
o 0 & v o o
T 1

| I I |

Avg. Congestion Window Size (in Pkts)
N
a1

6 8 10 12
Log—normal Shadowing (o in dB)

_';O

Figure 5.16: Comparison of TCP-aware Schedulers with RrRe@der - Adaptive Modulation,
Equal Distances

Adaptive Modulation, Equal Distances, cwndMaX=70

L
o

—-—RR

| —-—TWUS-A |
_____________ 5 -<-DTWUS-A

w
T

N
o

N

=
al

Average Throughput (in 10° bps)
=

o
a1
T
i

04 6 8 10 12
Log—normal Shadowing (o in dB)

Figure 5.17: Comparison of TCP-aware Schedulers with RrRe@der - Adaptive Modulation,
Equal Distances



128 Chapter 5. TCP-aware Fair Uplink Scheduling - Adaptive Modulation

We also combine the comparisons of the performance of TCReagchedulers with that
of RR and WB schedulers and plot the gaincinnd size and TCP throughput achieved in
Figures 5.18 - 5.19. Similar to the results obtained withdir@dulation, we also observe that
the improvement of TCP-aware scheduler over WB scheduleroie as compared to that of
the improvement over RR scheduler. Since DTWUS-A scheggdiorms better than that of
TWUS-A scheduler, we only plot the comparisons of TWUS-Aestiiler with that of RR and
WB schedulers. Though we have illustrated the results faakdjstance experiments, similar

results are also valid for unequal distance experiments.

Adaptive Modulation, Equal Distances, cwndMaX:7O
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5.4.4 Adaptive Modulation vs. Fixed Modulation

From the simulation results presented in the previous@eetnd in Section 4.4.1, we observe
that the amount of data transmitted by the users in adapidritation scheme is more as com-
pared to the amount of data transmitted in fixed modulatibese. The average rate of trans-
mission is almost double (80-90%) in adaptive modulatidreste as compared to fixed modu-
lation scheme for similar conditions. The higher rate ohsraission in adaptive modulation is
achieved by adding extra complexity in the transmitter @@ iver structures &tS's. Adaptive

modulation scheme also increases average! size, resulting in higher TCP throughput. We
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Adaptive Modulation, Equal Distances, cwndMaX=70
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Figure 5.19: Gain in TCP Throughput of TWUS-A over RR and WBi&tulers - Equal Dis-
tances

also observe that thevnd size changes at a slower time scale than the transmissmnDat
to this reason, even though the rate of transmission inesdas80-90%, the averagend size
improves only by 50-55%. Similar observations are alsaMali TCP throughput increase. On
comparing the slot utilization of TCP-aware schedulerdiited and adaptive modulations
(Figures 4.15 - 4.16 and 5.12 - 5.13), we also observe thadsdérs with fixed modulation
scheme have higher slot utilization than schedulers wiipide modulation scheme.

From both fixed as well as adaptive modulation experimengspbserve that as the stan-
dard deviation of the Log-normal shadowing increases, de¢ghagewnd and TCP throughput
decreases. However, the rate of decreasaetl and TCP throughput is more in adaptive mod-
ulation than that in fixed modulation. We also observe thhaedalers with fixed modulation

scheme have higher slot utilization than schedulers witipide modulation scheme.

5.4.5 Layer-2 and Layer-4 Fairness

In this section, we investigate both Layer-2 and Layer-rhigss [66] of TCP-aware schedulers.
We use Jain’s Fairness Index as Layer-2 fairness index amtlath Worst Case TCP Fairness
Index (WCTFI) and TCP Fairness Index (TFI) as Layer-4 fami@dex. The details of Layer-2
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and Layer-4 fairness index have been discussed in Sectdon 2.

Since the TCP-aware schedulers perform better than the BRV@schedulers in terms
of throughput and JFI, we present the Layer-2 and Layer+hdas only for the TCP-aware
schedulers. Since TWUS-A and DTWUS-A outperform RR schergdule observe that both
WCTFI and TFI are one for TWUS-A and DTWUS-A and hence the psagl scheduling

schemes are fair at the Transport layer too.

5.5 TCP Throughput Analysis

In this section, we first develop an analytical framework étedmine the throughput of TCP-
based applications in a multipoint-to-point IEEE 802.16wwek. The TCP throughput analysis
is based on [75], a seminal work which models TCP Reno pedooa by the average TCP
send rate or throughput. In [75], the authors have derived a closethferpression for the
steady stateend rate of TCP flow as a function of loss rat&®77 and TCP timeout. How-
ever, their model assumes a wired network where the packsésoare assumed to be due to
congestion in the network. Modelling of TGIend rate for wireless broadband networks like
IEEE 802.16 requires the inclusion of the effect of MAC lageheduling (which is absent in
wired network) and packet losses due to the time varyingraatiithe channel. In this chapter,
we incorporate the impact of scheduling at the MAC layer am@liess packet losses on the
send rate determination of TCP flows. We assume that the packets arzeaf fizes and are
transmitted at the granularity of TCP Packets instead of MMLJs. This simplifies the com-
plexity due to fragmentation and packing in our analysis. al¢® ignore the impact of ARQ

mechanism for simplicity. Even though in the actual implemaéons of TCPgwnd; increases

by .7 each time an ACK is received, we do not consider this in oulysis The reason is
as follows: we assume that thend value does not change for o "7". Based on thewnd;
value received during polling, thBS assigns time slots. Hence, even thoughdbed; change
during a polling epoch, it will not be conveyed to tii%. The change irwnd size is only
conveyed at the time of polling. We also assume that the takert to transmit all packets of a
window is smaller than on&7'7T". This means that there will be some idle periods, which we
exploit during scheduling.

As discussed in Section 4.1.1, scheduling at the MAC laysrdmimpact on thewnd



5.5. TCP Throughput Analysis 131

variation. Unless &'S is polled, it will not be considered for scheduling in thatlipg epoch.
Unpolled S'Ss have to wait till the next polling epoch resulting delay aneduling. We now

determine the average uplink delay of the TCP-aware schelul
5.5.1 Average Uplink Delay of TCP-aware Scheduling

Let cwnd,;(n) denote the congestion window 615; in framen. We assume that the resource
requirement of &'S does not change during a polling epoch (irrespective of ndredSsS is
polled or not). Lett denote the polling epoch in number of frames. As discusstddenss

is successfully polled if it has a non zerond size and itsSN R exceedsnin{SNR;,}. Let

M denote the number & S's polled successfully in a polling epoch. L&tdenote the total
number ofS'Ss. We assumé/ to be fixed. The probability that/ out of N users are polled at

any polling instant is given by:

p(M) = GZ)}?M(l —p)" (5.8)

wherep is the probability thatSNR; > min{SNRy,}, for any S'S;. The number ofSSs
scheduled in a frame will always be less than or equal/tdhe number of5S's in that polling

epoch. The expected number®$'s polled successfully can be expressed as:

E[M] =" Mp(M),

i g::oM@)PM(l VM

After determining the expected number 8bs to be polled in any polling epoch, we

(5.9)

determine the number of frames that'd needs to wait before getting polled. In TCP-aware
scheduling, if oneSS misses polling, it needs to wait again fbrframes before obtaining
another chance of polling. Though the value of polling epbaepends on th&T'T of the
flows, we assume fixefl in this section for simplicity.S'S; gets polled successfully in the first
polling epoch with probabilityp, otherwise, it gets polled in the second polling epoch with

probability (1 — p)p and so on. Hence, the expected number of polling epadks

E[L] = inu —p)Et 1. (5.10)
L=1

The expected number of frames thatSa waits before getting polled successfully is
E[L] x k x Ty. Once aSS is polled successfully, it gets scheduled in the first frarhthe

polling epoch, but it may or may not be scheduled in the sullsgigframes, since in every
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frame theBS requires theS NV R to exceednin{SN Ry, } before scheduling. In the successive
frames, M’ out of M polled users are scheduled and the valug/6¥aries from frame to frame
(M" < M < N). The expected number 6fSs successfully scheduled out &f polled users is
determined as:
M
E[M'/M] =) M ( Aﬂj,)pM’(l -p)" (5.11)
M'=0

and the expected number of users scheduled in a frame isssegras:

— i E[M'/Mp(M),
a (5.12)
_ MZ:O (Z M (M/) M’ p)M—M’> p(M)

5.5.2 Determination of Uplink Scheduling Delay

After determining the expected number$§'s successfully scheduled in each frame, we deter-

mine the average number of frames in which a po&tgets scheduled. On an average, due

E[M]

GRS k frames out of; frames in a polling

to TCP-aware scheduling a polléd transmits in—-—
epoch. Hence, the average time a polt&sl remains idle (not scheduled) due to TCP-aware

scheduling is expressed as:

Typ = (1 - ?E%]])wf. (5.13)

Thus, the extra time that &S waits due to scheduling in the uplink can be expressed as
the sum of polling delay and idleness during a polling epddie average uplink delay due to

TCP-aware scheduling can be expressed as:
Tuld = E[L] X k X Tf -+ wa. (514)

5.5.3 TCPsend rate Determination

Ifa 5SS is polled successfully, then it has a chance of being scleddalthat polling epoch. Itis
possible that th&'S may not be able to transmit one window worth of data or may egpee

triple dupacksor timeouts in that polling epoch. However, ifS6' is not polled, the chance of
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increasing its congestion window is minimal. Increase ingestion window only occurs, if it
receives a pending C'K'.

From the above discussion, it is evident that TCP behaviesamt change due to TCP-
aware scheduling. Instead it follows the behavior seen nedvhetwork, except for the extra
delay due to polling (not due to scheduling) and wireleskptiwsses. The wireless packet
losses can be neglected due to adaptive modulation anddaéadion in our framework. Thus
the only extra factor that we need to consider for T&Rd rate determination is the polling
delay.

As discussed in [75], the average TG#d rate in a wired network can be expressed as:

. cwndas gz
B, ~ min [ SocMoe,
min < RIT,

. (5.15)

RTT,/?2% + TOmin (1,3 %) Pu(l+ 32p%v)>7
whereB,, is the TCP end-to-end throughput for a wired network (in gasker unit time)p is
the number of TCP packets acknowledged by one ABGK, is the average TCP round trip
time in a wired network (only due to congestiop), is the wirelink loss probability and'O
is the average TCP timeout value. Since TCP does not ditiaterbetween wireless loss and
congestion loss, we assume all losses are congestion ksdetetermine the number of loss
indications. In TCP, since the congestion window size cawgrmptocwnd .., maximum TCP
send rate is bounded b)%ﬁ”.

The end-to-end average TCP throughputard rate for IEEE 802.16 based network can
be expressed by incorporating polling delay. The roundtime k77T, in Eqn. (5.15) can be
modified as:

RTT,, = RTT, + E[L] x k x T (5.16)

By replacingRTT, by RTT,, in Egn. (5.15), end-to-end TCP throughputsend rate
for IEEE 802.16 based networl(,.) can be expressed as:

cwndas gz

Bwr ~ i Y
mm( RTTwr

. (5.17)

8

RTTwr Zb% + TO min (1, 3 3bpw) pw(l + 32]9121}))
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5.5.4 Validation of TCP Throughput

To validate the TCP throughput analysis and average rate of TCP flows, we compare the
average TCRend rate obtained in Egn. (5.17) with our simulation results. We dweiee the
probability of loss f,,) similar to that of [75]. We consider both triple-duplic®€Ks and TCP
timeouts as loss indications. Lgt be the ratio of the total number of loss indications to thaltot
number of packets transmitted. From simulations, we olesttrat the average probability)(
thatSNR; > min{SN Ry, } is 0.87,Vi € I. Using Eqn. (5.16), we determiri&l'T,,.. Then by
using the value oR7'T,,. obtained using Eqn. (5.16) apg obtained above, we determine the
average TCRend rate (analytical) using Eqn. (5.17). The average uplink schieduhtency
for various channel conditions and equal (E) and unequatl{&i®nces are presented in Figures
5.20-5.23.

To verify our model, we determine average T&Rd rate for all four sets of experiments
(TWUS-A with equal and unequal distances, DTWUS-A with dcuad unequal distances).
We plot the analytical and experimental TCP throughput #@int cwnd,, .. in Figures 5.24
- 5.27. From these figures, we observe that the theoretical rates determined using Eqn.

(5.17) and theend rate obtained by our simulations are matching very closely.
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Adaptive Modulation, With Deadline, cwndMaX=7O
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Adaptive Modulation, Equal Distances, With Deadline, 0=8 dB
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Adaptive Modulation, Unequal Distances, With Deadline, 0=8 dB
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It has been investigated that the DRR scheduler proposealiored network is a long-
term fair scheduler [29]. Since the TCP-aware schedulevasiant of DRR scheduler, it should
follow the basic properties of DRR scheduler. However, tii@Taware scheduler operates in a
multipoint-to-point wireless network and uses a pollinginogl to select the list of schedulable
users. Therefore, even though itis a variant of DRR schedtdemplementation requirements
are different from that of DRR scheduler. We therefore, stig@ate its properties in the next

section.

5.6 Properties of TCP-aware Schedulers

Since the TCP-aware scheduler with fixed modulation can beidered as a special case of
TCP-aware scheduler with adaptive modulation, we invagtighe properties of TCP-aware
scheduler with adaptive modulation. Before analyzing ttuperties of TCP-aware scheduler
with adaptive modulation, we first investigate the progsrtof quantum siz€(n) and deficit
counterDC;(n).

Property 1. The maximum value of quantum s{z2é:) is bounded bywnd ;.

In a polling epoch, since the resource requirement 85acannot exceed the maximum
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congestion window size-(vnd,,.,) defined by the protocol, the average amount of data trans-
mission perSS in a frame cannot exceetnd,,,.. Hence, the quantum sizg(n) is bounded

by cwndy;,... This can be verified from Eqn. (5.2) also.
Property 2. Deficit CounterDC;, Vi € I must satisfy]DC;| < cundpsqy,

At the beginning of the polling epoch, the deficit couni&f’;(0) = 1. During a polling
epoch, the value of the deficit counter can become eithetip®sir negative. From Egn. (5.3),
we observe that if a schedulali& is not assigned any slots in a polling epoch, then its deficit
counter will rise to the maximum value of the quantum siZe:). Since@(n) is limited by
cwnd,,q., the deficit counter is also limited byvnd ;...

Contrary to the above, §.S; is scheduled in one polling epoch such that its entire window
of data is transmitted, then the resource requiremeftSpirops to zero. This will result in the
removal ofSS; from the active list. In this case, the deficit counter carcheacwnd,,,, just
beforesS.S; is withdrawn from the active set.

As discussed in Chapter 2, a good scheduling algorithm nmuestagitee fair share of the
network resources to each user over a certain time duraon.example, TCP-based appli-
cations are unfair over onB7'T". This is because, the rate of transmission of TCP-based ap-
plication is governed by itswnd size. Sincecwnd sizes are different for different users over
one RT'T, the amount of packet transmitted by the TCP-based apiplicatre different for
different users. This results in unfairness.

Therefore, the minimum duration over which TCP-aware suleet fair depends upon
the polling epoch and TCP timeout value. Since in a pollingogp the proposed scheduler
schedules the polleflSs only, anySS that misses polling will have to wait for the next polling.

If p is the probability that &S satisfies theS' NV R condition for polling (assuming ali'Ss have
non-zeracwnd size), then we can show that feoe> 0.5 (a likely situation), the expected number
of polling epochsF[L] which oneS'S waits before successfully being polled is less than 2 (can
be verified from Eqn. (5.10)). Hence, we can argue that the-a@&e scheduler polls any
backlogged 'S on an average of twR7'7T's. Therefore, itis quite likely that all backlogged's

get polled before the timeout (which corresponds to appnaxely fourR7T'7's) occurs. Hence,
we consider the average TCP timedLit)) as the minimum duration over which fairness needs
to be investigated.

We now investigate the fairness properties of TCP-awareddbrs.
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5.6.1 Fairness Measure of TCP-aware Scheduler

Let 5S; andS'S; be two backlogged subscriber stations in time intef¥alt;). Let Tx; (¢4, t2)
andT'z;(t,, t2) denote the amount of data in bytes transmittedbby and.S'S; respectively in
this interval. LetF'M(t,,t,) denote the maximum difference of data transmitted by any two

backlogged pair ob'Ss. This can be expressed as:

FM = nvlax |(T{Ei(t1, tg) — T.I'j(tl, tz))|,V(t1, tg) (518)
2,]

The scheduling process is fair, if the fairness measuvéis bounded by a small constant
irrespective of the intervals. The fairness measure antiitfeeinterval defined here is in general
applicable to wired networks. In a wireless network, sirtee ¢hannel is time varying, we
define expected fairness guarantee instead of absolutedaiguarantee. As discussed before,
the minimum duration over which we define fairness meastuteiaverage TCP timeoui'Q)

of the flows. We define the wireless fairness measure as fsilow

7’7]

Theorem 1. For an interval(t,,t;) > T'O, the wireless fairness measuk&\/,, is bounded by

a small constant.

Proof. Let the interval {;, t;) consists ofm frames. Letn; denote the number of frames in
which SS; transmits andn; denote the number of frames in whi¢tb; transmits within the
interval(ty, t2). LetT'z;(n) denote the amount of data transmitteddsy; in framen. We define
Tz;(t1,t2) as the cumulative sum of the amount of data transmissionlon,drames during

the interval (1, t2). In other words,

n=1

From the deficit counter update defined in Eqn. (5.3), we write

DC;(n) = DC;(n— 1)+ Q(n) — Flag; x R;(n —1) x N;y(n —1) (5.21)
=DCi(n—1)+Q(n) — Txi(n —1).

Using Eqn. (5.21) we re-write Eqn. (5.20) as follows:
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m;—1

= Y DCi(n — 1) = DCy(n) + Q(n),

- (5.22)
=Y Q(n) + DC;(0) — DC;i(m; — 1),
n=0

< m; X cwndMax + DCZ(O) — DCl(mZ — 1),

< m; X cundpre, + 1 — DCi(m; — 1).

Since the channel gains of all subscriber stations are,iamd bothSS; and S.S; are
backlogged, the polling and scheduling opportunities jpled by the TCP-aware scheduler to
both §S; and S\S; are similar. Hence, the expected number of frames employe$iSh and
SS; transmission are similar. Hence, we assume Hiat;,| = E[m;]. Since| DC;(m; — 1)| <

cwnd ., We can express the fairness measuié/(,) as follows:

FM, = n\}ZaJxEH(Txi(tl,tg) — Tx;(t1,t2))]],

< E[(m; x cwndyras + 1 — DCy(m; — 1)) — (m; x cwndyey + 1 — DCj(m; — 1){2-23)

< 2 X cwnd praz,

which is a constant and a finite number, irrespective of thgtleof the interval. For a large time
interval, the value of this constant is very small as comghémehe amount of data transmitted

by any backlogged user. O
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Chapter 6

Congestion Control in Wireless Ad-hoc

Networks

We have discussed TCP-aware fair uplink scheduling schéanasnultipoint-to-point network

in Chapters 4 and 5. These schemes operate at the MAC layer pfdtocol stack and facilitate
the TCP-based applications to achieve higher throughgbbwi altering the congestion control
mechanism of TCP. These are centralized uplink scheduthgmses and are cross-layer in
nature, involving PHY, MAC and Transport layers. Howevkede scheduling schemes are not
applicable in de-centralized wireless networks, such aslegs ad-hoc networks, as there is no

central entity involved for scheduling.

In ad-hoc networks, in addition to the location dependenéetvarying nature of wireless
channel, interference and limited energy of wireless n@des pose challenges in designing
schemes to provide higher throughput. For the best effovices, Transmission Control Pro-
tocol (TCP) based congestion control technique plays afgignt role while designing these
systems. This is because, TCP treats packet drops as aatindiof congestion. However,
in wireless networks packet drops can occur not only becatisengestion in the network,
but also due to interference and wireless channel charstatsr This can be alleviated either
by: (1) modifying TCP congestion control mechanism, takiing nature of wireless channel
and network model into consideration or by (2) exploringrokel aware congestion control
mechanism. Since TCP is a popular protocol, modification@PTo alleviate packet drops due
to interference and channel characteristics is not adidsdhstead, this can be alleviated by

channel aware congestion control techniques.

145
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This chapter is organized as follows. In section 6.1, wewdisvarious congestion con-
trol techniques used in wired networks. In Section 6.2, wel@ehaongestion control of wired
network using an optimization framework. We review the agten of congestion control tech-
niques proposed for wired network to wireless networks intie 6.3. In Section 6.4, we
discuss the need of cross-layer congestion control teaknimodel an optimization-based con-
gestion control technique and discuss the nature of thigyutiinction of TCP NewReno. We
discuss some of the open problems in cross-layer based sttmgeontrol in ad-hoc networks

in Section 6.5.

6.1 Congestion Control in Wired Networks

In Section 4.1, we have discussed TCP and its window evaiutiio this section, we discuss
some congestion control techniques used in wired netwaitkis.section presents a brief review
of published techniques and terminology, which we use irr¢lseof the chapter. Comprehen-
sive account of congestion control techniques can be foufbi, 43,72, 76-78].

In a wired network, the links are assumed to be reliable arfikefl capacities. There-
fore, any packet loss, delay or out of order delivery of p&ke mainly due to congestion in
the network. Congestion in the network can be detected by @fe of the protocol stack. To
counter congestion in the network, TCP retransmits loskgiac rearranges out-of-order deliv-
ered packets and adapts its rate of transmission by cangaté congestion windowc{und)
size. Congestion control techniques of TCP can be broadigieti intoCongestion Contrcand
Congestion Avoidancdn congestion control [79], TCP controls thend size as the network
parametemfter sensing congestion in the netwonledctive; whereas, in congestion avoid-
ance, TCP controls thewnd size as the network parametagforeit experiences congestion
(proactivg. The congestion control techniques are further divided three broad categories,
(i) window-based(ii) equation-basedand (iii) rate-basegdwhich are discussed in the following

sections.

6.1.1 Window-based Congestion Control

The congestion control algorithm followed by most of theiamats of TCP is an end-to-end

window-based congestion control technique [72], which leygcwnd size as the network
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parameter. These variants of TCP follow/Adaptive Window Managemeteichnique in which
the sources increase theiwnd sizes on reception of successtilC K' packets. Contrary to
that when the TCP sources receive multigle' K's of a same packet in succession or do not
receive anyAC K before the expiry of a timeout, they decrease theind sizes. In TCP,
instead of using linear increase and decreaseuofd, Additive Increase and Multiplicative
Decrease (AIMD) method is being used. Moreover, the manhercoease and decrease of
cwnd size is different for different TCP implementations. Weadiss some of the commonly

used implementations as follows:

TCP Tahoe In TCP Tahoe [80], congestion is detected by timeouts ddiytimeouts, the
TCP source decreasesnd size to one. This phase of TCP Tahoe is knowfeas retransmit
After it drops itscwnd size to one, it increases itand size from one t®s,,..., (Which acts
as limit point) in an exponential manner in ea&ti'T. This phase is known aslow start
phase. After reachings:,,.sn, the source increases its8nd size linearly in eachRT'T till it

experiences congestion. This phase is knowroagjestion avoidangehase.

TCP Rena In TCP Reno [73], congestion is detected by both tralpacksand timeouts.
On timeouts it works similar to TCP Tahoe. However, with lgipupacks it follows fast
recoverytechnique and decreasesisnd value by half of its current size and then increases
linearly until it experiences congestion. Though it is bethan TCP Tahoe for dealing with
single packet loss and tripupacks the performance suffers when multiple packets are lost
withinoneRT'T. This problem is addressed in its later version called NaveRe TCP Reno-2.

TCP NewRena TCP NewReno (TCP Reno-2) [74,81] is an extension of TCP Ré&no
follows exactly as TCP Reno except for the multiple packepdrin oneR7TT. In NewReno,
cwnd value is not decremented for every packet loss, insteadi#gdésemented in an intelligent
manner. In this scheme, for multiple packet drops within 84&" (multiple packet losses from
a single window of data), instead of droppingdtsnd size by multiple times, the TCP source

drops only once in thaRT'T.

TCP Vegas In TCP Vegas [82, 83], packet delay rather than packet wssed as an
indication of congestion in the network. In this scheme, T# sources increase or decrease
theircwnd sizes based on the difference between the expected througatio of currentwnd
size and the minimunkR7T" measured, which is known dmaseRTY} and actual throughput

(ratio of number of bytes transmitted during the I1&§t7", known agttLenand average®7T
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of the last segment). In this scheme, TCP sources decressetihd sizes before experiencing
any congestion in the network in a more aggressive mannerReao and Tahoe. TCP Vegas

is proactive, whereas TCP Tahoe, Reno and NewReno areweacti

6.1.2 Equation-based Congestion Control

In window-based congestion control, the TCP sources adhegit dwnd sizes using AIMD
technique. However, adaptation @fnd sizes will have an impact on the performances when
the applications are played real-time. This is becausbkeiliCP sources drop theitnd sizes

in a multiplicative manner (either by half of its current walor to one) on every congestion
indication they experience, then there will be abrupt clearan the send rate (transmission rate)
of the applications, which will have a noticeable impact loa performance of the application.
Instead, to maintain the quality of reception, one needsdimtain a relatively steady send rate,
while still being responsive to congestion. The equatiaada congestion control [84] adapts
its send rate based on the loss event rate, which in turn depgron the number of packets
dropped within a single?TT. It uses a control equation that explicitly gives the maximu
acceptable send rate as a function of the recent loss eventingtead of reducing the rate of
transmission drastically using any AIMD technique, it redsi its rate of transmission guided
by a control equation. It increases its send rate in a slogy mtresponse to a decrease in loss

event rate.

6.1.3 Rate-based Congestion Control

The analysis in [85], shows that the instantaneous throutgbipa connection is inversely pro-
portional to the square of round-trip delay of the connecti@he window-based congestion
control is unfair towards the connections with higher rodima delays. When multiple con-
nections share a bottleneck link and the delay-bandwidtdysst is large, adapting the rate of
transmission using AIMD technique can lead to underutilaraof bandwidth. Since the delay
of the network is very high, the sources will take long timeeach the available bandwidth.
Moreover, unfairness will result if flows have differeRT"T's.

The unfairness and the underutilization of the network badth can be alleviated, if the

delay-bandwidth product is lesser than the buffer in thk.limm that case, the instantaneous

throughput or rate of transmission of an user can be appuateitnbyz;, = C]g”;j‘f?, wherezx; is
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the instantaneous rat@ynd; is the window size an®1'T; is the RT'T of user; at that instant.
Hence, for a high speed network, the congestion control eandxleled as rate-based instead of
usual window-based one. Instead of changing the windowrsegachR 7T, instantaneous rates
can be regulated at a smaller time scale to avoid congesBgregulating the instantaneous
rates in this manner, maximum bandwidth can be utilized.

Rate-based congestion control scheme has been furthestigeted in [86]. In [86],
the authors formulate end-to-end congestion control asohagloptimization problem of a
class of Minimum Cost Flow Control (MCFC) algorithms for ¢ailing the rate of a con-
nection/session or window size. The window-based congestntrol of TCP is shown as a
special case of MCFC algorithm in this paper.

Along with the above categories of congestion control sasrAdaptive Queue Manage-
ment (AQM) based schemes are also employed to control cbogés the network. Schemes
like Random Early Detection (RED) [87] and its variants {#iiaed RED (SRED) [88], Adap-
tive RED (ARED) etc.) and Explicit Congestion NotificatidadGN) [34] are also used to control
congestion in a proactive manner. In these schemes, aldhgheiend-to-end principle of TCP,
network feedback is used for congestion detection. In tixésection, we discuss ECN and its

use in brief.

6.1.4 Explicit Congestion Notification

It is a congestion avoidance technique where the sink itecaongestion before the on set
of actual congestion in the network. This is achieved by tkEVAmechanism which allows
routers to set the Congestion Experienced (CE) code-poiafgacket header as an indication
of congestion (instead of relying solely on packet dropsisThas the potential of reducing
the impact of loss on delay-sensitive flows. This technigukniown as Explicit Congestion
Notification (ECN) [34]. ECN for wired network is a well estehed technique. There are few
studies [89, 90], which exploit the ECN marking of wired netwto control the random losses
due to the time varying nature of wireless channel. But,dmesdels do not consider losses due
to fading and they do not distinguish the packet losses dtimtovarying nature of the channel
and due to congestion in the network. Further studies anginegtjin this direction such that
ECN can distinguish between wireless channel loss and stingdoss, and to model a flow

control problem of window size in wireless ad-hoc networkisis can improve the end-to-end
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throughput of wireless networks.

6.2 Congestion Control using Optimization Framework

Modelling congestion control as an optimization flow cohfpooblem has been addressed
in [33,79,91-93]. These articles have modelled congestimirol as a constraint based opti-
mization problem. Though all of them model congestion aarngroblem as a social optimiza-
tion problem, each has a different solution approach. Ia $lection, we discuss two specific
approaches such aSharging and Rate ContrdB1] or Kelly’s Modeland Optimization Flow
Control[33] or Low and Lapsley Modeto solve the constraint based optimization problem and
the congestion in the network. Before discussing the swiuthiethodologies, we explain the

system model in the following section.

6.2.1 System Model and Problem Formulation

We consider a network af communicating nodes connected byinks. The links are indexed
by | € L and have finite capacity packets/sec. Let a set éfsource-sink pairs (flows) share
the network ofLL unidirectional links. Let each source-sink paie I be associated with a
transmission rate;. Let U;(x;) be the utility associated with the transmission rate We
assume that the utility function is concave, increasingdouble differentiable [94] for elasfic
traffic. Let H denote the routing matrix comprising of the route inforroatof all possible
links. We assume stationary routing in our analysis. Thmelgs of the routing matriX/ are

expressed as:

1 if, source-sink pait uses link.,
Hy = (6.1)

0 otherwise

We define the aggregate flayv(packets/sec) at linkas:

y=> Hyx. (6.2)

!Elastic traffic consists of traffic for which users do not resaily have a minimum requirements, but would

get as much as data through to their respective destinamagsickly as possible [95].
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Let 1, be the cost of transmission associated with linkhe cost of transmission can
be considered as the congestion cost of the link. The totdlagsociated with the source-sink

pair: is expressed as:

¢ = Z Hiipu. (6.3)
l

Both [91] and [33] consider the objective of maximizing tlygeegate utility of all sources
(or system utility) subject to linear capacity constrainofshe links. This corresponds to a

system/social optimality and is expressed as:

S. t., Z Hlixi S Crs (64)

Solving Egn. (6.4) centrally would require the knowledgeadif utility functions and
coordination among all sources as the sources share the li8kce this is not possible in
practical networks, various de-centralized solutionsehlagen considered. We discuss such

different de-centralized approaches in the subsequetibssc

6.2.2 Charging and Rate Control

In this model, a user (source-sink pair) chooses the chagermt time that it can pay. The
network determines the rate at which the user should traresoording to a proportional fair-
ness criterion applied to the rate per unit charge. A systguailibrium is achieved when the
users choice of charges and networks choice of allocated &ae in equilibrium. The system
comprises both the users with utility functions and a nekvadiinks with capacity constraints.
As discussed in [91], the system optimization probl€mST EM (U, H, C) is identical to that

of Egn. (6.4). Solution to the system optimization problenobtained by solving two sub-
problems; one at the user level, knownaSE R(U;(z;), ¢;) and the other at the network level,
known asNETWORK (H,C;q). USER(U;(x;), ¢;) is also known as user optimization prob-
lem, whereasV ETWORK (H, C; q) is known as revenue optimization problem. These two

subproblems are expressed as:
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USER(U;(x;), q:)

max U;(x;) — gz, (6.5)

whereg; is the charge per unit flow that useis willing to pay. The user is allowed to vany
freely.
NETWORK(H,C;q)

max g i T
Yah £ 3T,
7

s.t, HX<C (6.6)

X ={z;} and C={q}

Since there exists a uniquethat solved/ SER(U;(z;), ¢;) and at the same time, there
exists an optimalX = {z;} for the charge that the network received= {¢;} by solving
NETWORK(H,C;q), SYSTEM (U, H,C') has a unigue solution.

6.2.3 Optimization Flow Control

Solving Eqgn. (6.4) not only requires the knowledge of wtifiinction of all users, but also
requires coordination of all users. Since in a de-centdlizetwork, obtaining the knowledge
of the utility function of all users and coordination amotigigers is not possible, [33] proposes
de-centralized solution to determine the source ratef each users. This solution is a reactive
flow control technique, where each link= L determines a pricg, for a unit bandwidth irt,
based on all local source rate at that link. A source € I is fed back with the total price
inits pathg; = >, H;pu, which we illustrate in Figure 6.1. Therefore, the indivadiprofit

maximization of a sourcebecomes:

(6.7)

By solving Eqn. (6.7), each user obtains the optimal trassion rater; and achieves
maximum profit. All sources determine their transmissidesan an adaptive manner as per
the network load in each iteration. The individual optinmetkss thus obtained may not lead to a

social optimal solution (Eqn. (6.4)) for a general priceteeq. = {14}, [ € L. Instead, [33]
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TCP Sink

E X
TCP Source

Figure 6.1: Feed-back Mechanism in Optimization Flow Caintr

provides an iterative method to solve the individual optiation, in whichy, is considered as
the Lagrangian. The solution converges to an optimal trassan rater;* for an optimal price

w;* of the links and maximizes Eqn. (6.4).

6.3 Congestion Control for Wireless Networks

The congestion control/avoidance techniques of TCP aneeprio be effective in the wired net-
work of the Internet. However, a direct extension of the @stign control of wired networks to
wireless networks is not feasible [96—98]. In [97] the aushftave presented a counter example
illustrating in-feasibility of a direct extension. The lmseasons because of which congestion

control techniques of wired network cannot be used in waeleetwork are as follows:

e The wireless network is broadcasting in nature. Therefoco#ision of data as well as
ACK packets can lead to congestion in the TCP layer. Moreovegus® of the MAC
layer functions, TCP timeouts can occur. Since TCP timepused as an indication of

congestion, false congestion indications can result dAG layer functionalities.

¢ In addition to packet loss due to congestion, packets canlaslost due to the time
varying nature of wireless channel. Distinguishing thelkgatoss due to congestion and

the time varying nature of wireless channel is not trivial.

¢ Interference from other nodes also plays a significant rBlecket drops can occur be-

cause of interference also.

e The link capacities in a wireless network are not fixed, iadtéhney depend upon the Sig-

nal to Interference and Noise Rati8 NV R) of the links. SinceSIN R of a link depends
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upon the power transmission policy of the network, packet kt a link is affected by the

power transmission policy of the network

Hence, applying the congestion control of wired networkedlly in wireless networks
may underestimate the capacity of the networks, leadingteaptimal performance and un-
derutilization of resources.

There are various methods that have been proposed to seleetigestion control prob-
lem in wireless networks. These can be broadly divided intodategories: (1) Modification of
TCP congestion control mechanism, taking the nature oflegssechannel and network model
into consideration; and (2) Changing the PHY and MAC layerctionalities based on the
TCP’s requirement. In the former approach, various new T@Ryestion control techniques
such as Split TCP [99], Ad-hoc TCP (ATCP) [100], TCP-BuS [Jl&id TCP-snoop [102] have
been proposed in the literature. In the later approache ther also few proposals, such as joint
congestion and power control in wireless networks [30htjescheduling and congestion con-
trol [103] and joint routing, scheduling and congestionteol]104] that have been proposed in
the literature. In this thesis, we concentrate on the seappdoach, i.e., we propose methods
to improve TCP performances by exploiting PHY and MAC layardtionalities, discussed in
detail in the next chapter.

As suggested before, there is a need of modification of tHeyttiased optimization
framework for congestion control to accommodate the tinrging channel and interference of
neighboring nodes. Moreover, in a multi-hop wireless nekwbattery power of wireless nodes
should also be considered in the optimization process, wikioiot addressed in any of these

papers so far. We discuss these issues in the followingosecti

6.3.1 Towards an Optimization Framework for Congestion Cortrol in

Wireless Networks

Various authors have studied the congestion control tectesi of TCP in a wireless network.
[30—32] have used power control along with congestion @bimra wireless network and have
analyzed it for TCP Vegas. In [105], the author has modeleddimt power control and utility
maximization of a wireless network as a sum product probl&ims approach is used to de-
sign a new Joint Optimal Congestion control and Power co(ifdCP) algorithm (for a wire-

less network). [105] proposes a distributed power contigibrithm which works jointly with
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the existing TCP congestion control algorithm in order tor@ase the end-to-end throughput
and energy efficiency of a multi-hop wireless network. THXCP algorithm does not change
the original TCP and layered structure of the network. lkadtet is a cross-layer approach,
where the interactions among the Physical and Transpaet iayused to increase the end-to-

end throughput.

6.4 Cross-layer Congestion Control in Wireless Networks

In this section, we discuss a cross-layer congestion cotgchnique based on sum product
algorithms of [105] for TCP NewReno in a wireless network.nc® in wireless networks,
multiple packets can drop due to congestion as well as dueetdirne varying nature of the
channel in oneRT'T', use of TCP NewReno is more appropriate. This is becauseatbe of
cwnd does not get decremented for more than half of its currentevéilmultiple packet of a
single window of data are lost in o&["T", which is common in wireless networks. Therefore,
in TCP NewReno, packet loss due to wireless channel is alsg Ieken care of. We consider
the following steps to achieve a cross-layer congestiotrobalgorithm for TCP NewReno in

this thesis.

1. Formulation of TCP congestion control in terms of consiydtem equations.

2. Use of optimization techniques to determine the maximggregate utility of sources,

subject to capacity constraints and maximum transmissiarep[91] of wireless nodes.

6.4.1 System Model

The system model we use in this section is an extension ofytbiers model illustrated in
Section 6.2. We consider a network@fcommunicating nodes connected bgommunicating
links that are shared b¥ source-sink pairs. We illustrate this with an example tigfo&igure
6.2. It is a small topology with six nodes, five links and twarpaf source-sink pairs or flows
(between node 1 and node 5 and node 2 and node 6). Routing rlatonsists of the routing
elements of the network.

For analyzing TCP congestion control, we consider a feddbgstem model which con-

sists of a Source Controller and a Link Controller as showkignire 6.3. The input to the source
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Figure 6.2: System Model/Topology

controller is the change in cosh\§) of all I source-sink pairs and the output of the source con-
troller is the change in rate of transmissiaha() of all source-sink pairs. This is equivalent
to solving theUSER(U;(x;),q;) in Section 6.2.2. Similarly, the input to the link contralle
is the change in aggregate traffic in each lidk/j and the output of the link controller is the
individual link costy, of each linkl. This is equivalent to solving ETWORK (H,C';q) in
Section 6.2.2. The nodal poinf§ and F, determine the change in aggregate traffic in each
link and aggregate price of each source-sink pair respagtihough, there are time delays
associated with the function of each block of the sourck-sontroller, we do not reflect that
in our analysis for simplification. However, we incorpor#te total delay as the Round Trip
Delay, i.e.,RTT; = RTTZ-f + RTTY?, WhereRTTif is forward delay (in practice the delay of a
data packet from the source to sink) aR@7? is the backward delay (in practice the delay of

an AC K packet from the sink to source).

6.4.2 Problem Formulation

We formulate our problem statement initially for a wiredwetk, similar to [106, 107] and
then extend it to a wireless network. Our system model isbasdluid-flow abstraction. We
consider long TCP connections instead of short ones in odleinas the former corresponds to
majority of the TCP traffic in the Internet. We use controlteys equations [107] to determine
the equilibrium point £*, y*, ¢*) for our system with the following assumptions: (1) res@urc
allocation is characterized by a demand curye= f;(q}), (2) aggregate flow is less than or

equal to the capacity of the link, i.e;; < ¢;, and (3) the equilibrium queues are either empty
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Figure 6.3: Feedback System Model

or small enough to avoid the queuing delays. The demand spe@fied above is a decreasing
function of price, which is equivalent to the use of an utifiinction U;(z;) defined by [94],

which is concave and continuously differentiable funciwdn; for z; > 0, i.e. f; = (Ui)_l. At

equilibrium, a source chooses its maximum profit by solvirasi

T

IH%X{C%(xi)—-qu?}, (6.8)
whereq* = H”p*, andz*, y*, ¢* are the optimal fixed parameters. Since at equilibrium, each

source attempts to maximize its profit (individual optihgliby choosing an appropriate rate;

the individual optimality of Eqn. (6.8) can be re-writtenasocial optimality equation [78]:

max ) Ui(z:),
K]

s.t, HX<C (6.9)

X ={z;} and C={¢}

Using Karush-Kuhn-Tucker (KKT) condition on the social iopal equation (Eqn. (6.9))

as in [106], the constrained global maxima pbiit: = {z} is expressed as:

VY Ulw) =Y mV(HX)=0; Y >0, (6.10)
i l

2Since the utility functiorl/ (x;) is concave and increasing, KKT conditions are necessargaffidient for a

global maximum.
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wherey, is the Lagrangian Multiplier and is used as link prices (slvagrices) as discussed
in [91] and [108]. Hence, Eqn. (6.10) is reducedifp(z;) = ¢ at the global maximum

point. The primal-dual distributed algorithm of the maxaaion equation Eqgn. (6.9) signifies
that the price is updated as a congestion parameter and &l &atiable. We now extend the

optimization based congestion control technique to wa®lgetwork in the following section.

6.4.3 Extension to Wireless Networks

As discussed in [30], price is considered as a function ofstn@t power. By appropriate power
control of all nodes, the maximum aggregate throughput esatttained. However, the increase
of power in one node has a direct effect on the data rates ef oibdes due to interference.

Hence, we modify the maximization equation (Eqn. (6.9))diews:

max Y U;(z;),
st, HX <C(P); P={p}, (6.11)

P <Py, Vi,

P,X >0,

whereP, is the transmission power of a nodelifrlink. Here, the link capacity, is a function
of transmission powePF, in that link. Since it is observed in [109, 110] that power ttoh
significantly increases throughput in both CDMA and non-CBMiireless networks, we use
power control mechanism to achieve congestion control byatiove optimization techniques.
This is a cross-layer power and congestion control tecteiqu

As discussed before, different variants of TCP have diffetgility functions. Since we

use TCP NewReno, we now study the utility function of TCP New&and its properties.

6.4.4 Utility Function of a Practical Congestion Control Algorithm

In TCP NewReno¢wnd is decreased by half for one or more congestion notificatranigle
dupacks or incremented by one for no mark in @ti€l". We assume the marking probability
to be a measure of congestion [106]7{fis the equilibriumR7TT (assumed to be constant for

all), then transmission rate (¢) of a source-sink pair € I is expressed as:
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2i(t) = S (6.12)

T

wherecwnd;(t) is the window size at time instant The transmission ratg(¢) is interpreted as
the average rate overlf there is no mark in on&7'T (7;), then,cwnd;(t+ ;) = cwnd;(t)+1,
else,cwnd;(t + 7;) = cwnd,(t)/2, for one or more mark in on&7'T". Hence, the increase in
window size isl /7; with probability (1 — p;(¢)) and the decrease is 5%%“’3 with probability
pi(t). p:(t) is the end-to-end probability that at least one packet ikethout of all packets of
an window, in a period for the source-sink paii (the packet marking are independent). We
approximate [106p;(t) for smallg;(t) (aggregate price of all links in the route Eqgn. (6.3)) as

follows:

pi(t)=1—(1— qi(t))cw"di(t) ~ cwnd;(t)q(t) (6.13)

Thus, the average change in window $irethe periodt is:

a0 =+ (1-00) - 32 p0 (6.14)

T 3 T

From Eqn. (6.13) and Eqn. (6.14), we determine the equilbnparameters as follows:

o xit) _1- Cw?:_ii(t)Qi(t) _ %qi(t)xi(t)cwndi(t) (6.15)

At equilibrium, settingi = 0, z;(t) = =} andg;(t) = ¢ in Eqn. (6.15), we determing:

. 3
U= OBt Zn ) (6.16)
Now, using the fact thal/; (z;) = ¢, the utility function is expressed as:
Ui(z;) = / s = —log| — 2T (6.17)
A 4 2—7_2_ & 2.fl§'i7i+3 ’ '

Since the utility function of TCP NewReno, derived above;aacave forr;, 7; > 0, our

problem formulation in Eqn. (6.8) holds good.

3For a single NewReno flow, the window oscillates betwé‘é’.“;di(t) and 2”";‘?1‘(“ with an average of

cwnd;(t) [106].
4The change in window size due to time-out is neglected here.
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6.5 Discussions on Open Problems

In the recent years, there has been an explosion of resgambds-layer congestion control
techniques with the prime motive of higher TCP throughputerg are some attempts, which
have addressed on a cross-layer congestion and power ldontrioeless networks. However,
practical implementations of cross-layer congestion amgp control in real life network has
not been explored properly. In addition, life time of thewetk, energy constraints of the
wireless nodes and energy cost of the wireless nodes haveateen considered fully. The
implementation methodologies, convergence analysis fHadt®f short flows on cross-layer
congestion control and power control have also not beemsisa in details [30—32].

In this direction, we attempt to solve some of these problientsis thesis. We attempt to
propose a channel aware congestion and power control tpetfor a CDMA ad-hoc network,
in which both congestion cost and energy cost are consid&echim to minimize the energy
spent for transmission and thereby increase the life-tintleeonetwork. Using, exhaustive sim-
ulations we show improvements in TCP throughput and comverg of the proposed algorithm.
We also suggest implementation methodologies using EQNNewaork. We discuss the details

of these problems in the next chapter.



Chapter 7

Joint Congestion and Power Control in
CDMA Ad-hoc Networks

In the previous chapter, we have modelled TCP congestiomalon wireless ad-hoc networks
as a social optimization problem and employ congestion imlkads a cost function. Since
the wireless nodes are mostly battery powered, the trasgmigower in a link should also be
considered as a cost function. However, inclusion of casttion for transmission power in
a link may lead to convergence problem. Therefore, furtheestigation on cross-layer based
congestion and power control in ad-hoc networks is requitedaddition, implementation of
the cross-layer based congestion control in the protoeakstequires further investigation.
To address the above mentioned issues, in this chapter, nggdeo CDMA ad-hoc networks
as an example and propose a joint congestion and power tsolreme in ad-hoc networks,
which employs both congestion and energy cost. We model T@Bestion control in wireless
networks as a social optimization problem and decomposehjfective function defined for
social optimization in wireless ad-hoc networks into twpamte objective functions [32]. We
solve these separate objective functions iteratively ther eéquilibrium transmission rates and
link costs (both congestion cost and energy cost). Theisolwf the decomposed objective
functions leads to a cross-layer approach involving TCPtaedPHY layer, in which power
transmission in a link is determined based on the interfe¥eand congestion in the network
and the rate of transmission is determined based on congestihe network. Note that we do
not modify TCP congestion control protocol, instead we oarthe transmission power in an

optimal manner to achieve higher throughput. We also peposimplementation method for

161



162 Chapter 7. Joint Congestion and Power Control in CDMA Ad-hoc Networks

the cross-layer congestion control scheme using Explimitg@stion Notification (ECN) [34].

This chapter is organized as follows. In Section 7.1, we fdate a joint congestion and
power control problem for a CDMA ad-hoc network. In Sectiob, We discuss congestion cost,
energy cost and attempt to solve the optimization probleamiiterative way. To determine the
efficiency of our framework, we describe the experimental@ation and discuss the results of
our simulations in Section 7.3. In Section 7.3, we also itigage the convergence nature of the
proposed scheme analytically and through simulations. &8eribe an implementation method
of the cross-layer congestion control scheme using Exlicngestion Notification (ECN) in
Section 7.5.

7.1 System Model and Problem Formulation

The system model we use in this section is an extension ofybiers model illustrated in
Section 6.2. We consider a CDMA ad-hoc networkNofcommunicating nodes connected by
L unidirectional communicating links and shared/bgource-sink pairs. In the CDMA ad-hoc
network every participating node has the capability tograih at different power levels as per
its requirements and transmits with different CDMA codest ¢ach link be indexed hiyand
let ¢;(P,) denote the capacity of linke L, whereP, is the transmission power on the lihk
Note that the capacity of each link defined in Section 6.2 edjxvhereas it is time varying in

this section. LelSI N R, be the Signal-to-Interference-and-Noise Ratio of lirk L.

PGy
> ks PeGu +mi

whereG; is the path gain from the transmitter of linko the receiver of the link and Gy, is

SINR, = (7.1)

the path gain from the transmitter on litkto the receiver on link. »; is the thermal noise on

the link . We can determine the maximum capacity attainable in/lia

a(P) =B xlog(l+ MI x SINR,) packets/sec (7.2)

whereB is the channel bandwidth ardd I is a constant that depends on the modulation scheme
used by the node for a successful transmission.
Let each source-sink pairc I be associated with a transmission ratandU;(z;) be the

utility associated with the transmisson rate Let the routing matrixt/ consist of the routing
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elements of the network. The elements of the routing mateegther “1” or “0”, as explained

in Egn. (6.1). The aggregate flayy (packets/sec) at linkis defined in Eqn. (6.2) and the total
costg; associated with a source-sink pais defined in Eqn. (6.3). We now attempt to solve the
social optimization problem described in Eqn. (6.11), ahiee reproduce below (Eqgn. (7.3))

for completeness.

max Y Uj(z;),
st, HX <C(P); P={R}, (7.3)
P <P,. VI,

P.X >0,

where F},, . is the maximum power that a node can transmit. Since theyufiinction is
concave and double differentiable and the constraintdraearn we can associate a Lagrangian
Multiplier y,; with the first constraint of Eqn. (7.3). The Lagrangian Muligr ;; can also
be interpreted as the network cost or shadow price of tressam in the link. We now use
KKT [111] optimality conditions to determine the statiop@oints (X* = {z; } andu* = {1 })

by solving the complementary slackness conditions at igjwim, i.e.,

Gaystem (X, Pp) = > Ui(wi) = > (D Huwi — a(P)). (7.4)
7 l 7

Maximization of ¢, .., in Eqn. (7.4) is decomposeéds in [30]:

max (X, p) = Z Ui(z;) — Z,Ul Z Hyx;,
i 1 i
max [(P,u) = Zulcl(P), (7.5)
!
st, X>0; 0<P<P,. .

Both (X, 1) and (P, 1) are related by a common variahle which plays a significant
role in determining the equilibrium window size (hence tla¢adrate) and transmission power.

Any change inu results in change in throughput and transmission powerfifdtenaximization

Distributed solution is possible as long as there is an autéwn between the two decomposed equations

through some information passing. This is known as sum grioalgorithm [105].
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equation involving/ (X, 1) in Eqn. (7.5) is a direct consequence of congestion confroG.
It is solved by the congestion control mechanism of TCP byeasing/decreasing thevnd
size (and hence the individual data rates) for each flow inyek&'7". Since the utility function
of TCP NewRenqU;(z;) = %IOg[zsz—lsD is concave and twice differentiable foy, 7, > 0,
I(X, u) will converge to a global maximum.

The second maximization equation involvihgP, 1) in Eqn. (7.5) is solved by choosing
appropriate transmission power of wireless nodes. Beforestigating the nature df( P, 11),
we discuss the nature of shadow prigeof a link. Since we consider both congestion cost and
the cost of transmission, i.e., energy cost, the shadove pritand the Lagrangian Multiplier)

can be expressed as:

w = A, if “energy cost” is zero
(7.6)
= A\, + b, otherwise

where), is the “congestion cost” artglis the “energy cost” of the link Before solving/ (P, 1),

we investigate the properties of the congestion cost andygrest in the following section.

7.2 Solution Methodologies

As discussed earlier, we need to solve the sub-optimizgtiohlem (P, 1) of Egn. (7.5),
such that the social optimization defined in Eqn. (7.3) isadl In the following sections, we

investigate the properties of both congestion cost andygrearst in detail.

7.2.1 Congestion Costin TCP NewReno

We consider\; as the congestion cost of a link Since packet drop is used as an indication
of congestion in TCP NewReno, probability of packet dropsedias congestion céstn this
section, we derive a closed form expression for the comyesbst of a link in TCP NewReno.
We assume that the packets traversing in ligkts dropped if the aggregate traffic is more
than the link capacity;. The probability of packet drop in a link can be modeled aketloss
probability in aM /M /1/Z queue [90], whereZ is the buffer size at the link. In this kind of

2Concept of congestion cost is different for different vensi of TCP. In TCP Vegas, queuing delay is used as

an indication of congestion and hence the congestion cost.
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queuing modely; and¢; serves as average arrival rate and average servicé respectively.

The loss probability){;) for this kind of queue at equilibrium is defined as [112]:

N
pi(c, y) = ((11_7;221)7 (7.7)

wherep := g—f By scaling the arrival rate, departure rate and buffer cigyp@y a factork” as in
a many-source large-deviation scaling and by takihg- oo, we determine the loss probability

as:

KZ
| ' p)p
Jim py(c, p) = lim. (1 — pl’)(ZJrl
| | — piZ
- 1= T v
_—a)t  max (0, (y —a))
Ui v

The above equation is valid only fgr > 0. Wheny, = 0, p;(¢;, y:) = 0. Since the loss
probability () in TCP NewReno is considered as the shadow price/costestiog cost\; is

expressed as:

L UUTURI0) TR
Mi(t) = pila(t), wi(t)) = (7.9)

0 if ,(t) = 0.
Since wireless channel as well as aggregate traffic in a Bnkme varying, we have
introduced the time instant™ in the above equation, i.e., the congestion cost is als@ tim

varying.

7.2.2 Energy Cost With and Without Battery Life Time

The energy cost is the cost of power spent by a wireless nottartemit its own traffic or to
rely (forward) others’ traffic. Energy cost is important withe nodes are battery powered and
maximum node life time is desired. The energy cagtis a function of transmission powet,

(i.e., energy consumption) of the node in that link.

3The maximum capacity of the link is and hence the service rate.
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For successfully delivering a packet there is a requireroémiinimum Bit Error Rate
(BER) at the receiver. The minimumE R can be translated to a minimufY N R in the
link. In wireless link, theSTN R in one link depends not only on the transmission power in the
same link, but also on the transmission power of other liffksmaintain minimumS/N R in
a desired link, the transmitting node needs to determing’tliequired for that link (which is
affected by other’s transmission also). We now define a tipeiaing equation for the energy
cost. Similar to the congestion cost, the energy cost istats®varying. We define the energy

cost as:

bi(t) = 0+ s fi(az (1)), (7.10)

wheref is the minimum cost to keep the transmitter in “on” state (8@s¥,,, , the minimum
power transmission) and; and «a, are constants which can be chosen for a pricing model
by the network operator. The value af and «a, also indicate whether energy cost or the
congestion cost is dominant. The functifinis a piecewise monotonically increasing function.
In Eqn. (7.10), we have not considered the battery life tifieetime of the network, which

is an important parameter. As the time progresses, theifife of a battery decreases, and
hence choosing a path through this node becomes a costiy @fiarefore, the life time of the
network should be reflected in the energy cost determinatfida consider the energy cost as
a function of amount of energy spent and the life time avéldtr the battery of a particular
wireless node. The energy cost on a path increases as thendelecreases. We consider a

non-linear pricing model for the energy cost with battefg time as follows:

t

bi(t) = 0+ ar filas P(t) + s folau(Pat — S Pi(1))) (7.11)

t=0

The third sum term of Eqn. (7.11) decides the cost due to theuatrof battery available
in the wireless nodeF,,,; is the amount of energy available at the node before the dténe
operation andvs, oy are some constants. Similar fg function f, can be any linear monotonic
increasing function. The operator or the node can chooséthction in an appropriate manner.

In this chapter we use energy cost without battery life tioresimplicity.
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7.2.3 Nature of (P, 1) and Solution to the Optimization Problem
With Congestion Cost only

We first consider the congestion cost only, igt) = \/(¢) and solvel (P, 1) as follows.
Without loss of generality, we assume that the bandwigltand the modulation inde&/ I of

Eqgn. (7.2) as unity and re-writg P, 1) as follows:

I(Pv:u):I(Pv)‘)

= Mlog(SINR(P)). (7.12)
l

Sincel (P, 1) is a concave function of a logarithmic transformed powetae&qn. (7.4)
will converge to a global maxima resulting in optimukit = {z!}, u* = {x;}. Solution of

I(P, ;1) can be obtained as follows:

BGll )
I(P, ) = lo
P =X g(zk#%ﬁm

- Xl: " {log(Pl) + log(Gy) — log <Z PGy + nl)]

k£l

(7.13)

Next, by differentiatingl (P, ;1) with respect toP;, we evaluate th&" component of the

gradientVI(P, u).

() 15 ()G
VI(P, ) = - (7.14)
F ; 2k DuGp + 1

Now, we use the Steepest Descent method as in [111] to sa@vaaiimization problem

as:
Pt +1) = F(t) + 6(VI(P, M))
pult) 115(t) G )
=PB(t)+0 —
()

B(t) + ) ) m: ()G ; ,

l( ) Pl(t) ; ]( ) gl
whered is a constant, called the step size in the direction of théigrdandn; () = W

m;(t) can be interpreted as the interference received from fiode
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In practice, power transmissioH (¢) is always bounded by the minimum power level
P, andP,, . Since the time scale of change @fnd is one RT'T’, the time scale of the
change of transmission powé} is also oneRTT. From Egn. (7.15), it is evident that the
transmission power of a node in the next time instBiit + 1) in a link [ depends on three
parameters, namely; (i) transmission power in the presmet instant?,(¢), (i) shadow price
w(t), and (iii) the weighted sum of interference received frofmalghboring nodes. The third
factor is responsible for decreasing the transmission poivthe concerned node in the next
time instant. This is known as the co-operation principlpawer control of wireless network.
Increase iny,(t) is responsible for increasing power in the next time instértuitively, more
the shadow loss, more the congestion, thereby increasengrdahsmission power in the next

time instant.

With Congestion Cost and Energy Cost

We now consider both congestion cost as well as energy cabiof battery life time) to solve

I(P, ). We re-writel (P, i) with both congestion and energy cost as follows:

I(P,p) = Zﬂllog(SINRz(P))
l (7.16)
- Z (A1 + b)log(STN Ry (P)).
1

Instead of investigating the concave naturd @P, 1), we transform the power vectdr
to a logarithmic power vectoP and then investigate the concave nature of the transformed
I(P, ;). Let P, = log P, V1. We write (P, ;1) as follows:

- G B
[(P, ) = Zuzlog[ ne }

. Zk;ﬁl leeﬁk +ny

=2\ [log(Gueﬁl) — log (Z efontin nl)]
z

k£l

(. J/
-~

1 (P.p) (7.17)

+ Z b {log(G”eﬁl) — log (Z il Gue 4. nl)]
!

kAl

b (P,;,L)

= Il(p7:u> + 12<P7M)
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From Eqn. (7.17), itis evident thdt(P, ;1) is concave inP, aslog(Gye’) is linear in P

andlog (Ek eFitlog Gy nl) is convex inP.

L(P.p) = 300 log(Guen) —tog (3 e/ )|

! k£l

+ mel(azpl)[log(Glleﬁl)
I

— log (Z efiriosCGu m)} (7.18)

k£l

Similarly, from Eqn. (7.18), it is evident thdt(P, ;1) is concave ag;(a,P,) is linear
and monotonic inP,. Hence,I(P, ) is concave inP and in P. Sincel(X, ) and (P, )
are concave and double differentiable, Eqn. (7.4) will @ge to a global maxima resulting in
optimumX* = {z}}, u* = {u;}. The solution methodologies to find the global maxima are
explained below.

Each source-sink pair solves the first maximization equation involvidgX, ) as it
knows its own utility function/;(z;) and the end-to-end cost (which is fed back by the system)
by using TCP NewReno congestion control in every RTT. Weestie second maximization
equation involvingl (P, ;1) by choosing appropriate transmission powers of the wisehesles
as discussed below. Differentiatid¢P, ;1) with respect ta”;, we evaluate th&é" component of
the gradienVI(P, 11). We use the Steepest Descent method to solve the maxinmizatblem

with a small step sizé to obtain the transmission power as:

P(t+1) = P(t) + 5<VI(P, u)). (7.19)

As discussed earlier, the time scale of change of transomgswer is oneR7T. Each
node determines its required transmission powefin practice the transmission power of a
node is bounded by minimum and maximum power levels) andor&teost,, of each outgoing
link associated with it and passes on these informatioms tedighbors, such that end-to-end cost
of a path can be determined by each source-sinkip&ach source-sink pairdetermines its
transmission rate using TCP NewReno and transmission posieg Eqn. (7.19), which is
equivalent to solving a joint congestion control and powantml for an ad-hoc network. It
is a channel aware congestion control technique. We suggealgorithm to implement this

joint congestion and power control in Algorithm 4. The paetenA in Algorithm 4 is a small
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tunable system parameter. The valué\ak set as the granularity of increase/decrease of power
level of a node.

In power control techniques, each wireless node needs &rtislyitsS 7/ N R, requirement
either on a separate channel [110] or on the same channdgl [Ii&se nodes update their path
gains, noise levels, interference caused by other node= aitter receiving the advertised signal

or in a periodic manner.

Algorithm 4 :Channel aware Congestion Control for CDMA Ad-hoc NetworkvZongestion

and Energy Cost
1: cwnd;(0) « 3 Vi

2: P(0) — Py, V1

3: ¢ (0) — ey, V1

4: b,(0) — 6 Vi
5: 0(0) — 0w
6: 141(0) — 0 VI
7:
8:
9:

t—1
while TRUE do
UpdateG;; andG  periodically

. P (t—1)G

10: SINR(t) — S L e
11: Pt) « Pt — 1) + 6(VI(P, p)) VI
12: if |P(t) — P(t —1)| < A then

13: Py(t) «— Pt —1) Vi

14: else
15: Py(t) — min(P(t), Py,,,.) Vi
16: endif

17:  Updatecwnd;(t), ; from TCP Modulevi
18 z4(t) — 2hil) y;

190 y(t) — X, Huwi VL

200 bi(t) — 0+ a1 fi(axPi(t) VI

21: ¢ (t) « Flog(l+ MI x SINR,(t)) VI
220 N(t) — W vl

230 p(t) — N (t) + by (t) VI

241 qi(t) — X, Hiy Vi

25 te—t+1

26: end while

7.3 Experimental Evaluation of Channel aware Congestion

Control Algorithm

In this section, we describe simulation experiments theg lieeen performed to evaluate chan-

nel aware congestion control algorithm. All the simulaidrave been conducted using im-
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plementations of cross-layer congestion control algorith MATLAB [68]. We consider a
CDMA ad-hoc network with six wireless nodes and two pairs GPTsource-sink pairs (1-5)
and (2-6) as in shown in Figure 7.1 (same topology is used &er€hown Figure 6.2). All
nodes in our simulation are capable of transmitting andivaae “network cost”. We also
consider that all six nodes are TCP NewReno agents. Depgngion the network costs,
we update the transmission power of the participating notlés set the TCP retransmission
timeout to be4 x RTT. We updateRT'T by using the exponential averaging technique as:
RTT = YRTT,stimated + (1 — T)RT Theasureq- We assume thaf = 0.85 for our simulations.
We assume fixed packet lengths of 1000 bits size. We assuinghéime required for trans-
mission in each of the segments (Figure 7.1) 1-3, 2-3, 3Blaad 4-6 are same. We conduct
three different sets of experiments. They are: (i) Chanwakra Congestion control with Con-
gestion Cost (CC-CCQC), (ii) Channel aware Congestion contith Network Cost (CC-NC) and
(iif) congestion control Without Power Control (W-PC) (gm@stion control with fixed power
transmissions)

The path loss exponent due to distance is set-ast. We consider AWGN with PSIDV, =
0.35 (4.5 dB/Hz). We also simulate shadowing in our expenisieThe shadowing is modeled
as Log-normal with mean zero and standard deviatign3(dB. In each simulation run, the
channel gain due to Log-normal shadowing is kept fixed foraihiére duration of simulation.
We also repeat the experiments with different Log-normabsiwing witho of 4, 6, 8, 10 and
12 dB. We assume channel reciprocity, i.e., both forwardramdrse link gains are the same.

We implement TCP NewReno in MATLAB. We setvnd,,+i., = 3 packets,F,,. =3
mwatt andP;,,, . = 10 mwatt in our simulations. We determine the data ratby using the

cwnd

relationz;(t) = i) whereas:wnd;(t) and; are updated using TCP NewReno conges-

tion control principle. We also consider different stepes{@ = 0.1, 0.2 and 0.5) to verify
the robustness and convergence of our algorithm. The syséeameters used for simulations
are presented in Table 7.1. The value of each parametervelolskas been averaged over 20

independent simulation runs.

7.3.1 Simulation Results

We simulate TCP NewReno congestion control mechanism withvaithout power control
techniques. In Figure 7.2 and 7.3, we plot thend variation of both flows using channel

aware congestion control mechanism with congestion castnatwork cost respectively. In
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Figure 7.1: System Model/Topology

Table 7.1: Summary of Simulation Parameters in Channele®angestion Control

Simulation Parameter Value
cwnd;nitial 3 packets
P, 3 mwatt
B 10 mwatt
Number of Flows 2
Number of Nodes 6

T 0.85
Packet Length 1000 bits
Step Sizeq) 0.1,0.2,0.5
Path Loss Exponent/] 4
Log-normal Shadowing+) | 4, 6, 8, 10, 12 dB

Figure 7.4, we plot thewnd variation of both flows with fixed power transmission. Froraga
figures, we observe that the average:d size of channel aware congestion control scheme
with congestion cost (CC-CC) is 8.17 packets and with nétwost (CC-NC) is 6.5 packets,
whereas it is 6.4 packets for the conventional congestiotrabwithout power control (W-PC)
scheme. From this, we observe that there is a averagé size gain of 27% of CC-PC over W-
PC scheme and 1% of CC-NC over W-PC scheme. We also obsetey#mthough the gain in
averagerwnd for CC-NC over W-PC is not significant (1% gain), there is liagstuation in the

cwnd evolution of CC-NC as compared to W-PC. This results in lestsansmission, resulting
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in higher TCP throughput. This verifies that the channel anangestion control scheme

provides stabilized and higher throughput than the comwealk congestion control scheme.

Congestion Window Size (Power Control: Congestion Cost,c =8 dB,  =0.1)
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Figure 7.2: Variation ofwnd Size with Power Control (Congestion Cost only)

Congestion Window Size (Power Control: Network Cost,c =8 dB, §=0.1)
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Figure 7.3: Variation ofwnd Size with Power Control (with Network Cost)
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Congestion Window Size (Without Power Control,o =8 dB, 8 =0.1)
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Figure 7.4: Variation ofwnd Size without Power Control
Simulation with Different Log-normal Shadowing

We also conduct several experiments with different stashdaviation ¢) of Log-normal shad-
owing. We plot the variation of shadow price for differerdrstiard deviation«) of Log-normal
shadowing in Figure 7.5 and 7.6. From these figures, we obskat shadow price increases as
theo increases. We also observe the average transmission pbwelivadual nodes at differ-
ent channel states (cf. Figure 7.7). From Figure 7.7, wergbdbat the average transmission
power decreases as the channel gain deteriorates (simi@pportunistic scheduling). More-
over, we observe that for = 8 dB, nodes transmit in an average/of = 9.33 mwatt (when
we consider congestion cost only) andaf, = 5.67 mwatt (when we consider network cost),
whereas nodes transmit at a maximum power lefag] (. = 10 mwatt) in the conventional
scheme. This verifies that cross-layer congestion contsbbnly improves average through-

put, but also saves transmission power (and hence thertigedf the nodes) significantly.
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Average Cost at Different Channel Condition
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Figure 7.5: Variation of Congestion Cost at Different Chelmbondition

Average Cost at Different Channel Condition

1 T T T T T T
-4-CC:NC
0.9+ —-—-W-PC |
0.8~ i
0.7 i
0.6- <

Average Cost
o
a1l
T

o
~

0.2r 7

O 1 1 1
4 6 8 10 12

Log-normal Shadowing (o in dB)

Figure 7.6: Variation of Network Cost at Different Channelrdition
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Average Transmission Power at Different Channel Condition
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Figure 7.7: Average Transmission Power at Different Chb@oadition

In Figure 7.8 and 7.9, we plot the average TCP throughputmmddaut of various schemes
over differento of Log-normal shadowing. From these figures, we observeaba though
cross-layer congestion control (for both congestion andork cost) provides higher through-
put than the conventional congestion control scheme, tteeafadecrease of throughput of
cross-layer congestion control scheme is more than thasrofal scheme (without power con-
trol) as thes of Log-normal shadowing increases. The higher rate of tnput drop for the
cross-layer schemes can be attributed to the fact that ashddowing increases, transmission

power decreases resulting in decrease in the average tipoug

7.4 Convergence Analysis of Channel aware Congestion Con-

trol Scheme

In TCP NewReno, we consider the probability of marking/drap shadow price/() as a
measure of congestion. We also observe fhat controlled by the transmission powe&y

as it (4;) is used as the common variable between the two sub optimizptoblems of Eqn.
(7.5). Since powep, is bounded by minimumf;,,, ) and maximumg,,,,.) power levels and

the shadow price is zero at equilibrium state (total incagrtnaffic and capacity of a link are
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Average Throughput at Different Channel Condition
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Figure 7.8: Average Throughput Achieved at Different Cher@ondition (with Congestion
Cost)

same, resulting in no packet loss), a complimentary slakiendition between the primal
variablez; and the dual variable, of Egn. (7.5) can be achieved. Now, going along the
line of the proof given in [31] (see Theorem 1 of [31]), we caoye that the channel aware
congestion control algorithm derived from Eqgn. (7.5) widhwerge to a global optimum point.
This requires that the minimuri/ N R should be greater than one, eldé¢p, ;) cannot be
approximated ag (P, ) = >, wlog(SINR,(P)). Also, it is clear from our discussions in
Section 7.2.3, thaf(P, 1) is a strictly concave function of logarithm of power transgidn
vector. Hence, the Lagrangian Multipligy facilitates a global maximization of Eqn. (7.4)
and ensures convergence. The step 9iyef(Steepest Descent method of optimization in Eqn.
(7.15) decides the rate of convergence towards a globaiopti point. The convergence is
guaranteed as long as no new user enters or old users leavettiark. For any addition and

deletion of nodes/users, this algorithm will again take sat@rations to converge.

To evaluate the convergence properties of the channel awaigestion control schemes,
we perform simulations with three different step sizés=(0.1, 0.2 and 0.5) and observe the
number of iterations to converge (to an optimum transmmspmwver value). We observe that
the proposed algorithm converges for small step size(1 and 0.2) and oscillates for large

step size{ = 0.5).
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Average Throughput at Different Channel Condition
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Figure 7.9: Average Throughput Achieved at Different Credi@ondition (with Network Cost)

7.4.1 Convergence Analysis with Flow Alteration

To investigate the convergence of the proposed scheme withalteration (addition/deletion
of flows), we select a different topology illustrated in Fig.10 and Figure 7.11. We assuie
=0.1. We consider two cases, involving four flows and fivedink Case-I, we have four flows
(Figure 7.10), and perform simulations to obtain the efiiim rates of each flow, number of
iterations it takes to converge, transmission power in eé@aghand the total aggregate traffic
in each link. We plot the variation of transmission rate \®ration number in Figure 7.12.
From this figure, we observe that the algorithm takes aro&@d1B0 iterations to converge to
its equilibrium value. We also present the converged trassion powers and aggregate rates in
Table 7.2 and rate of transmissions in Table 7.3. From tlzd8ed, we observe thatin Case-l, L-
3 and L-4 are most congested links as they accommodate thveedhch. Hence as expected,
the transmission powers in those links are higher as cordparether links. Similarly, we

observe that L-1 is the least congested link and hence therniasion power is the least in L-1.

After reaching convergence, we delete Flow-4 involving &nl L-6 and create a new flow
involving L-1 and L-2 as shown in Case-Il. We observe thatkets another 180-200 iterations
(Figure 7.12) to converge, and hence we claim that our dlgarconverges to addition and/or

deletion of flows in a realistic time frame. In Case-ll, L-2dn-3 are most congested as they
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Figure 7.10: Topology for Convergence Analysis
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Figure 7.11: Topology for Convergence Analysis with Floviekhtion

accommodate three flows each and hence the transmissiom jpalvese links are high.

7.5 Implementation of Channel aware Congestion Control
Using ECN Framework
In this section, we propose implementation of channel awaregyestion control scheme in

wireless networks using ECN framework [34]. We begin with thscussed on current imple-

mentation of ECN in a wired network and then extend that todch@c wireless network.
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Table 7.2: Power Transmission and Link Usage

Links | P, Ui Links | P, Ui

L-1 5.2589 | 0.3147| | L-1 6.9911 | 0.7128
L-2 8.479 0.5397| | L-2 13.6162| 0.9489
L-3 | 9.9616 | 0.8231| | L-3 | 12.6060| 0.8493
L-4 10.2413| 0.9823| | L-4 10.0886| 0.5816
L-5 5.6831 | 0.7891| | L-5 7.6860 | 0.3453

(a) Case - | (b) Case - 1l

Table 7.3: Flow Rate after Convergence

Flows | z; Flows | z;

Flow 1| 0.3147| | Flow 1| 0.2677
Flow 2 | 0.2250| | Flow 2 | 0.2361
Flow 3 | 0.2835| | Flow 3 | 0.3455
Flow 4 | 0.5056| | Flow 4 | 0.4452

(a) Case - | (b) Case - 1l

7.5.1 Explicit Congestion Notification (ECN) in Wired Netwak

As discussed in Section 6.1, Explicit Congestion Notifimat{ECN) uses marking of packets
as a method of congestion notification in AQM. ECN can be usadnjunction with Random
Early Detection (RED), which marks a packet instead of diogjit when the average queue
size is between the limitsiin,, andmazx,,. Since ECN marks packets before the actual con-
gestion, it is useful for protocols like TCP that are sewmsitdb even a single packet loss. Upon
receipt of a marked packet (congestion) from the intermediauter/node, TCP sink informs
the source (in the subsequent ACK) about incipient congesthich in turn triggers the con-
gestion avoidance algorithm at the source. ECN requiregstfrom both the router as well
as the end nodes (source and the sink).

In the Internet Protocol (IP) header of TCP/IP packets, E€MN fiises two bits, resulting
in four ECN code points, i.e0,01,10 and11. The code pointd0 and 01 are known as
ECN-Capable Transport{C'T) code-points and are set by the source to indicate that tthe en
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Convergence after Addition/Deletion of Flows
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Figure 7.12: Convergence after Addition/Deletion of Flows

points are ECN capable. Code poirtis known as£CT'(1), whereas code poir) is called
asECT(0). ECN code point0 is used to indicate that the end node is not ECN compatible.
Even though the end nodes are free to chdos&’(0) or ECT'(1), ECT(0) is employed in the
current implementations. By employirgC7'(0), code poin01 is left unused. ECN employs
ECT andCFE flags in the IP header for signaling between routers and eimdspdn the TCP
header, it uses ECN-Ech& (' E) and Congestion Window Reducedl’ R) flags for TCP end
point signaling. Hence, the four flage (7', CE, ECE, CW R) are used by ECN for AQM in
the network/routers. For a typical TCP/IP connection, EGHs.the following steps to control

congestion.

e Source sets al'C'T code point in the transmitted packet to indicate that it ilNES@pa-
ble.

e When an ECN capable router experiences congestion by niegsbe average queue
size in RED or by some other mechanism, it sets(ti&¢code point in the IP header and

forwards the packet{C'T" set packet, sent by the source) towards the sink.

e An ECN capable sink receives the packet (with'7" andC'E code point set), and sets
the ECFE flag in the acknowledgment packet due for this packet to thecgo
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e The source receives the TCR'K with ECE flag set, and reacts to the congestion as if

a packet had been dropped.

e The source sets theéWW R flag in the TCP header of the next packet sent to the sink to
acknowledge its receipt of th&C' K packet withEC'E flag and its reaction to theC'E

flag. The source drops thend as if there is a packet drop in the network.

7.5.2 Extension of ECN to Wireless Ad-hoc Networks

As discussed earlier in this thesis, the current TCP implegat®ns employwCT'(0) resulting
in ECT(1) being unused. We employ botC'T'(0) and EC'T'(1) code points in our proposal.
We call this asEC'T'(X). By doing this, we finally get three code points instead of {a®is
used for non-ECN compatible end points) code points. Weadsame that the wireless nodes
are ECN capable. Hence, there is no need to tranBifiif’ code points separately to indicate
that the node is ECN capable or not. However, for backwardpeitility, we use code point
00 to indicate that the end node is not ECN compatible. The EGNers (wireless routers in
our case) use bothC'T andCE for notifying congestion to the sink. This is different from
the one bit ECN used in the wired network. The sink, afterivéog the ECT andCFE sets
packets from the source through the router, acknowledgésetsource by setting theC FE
flag of the TCP header appropriately. However, this opematicour scheme needs twoC' E
flags instead of the regular ot&” F flag of original ECN scheme. To achieve this, we suggest
to use another unused bit from the four reserved bits of thié fi€der. Therefore, the sink in
our scheme uses twBC'E bits instead of oné/C E bit. It replicates the?C'T andC'E flags
of the IP header to the twa'C'E flags of the TCP header. On receiving thé'E' set packets,
the source acknowledges by setting e’ R flag of the TCP header.

Before discussing the exact implementation of ECN in wsglad-hoc networks, we de-

fine the following terms:

e Short-term Congestion: In wireless networks, packets get dropped either due to con-
gestion or due to the time varying nature of wireless chantighe packet drop prob-
ability due to channel fading (this can be determined fromadterageSI N R received
at the node) is more than the probability of packet drop dueotwestion (this can be

determined from the average queue occupancy of the noas) tilis can be termed as
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short-term congestian

e Long-term Congestion: If the packet drop probability due to both congestion (huffe

overflow) and due to channel fading are high, then we termaislisng-term congestian

As discussed earlier, our ECN scheme uses BatH' and C'E flags for notifying the
congestion to the sink, and old/nedC' E flags for notifying the congestion to the source. If
the intermediate router does not experience congestien,ittset)1 to the ECN code points
(ECT andCE flags). It sets the ECN code pointsli@, if it experiences short-term congestion,
whereas it sets tol if it experiences long term-congestion. On receivingAlié/” packets with

ECFE flags set a®1 or 10 or 11, the source modifies thevnd as follows:

e Ifthe ECF flags are set asl, then there is no congestion in the network. Therefore, the
source can increase the window size as per the version of RERo( NewReno, Tahoe

etc.) itis using.

¢ To notify short-term congestion, we u$é as theEC'E flag. Upon receiving this from
the sink, the source instead of modifying thend (by increasing or decreasing using
AIMD) it continues to transmit at the curreatnd size. This can help the network from
the synchronization problem. Also, it helps the source sdgetransmitting at a higher

rate, instead of decreasing thend size.

The intuition behind this proposal is as follows: Since we @ealing with time varying
wireless channel in the proposed scheme, there will beindrtaes, when the channel
fading is high and there is no congestion in the network. ldgpackets get dropped by
the channel itself. By using the original ECN with convenabTCP like TCP Reno,
NewReno and Tahoe, the source will dropdtsnd by half, resulting in degradation in
the throughput. However, in the proposed schemeyd is not dropped by half, instead
it is maintained at this value. This is due to the short-teangestion in the network.

Packet drops due to fading can be avoided by the power caittioé PHY layer.

e To notify long-term congestion in the network, we Us€'F flag 11 in our scheme. On
receiving AC K packets withl1 as theECFE flag, the source drops thevnd by half.
This is equivalent to packet drops in the network, due to estign as well as due to the

channel state.
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The intuition behind this proposal is as follows: In longrtecongestion, the probability
of packet drops due to fading as well as due to buffer over floavhegh. Therefore,
increasing power of the link will have minimal impact on thelpability of packet drops.

Hence, we us&'C'E flag 11 and drops thewnd size by half.

To determine both short-term and long-term congestion,sedhe average queyg, and
the transmission powe?,. We definey;,,, as the limiting queue size at the wireless router and
divide the range of power transmissiéy),,, - F,,.. into two levels,Region A andRegion B.
The parametey;,, and the division point forRegion A and Region B can be determined
experimentally. Based on the values;pf, and the transmission power of the nodes, we define
the FC'E flags and the actions to be taken in the modified ECN schemehwin present in
Table 7.4.

Table 7.4: Summary o C E Flags used in the Modified ECN Framework

Javg B ECE Flag | Action

> Qiim | Region A | 11 cund(t + 1) = cwnd(t)/2
> Qiim | Region B | 10 cund(t + 1) = cwnd(t)

< Qiim | Region A | 10 cwnd(t 4+ 1) = cwnd(t)

< Qiim | Region B | 01 cwnd(t + 1) = cwnd(t) + 1




Chapter 8

Conclusions and Future Work

The ever-widening customer base and growing demand forehidata rates in wireless net-
works have motivated researchers to design better resallomation schemes. However, the
time varying nature of wireless channel has posed key aigdiewhile designing such schemes.
In this thesis, we have proposed various cross-layer res@liiocation schemes. These schemes
have exploited the knowledge of the time varying nature oéless channel, in order to provide
high throughput. We have considered applications of baihtime services as well as best ef-
fort services in this thesis. We have broadly categorizesittiesis into two parts: (Ichannel
and Transport Layer aware Scheduling in Infrastructureséa IEEE 802.16 Networlend (I1)

Channel aware Congestion Control in Infrastructure-lessh®c Networks.

The first part of the thesis concentrates on uplink schegtdichniques for an infrastructure-
based multipoint-to-point wireless networks like IEEE 8@network. In Chapter 2, we have
investigated the performance of TCP-based and real-timpécagions in IEEE 802.16-2004
deployed networks of a leading telecom operator in India.nafe conducted various experi-
ments both in the laboratory test-bed setup as well as invieaketwork setup. In the laboratory
test-bed, we have performed experiments with and withou@AdRthe system. From these ex-
periments, we have observed that the throughput achievéuebl/CP-based applications with
ARQ is higher as compared to that achieved without ARQ foiilainchannel states. We have
noted that the percentage of re-transmission of TCP pacdkgisddrastically when ARQ is
employed in the system. As a result there is an increase audgimput. We have also com-
pared the performance of TCP-based applications with thdDd’-based applications. From

these experiments, we have observed that the throughpigvadhby UDP-based application

185
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is substantially higher (more than even 100% in some exparig) than that of TCP-based
application for similar channel states, irrespective @& tletwork types. This is because, the
Weight-based scheduler used for uplink and downlink scliwglyprovides equal number of

slots to both TCP and UDP applications for similar channatiest The weights of both these
applications are the same. Higher throughput of UDP-bapetications in comparison with

TCP-based applications may be attributed to the slot atibn of both these applications. We
have observed that the throughput of TCP-based applicatiffers in the presence of simulta-
neous UDP-based applications. In addition, we have notltaitkthe Weight-based scheduling
scheme implemented in the IEEE 802.16 deployed network doeguarantee any schedul-
ing delay to the applications. Since the packets of reag-tapplications are associated with
deadline of scheduling, there is also a need to design stthgaehemes for such applications,
in order to provide delay guarantee. This has motivated usvestigate scheduling schemes

which are specific to real-time and TCP-based applications.

In Chapter 2, we have also provided an overview of fading ireless channel and brief
description of IEEE 802.16 standard. We have reviewedlitee in scheduling in IEEE 802.16
networks and have illustrated various scheduling schemef@rness issues related to wireless

networks.

In Chapter 3, we have proposed a polling based schedulirgnsetior real-time appli-
cations ofrtPS service class in IEEE 802.16. In this scheme, we have fortedilan optimal
method to determine the polling interval, such that the padkops due to delay violation is
minimized and fairness is maintained. The O-DRR schedwdatgme that we have proposed,
considers the deadline associated with the Head of the Hok)(packets of the participating
flows. However, by assigning slots based only on deadlinenmesylt in unfairness. Therefore,
we have considered the concept of deficit counters of DRRdsdeewhile scheduling. To
evaluate the performance of O-DRR scheduler, we have ctedlezhaustive simulations with
different loads, traffic types, polling intervals and logrmal shadowing. We have considered
both fixed packet sized Video traffic and variable packetsRareto traffic (web traffic) in our
simulations. From the simulation results, we have obseavamhcave relationship between the
percentage of packets dropped and the polling epgockhe high percentage of drops at small
k is due to the large overheads of polling, whereas it is duestwline expiry at higtk. To

demonstrate the robustness of the O-DRR scheduler, we k&egmped simulations at different
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values of log-normal shadowing. From the results, we hatedhat the Jain’s Fairness Index
(JFI) obtained for both single as well as multiclass trafficl€o, Pareto and Mixed) is above
98% even when the load of the system is above 95% and the varidihog-normal shadowing

(o) varying between 4 to 12 dB.

We have also compared the performance of O-DRR schedulertiat of Round Robin
(RR) scheduler. The O-DRR scheduler outperforms RR scbheduboth achieved throughput
and fairness. We have demonstrated that at 95% load, thermgage of improvement in packet
drops due to deadline violation of O-DRR scheduler over Riedaler is 37%, 27% and 18%
for Video, Mixed and Pareto traffic. Moreover, the JFI acki\wy the O-DRR scheduler is
more than that of RR scheduler at all load conditions. Thengpépoch obtained in our scheme

has ensured bandwidth assignment in most of the cases.

Moving into the next stage of our analysis, in Chapter 4, weelpoposed fixed modula-
tion based scheduling schemes for TCP-based applicatiabhbelong towrtPSandBE services
of IEEE 802.16. We have proposed two scheduling schemes - S\atiél DTWUS. TWUS
considerscwnd of the TCP flows along witlR7T, whereas DTWUS considersind along
with RTT and TCP timeout of the TCP flows. These schemes are polliredbsshemes. In
this chapter, we have highlighted the need for polling basdrkduling rather than contention
based scheduling. We have argued that the polling epoctotorBNVUS and DTWUS sched-
uler should be of the order of onf&l"T". This is to ensure minimum packet drops due to TCP
timeouts. For implementation, we have employed the reegrastt mechanism of IEEE 802.16
standard. In this scheme, each user determines its recgntdmsed on its currentvnd size
and communicates it to thBS at the time of polling. To avoid unfairness due to scheduling

based only on requirements, we have employed deficit causiilar to that of DRR scheme.

To evaluate the performance of the TCP-aware schedulerbawe conducted extensive
simulations. We have also compared the performance of MafPeascheduler with that of
popular RR scheduler and proprietary Weight-based schedbbr comparison, we have im-
plemented RR, channel dependent Weight-based (WB (CD)¢laawinel independent Weight-
based (WB (Cl)) schedulers at th&S. From the simulation results, we have observed that
both averagewnd size and average TCP throughput obtained by the TCP-awlaedgiers are
higher than that of Weight-based schedulers (WB (CD) and WB).(We have demonstrated

that the gain in averageuvnd size over WB (CD) varies in the range of 21-34%, whereas it is
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in the range of 37-88% over WB (Cl) scheduler and 21-27% oWweisBheduler. We have also
compared the slot utilization of TCP aware schedulers, RRRdaler and Weight-based sched-
ulers. The higher throughput andnd size in TCP-aware schedulers is attributed to the higher
slot utilization of TCP-aware schemes over others. Moredbe under-utilization of slots in
RR and Weight-based schedulers are substantial, wherisazeito in TCP-aware schedulers.
From the simulations, we have observed that the TCP-awheslsters outperform RR and WB

schedulers in JFI at all fading conditions.

Further, in Chapter 5, we have proposed adaptive modulaased TCP-aware schedul-
ing schemes. Since AMC can be used to achieve high spedici¢ety in fading channels, we
exploit AMC for TCP-aware scheduling. With AMC, theS adapts to a suitable modulation
scheme such that the overall system capacity can be inckedseahis chapter, we have de-
scribed a method to implement AMC based TCP-aware schegsdinemes in an IEEE 802.16
network. Similar to Chapter 4, in this chapter too, we havple@mented adaptive modulation
based RR and Weight-based scheduling schemes d $heFrom the simulation results, we
have demonstrated that the proposed TCP-aware schedahegiss perform better than RR
and WB schedulers in terms of slot utilization, fairness #tmmdughput. By varying the standard
deviation ¢) of Log-normal shadowing, we have also verified the robusstioé the TCP-aware
schedulers. Further, we have noted that the proposed ssl®rmeeed in stabilizing thevnd
size. With adaptive modulation, higher rate of transmisssachieved as compared to fixed
modulation. However, this higher transmission rate of &dapnodulation is not directly re-
flected on average TCP throughput andhd size. This is due to the fact that the time scale
of change otwnd size is slower than that of the rate of transmission. Theegfeven though
the rate of transmission is improved by 80-90%, the average! size is improved by 50-55%
only. In this chapter, we have also analytically derivedaherage TCRend rate and have val-
idated the correctness of our analytical results with sataihs. Further, we have discussed the
properties of TCP-aware scheduler and have proved thatithiegs fairness measure obtained

in TCP-aware scheduler is bound by a small constant.

The second part of the thesis deals with channel aware cooigesntrol in infrastructure-
less wireless ad-hoc networks. In this scheme, our primeearonis to provide higher TCP
throughput and optimum transmission power in an ad-hoc evétwin Chapter 6, we have

reviewed the representative literature on congestionrebimt wired and wireless networks.
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We have also discussed some open problems of cross-laysd basgestion control in ad-hoc

networks, such as life time of the network and energy comggraf the wireless nodes.

We have formulated a joint congestion and power control leralfor a CDMA ad-hoc
network in Chapter 7. We have discussed congestion cosyyenest and have attempted to
solve the optimization problem in an iterative way. In ththeme, each participating node
determines its optimal transmission power in an iteratiaaner and supports the congestion
control scheme implemented in the network to achieve hitfiveughput. By controlling trans-
mission power along with congestion control, we have dernates! that congestion in the
network can be minimized effectively. We have performedowss experiments to determine
the efficiency of our framework. The proposed algorithm @vges fast for small values of
step sizes and for addition and/or deletion of flows into teevork. As expected, the channel
aware congestion control technique provided stabilizealthphput and low transmission power
for reasonably good channel states. We have noted that ihéngaverage-wnd size achieved
by the proposed scheme over the conventional fixed powedhams®yestion control scheme
is around 27%. However, if the channel gains are poor, therettvould be more losses due
to poor channel resulting in a significant increase in thevagt cost. We have also observed
that as the channel gain deteriorates, transmission pogeeases (similar to Opportunistic
scheduling). In such cases, the improvement of the crg&s-lscheme over the traditional
congestion control scheme is not significant. We have alsemkd that there is a significant
improvement in transmission power of the proposed schedfé; when both energy and con-
gestion cost are considered and 7% when only congestionscosnsidered. To implement
the cross-layer congestion control scheme, we have prd@sé&xplicit Congestion Notifica-
tion (ECN) based technique in this chapter. This is a modi&€&N approach involving both
ECN-Capable Transport (ECT) code points 0 and 1. It use$ Rt flag as a function of both

average queue size and transmission power instead of thélbit ECE flag.

To summarize, we have investigated cross-layer based rasailocation schemes for
real-time as well as best effort services in wireless neitgioParticularly, the first part of the
thesis deals with channel and Transport layer aware sdangdsthemes for the uplink of an
infrastructure-based multipoint-to-point IEEE 802.16wark. In the second part of the the-
sis, we have concentrated on channel aware congestioroteafiemes for infrastructure-less

ad-hoc networks. An effective implementation of these swgecan lead to higher through-
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put, maximization of resource utilization and cost effeetolutions. Various areas for further
investigation have emerged from this thesis. In the nexti@gcwe discuss some of these

possibilities as future work of this thesis.

8.1 Future Work

For the scheduling schemes proposed in Chapter 3, therges@reral possibilities for further
research. One extension would be to look at adaptive madnlahd coding schemes between
asSSandBS. Another scope for study is the effect of location-depemndbannel variations on
the performance of the proposed scheme. The effect of AR(Hydd-ARQ (HARQ) also
needs to be analyzed along with the scheduling.

For the TCP-aware scheduling schemes, we have assumeldefittnlink does not have
any bandwidth constraint. In practice this assumption natyhiold true. Hence, the effect of
downlink congestion andlC'K drops on the uplink scheduling and TCP throughput analysis
need to be considered while designing a scheduler. Siyilduwe effect of ARQ and Hybrid-
ARQ (HARQ) should also be investigated along with schedulBy the inclusion of ARQ and
HARQ to our model, even though the scheduling delay increaserease in TCP throughput
is expected as the packet loss probability decreases. @dpisres further investigation in the
TCPsend rateor throughput determination. We have also not considereeéffiect of mobility
into the performance of TCP-aware scheduling.

While considering the optimization framework in Chaptewg have assumed that the
routes of the network are static. However, in practice uatn be altered dynamically. There-
fore, the optimization framework requires to be extendeth wynamic routing. In addition,
the channel aware congestion control scheme can be extémgealctical IEEE 802.11 based
ad-hoc networks. This requires modelling and incorporaibMAC layer activities into the

optimization framework.
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