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Abstract

Energy consumption of cellular wireless networks is a growing concern. Even

though it accounts for only a small fraction of the total worldwide energy con-

sumption, the rate of growth of these networks is tremendous. The cost of op-

erating cellular base-stations (BSs) constitutes a significant chunk of the total

operational cost (OPEX) of the operator. All the BSs in the network remain fully

even though the demand for services varies throughout the day, with extremely

little demand during the night. An equivalent way of seeing this is that there is

excess capacity during off peak hours which can be traded in for energy savings.

In this work, we propose a general framework for approaching this problem. We

re-configure the network at different times of the day based only the capacity that

would be required for that period of time. However, it is known that determin-

ing such an optimal network configuration is very difficult computationally. We

present two approaches – 1) centralized optimization based on simulated annealing

and 2) using game-theoretic tools to distribute the computational task among the

nodes. We propose a distributed optimization algorithm based on existing works

for this optimization. We also validate the results on simulations performed on a

real-world network using data obtained from a leading telecom operator in India.
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Chapter 1

Introduction

In the recent past, there has been a surge of interest in green communications

and networking. This is especially more significant for the case of mobile cellular

networks. Energy consumption of cellular networks directly translates to carbon

emissions and operational cost (OpEx) to network operators. The electricity bill

alone accounts for a major chunk of this OpEx cost [1]. Moreover, the demand for

mobile services has been doubling every 4-5 years, due to the proliferation of smart

phones and handheld devices [2]. In order to meet this increase in demand while

maintaining service quality, operators must improve their network infrastructure.

This results in additional (capital) expenditure and an increase in OpEx. How-

ever, in developing countries like India, the Average Revenue per User (ARPU)

is extremely low and thus it affects the profitability of operators. This in turn

affects penetration of services as well.

Therefore, in order to sustain and improve network services, there is a need

to reduce OpEx, especially energy consumption. If we consider the energy con-

sumption of a cellular network infrastructure, it is estimated that around 60% of

it is due to the Radio Access Network (RAN) i.e, the Base Stations (BSs). A lot

of study has been carried out to identify and devise ways to reduce energy con-

sumption of the RAN like – efficient power amplifiers, energy harvesting, natural
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Chapter 1. Introduction

cooling, heterogeneous deployment, cell-breathing, traffic dependent BS on/off [3].

In this thesis, we focus on the latter i.e., traffic dependent BS operation.

1.1 Traffic Dependent BS Operation

Among other things, a typical network design involves determining Base Station

(BS) locations and allocation of resources like transmit (Tx) power and channel

allocation. Network design is carried out so as to meet certain Quality of Ser-

vice (QoS) metrics such as network coverage and Call Blocking Rate (CBR). The

network design is usually over-provisioned and more BS and resources are often

alloted to cater to the peak demand. However, the traffic experienced by a BS

would not be the same throughout the day. In fact we observed that for most of

the time, BSs are under utilized – voice traffic at a BS is below 90% of the peak

for about 33% of the time.

Carried Load
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Figure 1.1: Power Consumption of BS. (a) depicts the total power consumed with
respect to carried load for a GSM 900 sector. Adapted from [4]. (b) is with respect
to transmit power of a macro BS. Adapted from [5]

It has also been observed that the energy consumed by a BS is fairly inde-

pendent of the carried traffic [6] and thus it consumes a similar amount of energy

even when it is underutilized as depicted in Figure 1.1a. BS power consumption is

approximately linear in carried load, with an offset when Tx-power is zero [4]. The

offset is due to air conditioning, among other things. However, the slope of this is
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1.2 Energy Saving Techniques

less compared to the offset. Thus, BSs are inherently non energy-proportional.

We thus observer that the energy consumption of the entire network does not

scale with the carried traffic as depicted in Figure 1.2a. In order to reduce energy

consumption, we may “re-configure” the network during times of low traffic such

that the consumed energy scales with the traffic as depicted in 1.2b. For example,

when the traffic at a BS is low, it can be switched-off while its neighbouring BSs

cater to the users in the affected region. A number of such well known techniques

may be employed to achieve network energy scaling. We discuss a few of these

briefly.
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Figure 1.2: Network energy consumption of existing networks is not energy pro-
portional as depicted in (a). It is desirable to achieve energy proportionality using
these non-energy proportional devices. Adapted from [7]

1.2 Energy Saving Techniques

In the current literature, a number of techniques to reduce energy consumption of

cellular networks have been discussed [8]. We briefly discuss a few of these, which

are relevant to this work.

BS on/off As the name suggests, in this technique, unused or low utilization

BSs are switched off to save energy. As such, it may result in coverage holes

being formed. Therefore this technique is relevant in heterogeneous networks

3



Chapter 1. Introduction

Figure 1.3: Cell Zooming by antenna tilt/Tx-power adjustment. Adapted from
[9]

wherein macro BSs provide umbrella coverage and pico/micro BSs may be

switched off during periods of low activity.

Cell Breathing/Zooming This technique may be viewed as an extension of

BS on/off. The coverage of a BS can be varied by changing the transmit

power and/or tilt of the antennas. Therefore during times of low network

utilization, a few BSs (probably even macro ones) may be switched off while

the others provide service by ‘zooming out’.

Inter RAN Sharing When a BS is switched off, the resulting coverage holes

may also be served by BSs of other service providers operating the same

region, for a certain fee. In this approach one can imagine the collective

RAN of all the operators as a single network and all redundant BSs can be

switched off. This is a very lucrative technique and can result in very high

energy savings. However there are additional practical concerns such as cost

sharing between the operators and regulatory issues.

Service Dimming The cost of providing a certain service is dependent on its

type as well. For example, providing Third Generation (3G) services is more

energy consuming than plain Second Generation (2G) services. However,

the former generates a higher revenue but, during low activity periods the

revenue would be less. Thus we may ‘switch off’ certain services at certain

4



1.3 Related Work

BSs to save energy.

These energy saving techniques may be employed, however it must be ensured that

the QoS guarantees mandated must not be violated. It turns out that obtaining

the optimal network ‘state of operation’ while maintaining these QoS constraints

is quite a challenge as we discuss in the following.

1.2.1 Challenge

Consider the BS on/off problem, withN number of BSs in the network. Now which

of these are to be switched ‘off’ and which must remain ‘on’ while meeting QoS

guarantees? In the worst case, there are 2N possibilities which must be checked

in order to obtain the optimal. Thus brute force is not a viable option, however

we cannot do any better ! The authors of [10] have considered a simple network

model for BS on/off and showed that it is NP Hard. Similar results have been

shown in [11] as well. If we consider cell zooming as well, energy consumption

of a BS increases with increase in transmit power and it is not straightforward

to determine which BSs must be switched off and which would compensate for

the coverage holes formed. In this work, we address this problem of determining

the optimal way in which to operate the network subject to QoS guarantees. We

present a review of existing literature in the following section.

1.3 Related Work

The earlier works such as [12, 13, 14] among others have investigated potential

savings of BS on/off mechanisms. These authors have demonstrated that a signif-

icant savings (upto 25%-30%) of energy consumption is possible. Further more,

with multi-operator sharing even more savings can be obtained.

These works have focused on demonstrating the feasibility and potential for

savings. The subsequent works have approached the problem of energy efficient
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Chapter 1. Introduction

operation as an optimization problem with the objective of minimizing energy

consumption of BSs, subject to certain QoS constraints. Several papers consider

different network models and optimization techniques.

The authors of [15] for example, uses integer programming method for op-

timization. In [16], the authors consider optimal base station location problem

which is much similar to BS on/off problem and also employs integer program-

ming tools. These methods however are centralized in nature and is difficult to

scale them to large networks.

In [10], the authors consider a network model for the BS on/off problem and

demonstrated that the problem is NP-hard. Subsequently, many papers have

proposed polynomial time heuristics for optimization. In [17], the set of BSs is

partitioned into a few clusters of BSs, and during times of low load, only BS per

cluster is switched on. In [18], the authors proposed a greedy heuristic to con-

centrate traffic on a few active BSs while switching off the rest. Similar greedy

heuristics are considered in [19] and numerical simulations performed demonstrate

the effectiveness of the proposed algorithms. The greedy heuristic has been jus-

tified with the observation that the energy consumption as a function of set of

active BSs is approximately sub-modular in nature. The authors of [11], proposed

algorithms based on the observation that BS on/off can be posed as a minimal

set cover problem, building on their previous work [20]. They also prove that the

approximation ratio of the proposed algorithm is a constant. [10] also obtains

similar results. However, the algorithms proposed are centralized in nature and

are restricted to BS on/off alone.

Cell breathing may be seen as an extension of BS on/off, to include transmit

power, height and tilt of antennas as controllable parameters as well. In [9, 21, 22],

the authors propose distributed algorithms for cell breathing based on the idea

to concentrate load on a few BSs alone, so as to switch off the rest. However,

one important thing to consider for cell breathing (and BS on/off) is that channel
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1.4 Organization of Report

allocations must be changed along with changes in antenna configuration in order

to avoid inter-cell interference [23].

In contrast, a recent paper [24] formulates the BS on/off problem as a game

played by BSs and proposes an asymptotically converging algorithm based on

Spatial Adaptive Play (SAP). However, this approach is more general and has

been applied to other problems involving wireless networks [25, 26]. In this work,

we show the generality of this approach which can be used for cell zooming and

joint channel allocation problem.

Most of the works so far suffer from issues – mainly oversimplified modelling

assumptions – as was pointed out in a recent survey [27]. The framework presented

in this thesis addresses several of these issues and also guarantees asymptotic con-

vergence to the global optimal. Also, most of the works consider online heuristics

based algorithms for optimization. Although there are pros and cons with online

as well as offline algorithms [27], in this thesis we consider offline optimization due

the following reasons – 1) Traffic behaviour being periodic in nature, we expect

that for a given time of the day, the optimal network state will be the same for

consecutive days. That is, there is no need to re-solve the same optimization prob-

lem over and over. 2) Using offline algorithms give us the additional flexibility for

resource allocation e.g., cell breathing, channel reallocation, service dimming. 3)

The number of switching operations will be few. 4) The algorithm presented in

this thesis exhibits asymptotic convergence, and is thus preferable to be used in

an offline manner. 5) It aids the service provider to have a global picture and

control of the network and to monitor network health.

1.4 Organization of Report

The rest of the thesis is organized as follows. In Chapter 2, we present a centralized

optimization approach to the energy minimization problem using Markov Chain

7



Chapter 1. Introduction

Monte Carlo (MCMC) methods. In Chapter 3, we present an alternative approach

for optimization using game theory. This approach lends itself to distributed

implementation, which is beneficial for large networks. Finally, conclusions and

future directions are provided Chapter 4.

8



Chapter 2

Centralized Optimization

Approach

Conceptual outline of the proposed offline approach is presented in Figure 2.1.

Relevant network information such as BS location, number of sectors, orientation

of sectorial antennas, Tx-power and channel allocations are obtained from the

network operator. Apart from this, historic data related to traffic is also obtained.

This consists of hourly average Erlang load (for voice traffic) experienced by BSs

for a period of a few months. Using this historic data, a prediction of hourly load

for the next day is obtained. For these predicted loads, the energy optimal network

operation state is obtained, subject to certain QoS constraints. We elaborate this

in the following section.

2.1 Prediction and Network Simulator

Consider the set of BSs in a given area of interest. We refer to each sector of a

BS as a node. Let N = {1, 2, ..., N} denote the set of all nodes in the network.

We assume that every node has some configurable parameters like, Tx-power,

height/tilt of the antenna, and channels allocated. A particular configuration of

9
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Network
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Figure 2.1: Framework for the centralized optimization approach

these parameters is referred to as a state of that particular node. That is, for a

node j, xj denotes a particular state from Sj, the set of all possible states. We

however, restrict Sj to be a finite set. Therefore, all continuous valued parameters

like Tx-power, are considered to be varied only in discrete steps. The vector

x := (x1, x2, ..., xN) then denotes a state of the entire network which is an element

of the set S := S1 × S2 × · · · × SN , the collection of all possible states of the

network.

We impose the condition that the network state can be changed only at specific

instants of time.1 That is, we divide the entire day into ‘time frames’ of duration

say, one hour each. At the beginning of each time frame, a particular network

state is chosen and is kept the same throughout the duration of that frame. We

assume that the way in which we operate the network in a time frame does not

have any affect on another time frame. When frame duration is large, like one

hour, this is a rather mild assumption. Therefore, we restrict attention to a fixed

frame and determine the optimal network state, for that duration.

Since we cannot change states within a frame, we must ‘foresee’ the traffic

1This assumption is not too restrictive. Service providers in fact prefer network re-
configurations to be minimal and carried out only at specific hours.
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Figure 2.2: Hourly conservative estimates of Erlang load at a certain BS, obtained
through Auto Regressive Moving Average modelling (adapted from [29]). The
actual load will be lower than this estimate with a probability of 0.97.

conditions that the network would experience for the duration of that frame, and

account for it while we seek the optimal state. Consider for example the case

of voice traffic. We propose the use of methods suggested in [28, 29] to obtain

conservative predictions of voice traffic (ŵj) at a node j for the given hour. In

[29], the historic Erlang load as obtained from the operator has been modelled

using Auto Regressive Moving Average (ARMA) method. Confidence intervals

are obtained as shown in Figure 2.2. We observe that with a large probability, the

actual load wj at the node will be less than this 97-percentile conservative estimate

ŵj. We then impose a QoS constraint that, for these conservative predictions ŵj,

and a given network state x, the call block rate CBRj(x, ŵj) at node j does not

exceed a certain threshold. We can follow a similar procedure for data traffic

throughput requirements as well.

In general, QoS metrics2 at node j would be of the form qj(x, ωj), where ωj

2QoS metrics like call drop ratio, lowest signal quality at serving Mobile Unit (MU), handover
drop ratio, handover ping-pong and average packet delay are computed at each node. These
would depend on some state of nature and the state of network.
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Chapter 2. Centralized Optimization Approach

is some quantity which is beyond our control – a state of nature, if we may. We

obtain appropriate conservative predictions ω̂j for these ωj (from the prediction

block in Figure 2.1) and reduce qj(·) to a function of x alone. Then, for a given

state x, these QoS metrics are computed by the network simulator block depicted

in Figure 2.1. Let Qj(x) denote whether or not any QoS violation at node j

would happen. That is, Qj(x) is set to 1, whenever any of the QoS metric qj(x)

is unacceptable, otherwise it is set to 0.

Given the constraints as described, the objective is to minimize the total energy

(cost) consumed. Let cj(x) denote the cost incurred by node j, when the network

state is x (over the duration of the frame). The optimization problem then is,

min
x∈S

∑
j∈N

cj(x), (2.1)

s.t. Qj(x) = 0 ∀j ∈ N .

In order to convert this constrained problem into an unconstrained one, we

do the following. Associated with every node j, we construct a ‘welfare function’

fj(·) as follows:

fj(x) :=

 −cj(x), if Qj(x) = 0,

−∆, otherwise,

where ∆ is a large positive number (penalty). That is, function fj() captures the

cost incurred by j so long as QoS constraints are not violated, otherwise a large

penalty is awarded. With sufficiently large ∆ (for e.g., the largest possible energy

consumed by the network i.e., ∆ =
∑

j maxx cj(x)), the optimization problem

(2.1) is equivalent to the following unconstrained problem:

max
x∈S

∑
j∈N

fj(x). (2.2)

Thus it is enough to maximize the social welfare function, f(x) :=
∑

j∈N fj(x),

12



2.2 Markov Chain Monte Carlo Optimization

over the set S. The optimization block depicted in Figure 2.1 performs this opti-

mization by using Markov Chain Monte Carlo (MCMC) based algorithms which

is described next. A concrete implementation example is provided in Section 2.3

2.2 Markov Chain Monte Carlo Optimization

Markov Chain Monte Carlo (MCMC) is a general method to generate variates

of large dimensional random variables. It has many applications, one of which

is optimization (see [30] for more details). Suppose we are given a function f(x)

which needs to be maximized. For the sake of simplicity, suppose that the domain

S of f(·) is finite. Now, consider a random variable Zβ whose distribution is as

given by,

Pr(Zβ = x) =
eβf(x)∑

x′∈S e
βf(x′)

, (2.3)

known as the Gibbs distribution. It can be observed that for large β, the distri-

bution of Z is biased towards the global optimal x∗ of f(·). That is,

lim
β→∞

Pr(Zβ = x∗) = 1, (assuming a unique global optimum).

Therefore if we can generate variates of Z, then with a large probability, the sample

generated will be the global optimum. Note that Z is a very large dimensional

random variable and it is difficult to generate variates by conventional methods.

Moreover, the distribution of Z is not known completely as the denominator of

(2.3) cannot be computed.

In such a case, variates of Z are obtained by constructing a Markov chain,

whose unique stationary distribution is as given by (2.3). There are many well

known methods to do so, the simplest and the first developed one being Metropolis-

Hastings (MH) algorithm, which is described next.

13



Chapter 2. Centralized Optimization Approach

2.2.1 Metropolis Hastings Algorithm

The MH algorithm is given in Algorithm 1. The intuition behind this algorithm is

as follows. Suppose we are at a state x. We then pick a (uniformly) random state

x′ from the set S. We now consider the question should this state be accepted or

not. If the new function value f(x′) is better (higher) than our current function

value f(x), then we readily accept this state. Otherwise, the new state is accepted

with a certain ‘risk’.

Algorithm 1 MH algorithm

Require: f(·), S, β
Ensure: x is global optimizer of f(·), after a large number of iterations, with high

probability.
1: loop
2: x′ ← uniformly random state from S
3: if f(x′) > f(x) then
4: x← x′

5: else
6: x← x′ with probability eβ(f(x

′)−f(x))

The stationary distribution of the ensuing Markov chain is as given by (2.3),

and therefore after a large number of iterations and for sufficiently large β, we

obtain the global optimal with a large probability.

With reference to Figure 2.1, the flow is as follows. First conservative predic-

tions for the states of nature are obtained and the optimizer is started with some

starting state. Then, the optimizer proposes a random state x′. The network sim-

ulator then simulates the performance of this proposed state x′. The value f(x′)

is computed taking into consideration the QoS metrics of interest. The proposed

state is then accepted or rejected as discussed above and this whole process is

repeated for a large number of iterations.

14



2.3 An Example Implementation

Figure 2.3: Network information as obtained from operator

2.3 An Example Implementation

As a concrete example for the proposed model above, we present an implementa-

tion, for the BS on/off problem. We have obtained data consisting of BS position

and antenna orientations of 66 BSs (as depicted in 2.3) in an urban region (aprox.

6km×6km) of the city of Lucknow in the state of Uttar Pradesh of North India,

from the network of one of the largest service providers in India. Additionally, the

actual voice Erlang load experienced by these BSs for a particular day at 3 AM has

been obtained. The simulation parameters are summarized in Table 2.1. For the

purpose of determining received signal strength and simulating ‘static’ users, we

generate a uniform spatial grid of points spaced 10m apart from each other. Grid

points are associated to the node with the highest received signal strength, if it is

greater than −95dBm (see Figure 2.4a). Otherwise, the grid point is considered

to be out of coverage. Traffic generated by a grid point is modelled as follows.

We first obtain user–node associations when all the nodes are switched-on, then

divide the actual Erlang load ŵj (as obtained from the data collected) at node j,

15



Chapter 2. Centralized Optimization Approach

equally to all grid points associated to it. This divided load is the traffic generated

by a grid point (see Figure 2.4b).

Cell Boundary (-95dBm)

node j

(a)

node j

divided to all associated UEswj 
^

(b)

Carried load

UE

UEs associated to j
node j

(c)

Figure 2.4: Network simulator. (a) and (b) are for the state – all nodes switched-
on. We obtain the traffic generated by UEs by dividing ŵj. For some other state,
the carried traffic is got by accumulating the traffic from UEs.

Now, for a different state x, we re-compute user–node associations, and say

that the traffic-load node j is ‘expected’ to carry is computed by accumulating the

traffic from all the individual grid points associated to node j in this new state

(see Figure 2.4c). We then, compute the CBR at node j for this new traffic-load.

A QoS violation is said to occur at node j if either, (a) CBR computed is greater

than 0.01, or (b) any of the grid points which could potentially have been served

by node j, is out of coverage.
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2.3 An Example Implementation

Table 2.1: Simulator parameters
Number of BSs 66
Nodes per BS 3
States of node ‘off’/‘on’
Transmit power 10W if ‘on’, else 0W
Propagation model free space loss model, exponent = 4.5
Radiation pattern cos(θ), θ ∈ [−π/2, π/2]
Receive signal threshold −95dBm
User–node association node with highest Rx power
Num. TDMA voice channels per node 7×(3TRX cards) = 21 channels

The cost of operating a BS is modelled as follows – 0.4 units due to air condi-

tioning, which is consumed whenever at least one of its 3 sectors (children nodes)

are switched-on, in addition to 0.2 units per each switched-on child node. The

welfare function of node j then is modelled as:

fj(x) =

 −cost of parent BS/3, if Qj(x) = 0,

−50, otherwise.

Thus, given x, the individual welfares are computed, followed by the social welfare

f(x). The value of f(x) is given to the MH-algorithm as depicted in Figure 2.1.

This BS on/off problem as discussed was implemented in MATLAB. Theoreti-

cally, MCMC algorithms must run for an infinite duration while slowly increasing

β to infinity as well. However, practically, it is not possible to do so. Thus, the

algorithm has to be terminated after a finite duration. Further in practice, the

whole algorithm is typically run again several times over and the best output

among them is taken as the final output. Repeated runs of the optimization was

performed with β = 10. The best outcome from these runs was that out of the

considered 198 nodes, only 93 were required to be siwtched-on. This implies a sig-

nificant reduction in energy consumption. The result might be a bit over liberal,

as the Tx-power of all nodes was assumed to be 10 Watt (due to lack of sufficient

information). In such a highly dense region, this would not be the case.
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Chapter 2. Centralized Optimization Approach

To conclude this chapter, we point out the pros and cons of such centralized

simulation based optimization. One advantage is that we can model the network to

arbitrary precision and we are not restricted to simplistic models used in literature.

Though this does come at a price, as the number of nodes increases, simulations

may take up a lot of time. The main disadvantage is the centralized nature. Using

distributed algorithms, we can break up the simulations and optimizations into

smaller parts. In the next chapter, we discuss one such approach for distributed

computation.
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Chapter 3

Distributed Optimization

Approach

In this chapter we take an alternative approach for optimization. As mentioned in

previous chapter, MCMC based optimization though offers the flexibility to model

a network with arbitrary constraints, is centralized in nature. Simulating a large

network may cause difficulties. Thus, we look to ways for distributed computation.

Game theoretic tools can be employed to obtain distributed algorithms to achieve

a common objective. This comes under the broad topic called Utility Design [31],

wherein there are a certain number of self-interested agents who look to always

maximize their own ‘utility,’ and a designer who intends to achieve a certain goal.

The task of the designer is to design the rules of interaction among the agents and

designing utilities of the players such that their self-interested behaviour leads to

the desired goal of the designer. In our case, as the designer our objective is to

minimize the total energy consumption of the network and we model the nodes

as being self interested agents and the task is to design their utilities in order to

meet our objective.

Since the approach presented in this chapter can be applied in many situa-

tions, we present and discuss an abstract game model first. In Section 3.4, we
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demonstrate the applicability of this model for the case of energy minimization.

3.1 Game Model

Consider a game played by players from a finite set N , where each player has a

finite action set Sj. Associated with each player is a welfare function fj(x), which

depends on the action chosen by not only player j, but on other player’s actions

as well. It is of interest to maximise the social welfare f(·), which is the sum total

of the welfare of all the players in the game.

If we let the utility of each player to be the same as the social welfare function

f(.), then selfish behaviour to maximise this will lead to the desired performance.

That is, this is a purely cooperative game. But, we will have problem implementing

this if the number of players is large.

However, if the action of a player affects only a small group of plyers, then we

can do better. For each player j, let the set Nj ⊆ N be the set of players whose

welfares are affected by player j’s actions. Set Nj is called the set of neighbours of

j and we implicitly have j ∈ Nj. That is, there exists a directed graph (called as

interaction graph) with edges going from player j to the players in Nj − {j} and

changes to state of player j does not have any effect on non-neighbouring players.

Formally,

Definition 1 (Local interaction). A set of finite valued functions {fj(·) ∀j} is

said to satisfy local interaction property if, ∃ Nj ⊆ N (called neighbours of j)

such that, ∀k /∈ Nj and xj, x
′
j ∈ Sj,

fk(x) = fk(xj,x−j) = fk(x
′
j,x−j). (3.1)

Now, if we let the utility uj(x) of each player to be the sum of welfares of all
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3.1 Game Model

the players in it’s group i.e.,

uj(x) :=
∑
k∈Nj

fk(x), (3.2)

then, the resulting game is a potential game, with the potential function to be the

social welfare function itself1.

Theorem 1. The local altruistic game is a potential game, with the social welfare

function as its potential function.

Potential games are characterized by the existence of a function φ(x) (called

potential function) with the following property.

uj(xj,x−j)− uj(x′j,x−j) = φ(xj,x−j)− φ(x′j,x−j), (3.3)

with the standard notation, x ≡ (xj,x−j). Therefore an action of player j which

improves its utility, also imporves the potential function. It so happens that the

potential function is the same as the social welfare function. Thus, self-interested

behaviour of agents tend to achieve the goal of the designer. We elaborate on

this in the next section. In order to show the generality of this game model, we

next present a sample application. We apply this model for our problem of energy

optimization in Section 3.4.

Since the game is a potential game, the global optimizer of f(x) is a Nash

equilibrium. It also has Finite Improvement Path (FIP) property and thus best-

response dynamics converge to a Nash equilibrium, since the domain of f(·) is a

finite set. However there may be multiple inefficient Nash equilibria corresponding

to the local maximas of f(x). In this work, we consider SAP dynamics to seek

the global optimal which is considered in the next section.

1There are other ways to design player utilities so as to have this alignment such as Identical
Interest Utilities (IIU) and Wonderful Life Utilities (WLU) [32]. IIU is impractical in most cases
and we show that WLU and LAU are equivalent as far as this work is concerned in Section 3.6.2
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3.1.1 Application: Welfare of a Nation

We digress briefly to show the general nature of this game model and show a

sample application. Consider a nation, where each person is a player. Suppose

that by welfare of a person, we mean her “happiness quotient”. In general, the

action of a common person (aam-aadmi) affects the happiness of her immediate

family members and friends only. So, if each person chooses an action which

makes her family (herself included) happy, then the entire nation will become

happy. However, this is not entirely accurate, because actions of say the prime

minister of the nation affects the welfare of the entire population. So, practically

implementing this may not be possible.

3.2 Spatial Adaptive Play

The spatial adaptive play algorithm first introduced by Peyton Young [33], can

be applied to any (finite) potential game to determine the global optimum of its

potential function. We describe the SAP algorithm:

Algorithm 2 SAP algorithm

Require: N , {fj(x)}, β
Ensure: x is global optimizer of f(·), after a large number of iterations, with high

probability.

1: loop

2: j ← random player from N
3: for all x ∈ Sj do

4: Obtain fk(x,x−j)∀k ∈ Nj
5: Compute uj(x,x−j)←

∑
k fk(x,x−j)

6: P (x)← eβuj(x,x−j)

7: Convert P (·) to a valid pmf

8: xj ← random sample from the pmf P (·)

For notational convenience, we represent the algorithm as an infinite loop,

and the variables used change ‘in-place’. This algorithm is like perturbed best-
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3.2 Spatial Adaptive Play

response dynamics. In each iteration of the algorithm, a node j is picked at

random and its state xj is updated. The other nodes maintain their previous

state x−j. The new state of j is obtained as follows. For each possible state

x ∈ Sj, obtain corresponding fk(x,x−j) from all its neighbours k ∈ Nj. Compute

the corresponding utilities uj(·) according to (3.2) and subsequently compute P (x)

as (3.4). Then, xj is a random sample from the following distribution over Sj,

P (x) =
eβuj(x,x−j)∑
x′ e

βuj(x′,x−j)
. (3.4)

Here, β > 0 is a learning rate parameter. For small values of β, the nodes take a

higher risk and pick non optimal actions, while for large β, only optimal actions

are taken. Thus, β determines the tradeoff between exploration and exploitation.

We note that with β = ∞, the algorithm is equivalent to the best response dy-

namics. For finite β however, the randomness in picking an action ensures that

the algorithm does not get stuck at a local optimum, akin to simulated annealing.

This algorithm, in principle can be used to obtain the global optimizer of the

potential function with arbitrarily high probability.

Theorem 2. SAP Algorithm defines a Markov chain on the state space S with a

unique stationary distribution given by the Gibbs distribution,

πβ(x) =
eβf(x)∑

x′∈S e
βf(x′)

. (3.5)

The proof of the theorem is given in [25, 26] and it follows along the lines of that

given in [33]. The boundedness of the welfare functions is needed to ensure that all

the states form a single communicating class. Thus, SAP is similar to simulated

annealing [30], a centralized algorithm which may also be used for optimization.

Note that,

lim
β→∞

πβ(x) = 0, if x is not a global optimal. (3.6)
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As mentioned earlier, SAP is applicable to any potential game, if the agents

know their respective utility functions. As such, it does not exploit the local in-

teraction property. In the next section, we present the Concurrent-SAP algorithm

which exploits local interaction property as a means to improve the convergence

rate of the algorithm. Also note that until this point, we do not require the inter-

action graph to be undirected. For the C-SAP algorithm we require the interaction

graph to be undirected.

3.3 Concurrent SAP (C-SAP)

In [25] a modification to SAP has been proposed – nodes which are more than one-

hop away from each other (i.e., non-neighbouring nodes) can update concurrently

and independently (hence the name concurrent). For example, nodes 2, 5, 6, and

10 in Figure 3.1 can update simultaneously within the same iteration. However,

for this version of the C-SAP, the stationary distribution may not be the same as

the Gibbs distribution (3.5). We construct a counter example to demonstrate this,

which is presented in Section 3.6.1. Moreover, for the counter example presented,

in the limit β →∞, the global optimal is picked with a probability of zero. Thus

optimality of this version of C-SAP is not guarantied. In order to rectify this,

we propose that nodes which are more than two-hops away from each other can

update concurrently. For example, with reference to Figure 3.1, nodes 1, 4 and

9 can update in the same iteration. We show that this modification is sufficient

to ensure that the stationary distribution is the same as the Gibbs distribution.

Moreover, it can result in a faster convergence compared to SAP, where only one

node is updated at a time. We introduce some more notations before presenting

the modified C-SAP algorithm.

Definition 2 (Selection Scheme). A selection scheme consists of (C,p), where the

set C = {C1, C2, ..., CM} denotes a collection of sets Ck ⊂ N such that,
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Figure 3.1: Illustration of the difference between 1-hop C-SAP as proposed in [25]
and 2-hop C-SAP proposed in this work. Nodes 2, 5, 6 and 10 as shown in (a) are
at least than one-hop away from each other. Nodes 1, 4, and 9 shown in (b) are
at least than 2-hops away from each other.

1. For all distinct i, j ∈ Ck, we have i /∈ EN j.

EN j denotes the set of two hop neighbours of j.

We call such a set Ck as a two-hop independent set.

2. ∀j ∈ N , there exists a k such that, j ∈ Ck. That is, every node is present in

at least one of the classes.

3. pk > 0 denotes the probability of picking the set Ck.

Now, for a given selection scheme, the modified C-SAP algorithm is as follows.

Algorithm 3 C-SAP algorithm

Require: N , {fj(x)}, C, β
Ensure: x is global optimizer of f(·), after a long time, with high probability.

1: loop

2: Ck ← random class from C according to p

3: for all j ∈ Ck do

4: Update node j as in steps 3–8 of SAP algorithm.

Here, in each iteration, we do the following. Select a random class Ck from C

according to p. Then, all nodes in Ck independently update their states as in the

SAP algorithm.
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Theorem 3. For a fixed selection scheme (C,p), the C-SAP algorithm defines a

Markov chain on the state space S, with a unique stationary distribution as given

in (3.5).

See Section 3.6.3 for proof. It can be seen that SAP corresponds to a particular

selection scheme – Ck = {k} and constant vector p. There are infinitely many

possible selection schemes, of which we next describe two selection schemes which,

intuitively might have better convergence rate than that of the original SAP.

3.3.1 C-SAP Scheme-1

In this scheme, we build a set of nodes which would update, for a given iteration

of the C-SAP algorithm as follows. We start with empty sets Ck and B. The set

B contains the extended neighbours EN j of all nodes selected in Ck. Repeat the

following till we exit the loop. Pick a random node j ∈ N . If j ∈ B then the node

selection is done and we exit. Else, we select j and add all its extended neighbours

to set B. The pseudocode is as follows.

Algorithm 4 Scheme-1

Require: N , {Nj}
Ensure: Ck is a two-hop independent set.

1: Ck ← ∅, B ← ∅
2: loop

3: j ← random node from N
4: if j ∈ B then

5: break

6: else

7: Ck ← Ck ∪ {j}
8: B ← B ∪ EN j

Note that this algorithm induces a valid selection scheme – consisting of all

possible 2-hop independent subsets of N , each of which has a strictly positive

probability of being picked. We show that this scheme converges at least as fast
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as the original SAP scheme.

Theorem 4. If the ε-mixing time of SAP is m, then the ε-mixing time of Scheme-1

is at most m.

The proof is presented in Section 3.6.3.

3.3.2 C-SAP Scheme-2

In this scheme, C is the ‘best’ possible partition of the set N , i.e., the partition of

the lowest cardinality while satisfying the conditions of a selection scheme. p is a

constant vector. We present our motivation for considering Scheme-2. Obtaining

this partition C is a two-hop colouring problem on the interaction graph. That is,

assign colours to the nodes such no two nodes which are at most two-hops away

from each other have the same colour. This is the standard colouring problem on

the two-hop interaction graph constructed from the interaction graph by adding

additional edges from a node to all its two hop neighbours. It is well known that

the number of distinct colours needed is bounded from above by γ + 1, where γ

is the degree of the graph. In reality, we expect that the degree of the two-hop

interaction will saturate after sufficiently large N .

There are well known existing distributed algorithms for the graph colouring

problem which can take at most γ + 1 number of colours. Therefore, once the

nodes in the network obtain their respective colours, implementing C-SAP on this

scheme is a more practical than Scheme-1 which repeatedly tries to construct Ck

in each iteration.

So far in this chapter, we described a local interaction game model and dis-

cussed algorithms to obtain the globally efficient Nash equilibrium for this type

of game. In the next section, we will apply this game model for the problem of

energy minimization of cellular networks.
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3.4 Application to Energy Optimization

As mentioned earlier, this game model can be applied to any problem which

exhibits the local interaction property. For a certain network models and QoS

constraints, the energy minimization problem exhibits local interaction property.

The network model presented in Section 2.3 is one such example. In fact we can

strengthen this model to incorporate additional features as well which we discuss

in this section.

Consider a cellular network. If we are to change the state of a particular node

say j, then it is intuitively appealing to say that nodes which are spatially far away

from j are completely unaffected i.e., their welfare functions are not dependent

on j’s actions. However, how “far” apart should the nodes be in order for this

to hold? If the size of set Nj is large, then it becomes impractical to apply the

methods discussed earlier.

In the following, we present a network model with a definition of neighbours

and discuss local interaction properties for some of the QoS metrics.

3.4.1 An Implementation Framework

Consider a set of nodes (sectors of BS). Each node has the following re-configurable

parameters – 1) Transmit power 2) Height/tilt of antenna 3) Frequency channels

allocated.

User Equipment (UE) are assumed to be static and spread throughout the

area of interest with a separation of say, 10m from each other as with the network

model presented in Section 2.3. We consider that users only generate voice traffic,

however data traffic can be incorporated with models similar to that presented

in [34]. UEs are assumed to be independent of each other and generate voice

calls according to Poisson point process. The arrival rates of different UEs can be

different. This models spatial traffic profile. Call hold duration is assumed to be
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cell boundary

coverage area

neighbors

non-neighbors

Figure 3.2: Interaction graph based on Definition 2. Nodes which can poten-
tially overlap with each other are considered neighbours. We add an undirected
edge from j to all its neighbours Nj. Note that the neighbours of node j is not
dependent on its current state. It is a fixed set.

distributed according to exponential distribution with rate µ. UE-node association

is as follows.

Assumption (User–node association). UEs are always associated to the node

with the highest received signal strength (RSS).

Propagation model is free-space path loss model with some arbitrary path-

loss exponent (say 4.5). A UE is considered out of coverage if the RSS from the

associated node is less than some threshold (say -95dBm). Therfore, the coverage

of node is defined as the area within which the RSS is greater than this threshold.

Shadowing can also be modelled with minor modifications. Neighbours to a node

are defined as follows.

Definition 3 (Neighbours). A node k is said to be a neighbour of node j if there

exists some states xk ∈ Sk and xj ∈ Sj, such that their coverage areas overlap.

Moreover, it is assumed that j is a neighbour of itself, i.e., j ∈ Nj.

Note that by this definition, k ∈ Nj ⇒ j ∈ Nk and the interaction graph

reduces to an undirected graph (refer to Figure 3.2). Also note that the siblings

of j also belong to Nj. For this particular definition of neighbours, we discuss the
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local interaction property of welfare functions as defined in Chapter 2 i.e.,

fj(x) :=

 −cj(x), if Qj(x) = 0,

−∆, otherwise,

where cj(x) captures the cost of operation of node j andQj(x) captures the validity

of all QoS metrics of interest at node j. The cost of j is modelled as before i.e.,

one third of cost of parent BS, where cost of parent BS is as given in Section 2.3.

Note that cj(·) thus satisfies the local interaction property. It only remains to

consider Qj(x). In the following, we discuss discuss about different QoS metrics

which will hold.

Signal Quality

A UE is said to be out of coverage or not served, if the RSS at its location is less

than a particular threshold, for example -95dBm. For a given state x, a signal

quality violation at node j is said to happen if there exists an out-of-coverage UE

under the given state, which could potentially have been served by j. That is,

suppose for the given state x, a particular UE is out of coverage. But if j were

to take a state xj, then it would not be out-of-coverage. In other words, a signal

quality violation at j occurs if there exists some UE within node j’s purview, which

is not served. Note that this constraint satisfies the local interaction property, i.e.,

only the neighbours of j can affect this constraint.

Signal Quality for Handoffs

In order to minimize ping-pong effect during handoffs, the following constraint

is generally imposed. The coverage of node j slightly extends over that of its

neighbours as depicted in Figure 3.3. Therefore, j must provide a signal strength

of at least -95dBm up to a distance of h from the cell boundary as well. This

constraint also satisfies the local interaction property.

30



3.4 Application to Energy Optimization

h

Cell boundary

Figure 3.3: Signal quality constraint for reducing ping-pong

Call Block Ratio

For a switched-on BS/node, the call block ratio must not exceed a certain threshold

say 0.01%. The accumulated arrival rate at j is computed by adding the rates of

all UEs within its coverage. The CBR at node j can be computed by the standard

Erlang-B formula, given the channels allocated to node j. Note that this also

satisfies the local interaction property. To see this, consider the nodes as shown

in Figure 3.5a. Node 3 is not a neighbor of node 1. Suppose now that node 3 is

switched off, then the area covered by node 2 would be higher, and so would the

traffic carried by it (thus, CDR2 will increase). However, the traffic carried by

node 1 would be unaffected (so, CDR1 is unaffected). This is due to the above

assumption that a UE in region A as shown in Figure 3.5b will be always served

by node 2, and there is no ‘propagation’ of the effect of switching-off node 3.

Channel Allocation Constraint

For a given state x, channel allocations of switched-on nodes cannot be arbi-

trary. Specifically, channels allocated among active neighbours must be orthogo-

nal. Therefore, for a given state x, a channel violation at node j is said to occur

if the same channel is allocated to some other node whose coverage overlaps with

that of j. Note the local dependence of this constraint as well.
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Switched off /
no overlap with 1

1

Inactive neighbour

Active neighbour
2

3

Figure 3.4: Channel allocation constraint. For the given state, nodes 1 and 3 must
not have common channels.

A Constraint which Does NOT Satisfy Local Interaction

Handoff Drop Ratio (HDR) does not satisfy the local interaction property straight-

away for the current definition of neighbours. Consider the network in Figure 3.5c,

with node 3 switched-off initially. Now if node 3 is switched-on, then UEs moving

from region B to region A will experience a higher HDR (i.e., HDR1 increases).

This is because with node 3 switched-on, there is a higher traffic handed over to

node 2 which in turn is handed off to node 1. Thus the handoff arrival rate to

node 1 increases and so does the handoff drop rate. Thus the HDR at node 1 is

affected by changes to node 3 which is not a neighbour. However, with additional

assumptions, this can be made to satisfy the local interaction property. For ex-

ample, if we make the assumption that any call does not get handed over more

than once, then the property holds. We may think of this assumption as follows –

a call originating in a particular cell resides within that cell for a certain time. If

this residence is sufficiently large compared to the call holding time then we may

make such an assumption. However, additional work is needed with regards to

mobility.
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Figure 3.5: Illustration of local behaviour of certain QoS metrics. (a) is a three
node network, where nodes 1 and 3 are non neighbours. If node 3 is switched off,
as shown in (b) then the call drop ratio at node 1 is unaffected. However, for
handover drop ratio this property is not valid (c).

3.4.2 Practical Implementation

We briefly describe the practical implementation of the framework proposed. In

[35], a general architecture for green self organizing networks has been proposed,

wherein nodes measure and profile traffic conditions and co-operatively operate

the network. The framework presented in this chapter can be implemented on this

architecture. That is, we envisage a situation as shown in Figure 3.6, where each

node constantly ‘learns’ its welfare fj(·) as a function of states of neighbours. This

is done as follows. A node monitors and profiles all the ‘states of nature’ of interest

like, traffic load and mobility, similar to what was presented in Chapter 2 for voice

traffic. Based on these predictions, the simulator then simulates the local network

behaviour for different possible states. We thus obtain relevant QoS metrics and
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cost for a given local state. Based on these predictions, the nodes simulate the

local network behaviour for different possible local network states. The relevant

QoS metrics are estimated and thus welfare functions are obtained. Then, the

social welfare is maximized using C-SAP algorithms as presented in this chapter.

Moreover, the operation of network in a particular time frame does not influence

the others. Thus, we can use a single run of the C-SAP algorithm to solve for

the optimal states for all the time frames beforehand – i.e., in an offline manner.

During runtime, an online anomaly detection mechanism is used to monitor real

time network performance for the operating state. If the network performance is

abnormally bad – for example due to an unexpected surge in traffic – then the

network reverts back to the default state with all nodes fully powered.

This is then given to the optimization subsystem which implements C-SAP as

presented in this chapter. This entire process happens offline. During runtime

the, Anomaly Detection subsystem monitors and handles unexpected network

behaviour.

Either of the algorithms presented in this chapter can be used for optimization.

The SAP algorithm has the advantage of being completely distributed – we can

have a poisson clock at each node and upon time-expiry, that particular node

updates. For implementing C-SAP algorithms on the other hand, we need to have

synchronized nodes – in order to maintain slots, however they converge faster than

SAP.

CSAP Scheme-1 for example could be implemented as follows – in every odd

slot, the nodes decide among themselves who have to update and in the next slot,

those selected nodes will update, while the rest of them hold their states. However,

this obviously has additional communication overhead to decide which nodes must

update. CSAP Scheme-2 on the other hand gets away without this overhead. It

has the advantage that we can pre-compute the best partition (either centralized

or distributed) and later on selection of nodes to update will not require any
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Figure 3.6: Block diagram of the framework developed in this chapter for energy
minimization.

communication overhead.

3.5 Rate of Convergence Simulations

In this section, we compare the convergence rates of the SAP, CSAP Scheme-1 and

CSAP Scheme-2 algorithms. All of them have the same stationary distribution

(with β fixed). Therefore, to compare them, we look at how fast they converge to

this distribution through simulations. Figure 3.7 illustrates the setup used in our

simulations. For each algorithm, we estimate upper bounds for ε-mixing times, by

determining coupling times [36] of two instances of that algorithm. We generate

two instances of a network simulator that provide welfare function values fj(·),

as needed by the algorithms. The network simulator described in Chapter 2 was

used for the simulations. We now explain the procedure used to estimate mixing

times.

35



Chapter 3. Distributed Optimization Approach

Common
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Emperical
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simulator

Coupling time (T)

Figure 3.7: Block diagram of the simulation setup. Here Xn and Y n are Markov
chains which denote two instances of the algorithm under consideration. The
starting state of Y n is according to π̂ which is empirically obtained. The starting
state of Xn is – all nodes in state 1. X and Y are coupled by a common random-
ness. The time when both the chains meet is called coupling time T , a random
variable, whose distribution is to be estimated. The network simulators evaluate
node welfares fj(·) for a given state x.

3.5.1 Estimating Mixing Times

An irreducible, aperiodic discrete time Markov chain {Xn, n ≥ 0} has a unique

stationary distribution π, and regardless of the initial state X0, the distribution of

Xn (µXn ) tends to π as n increases, and the total variation distance ||µXn −π||tv gives

a ‘measure’ of how far from stationarity the chain is at time n. In order to obtain

an upper bound for this distance, we generate another Markov chain {Y n, n ≥ 0},

coupled with the chain Xn. The usual coupling technique for Markov chains is

to have a common random-number generator that determines transitions of both

the chains. Let the initial distribution of Y n = π, and let the random variable T

denote the time when both the chains meet (i.e., T = infn{Xn = Y n}). Then,

following [36],

||µXn − π||tv ≤ Pr(Xn 6= Y n) = Pr(T > n).

Accordingly, we obtain the distribution of T , through simulations, in order to

bound the distance to stationarity. However, the difficulty is that the initial

distribution of Y n must be π, which cannot be computed. Thus, we first estimate
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π using the empirical frequency of states as follows:

π̂(x) =
1

W

W∑
n=0

I{Xn=x},

where I is the indicator random variable and W is set to 105. After computing

the empirical frequencies, before hand, we generate a random starting state for Y n

according to the distribution π̂. The initial state of chain Xn is set to – all nodes

switched-on. We then estimate the probability distribution of T by generating 100

variates of it, which we present in the next subsection.

3.5.2 Results

Figures 3.8a and 3.8b compare the complementary-cumulative distribution of cou-

pling times T of the three algorithms, for the case β = 1 and β = 4 respectively

(and 10Watt Tx-power). As expected, C-SAP versions outperform the original

SAP algorithm, and Scheme-2 does better than Scheme-1 2.

In order to better appreciate the improvements of C-SAP schemes, we must

compare the mixing times for a much larger network. However, due to the difficulty

in simulating a larger network, we instead use the same set of nodes but reduce

the transmit power of nodes to 2.5Watt and repeat the same procedure. Figures

3.9a and 3.9b compare the coupling times of the algorithms for β = 1 and β = 4

respectively. Note that the gap between SAP and C-SAP schemes is larger in this

scenario.

2For Scheme-2, we require the best partition (colouring) of nodes. This is a well known NP
hard problem. The partition we used was obtained by framing it as an optimization problem
and solving by simulated annealing for 106 iterations. The partition thus obtained cannot be
claimed as the best partition, however it may be so with a large probability.
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Figure 3.8: Convergence rate results. Plot of complementary cumulative distri-
bution of T , the coupling time. These plots bound the ε-mixing times of the
algorithms, i.e., ||µXn − π||tv ≤ Pr(T > n). (a) and (b) correspond to the case
β = 1 and β = 4 respectively for 10Watt Tx-power.

3.6 Chapter Appendices

3.6.1 Counter example

In this Section, we provide a counter example to demonstrate that the one-hop

away C-SAP as proposed in [25], may not pick the global optimal state. Consider

the three node network given in Figure 3.10a. Each node can take either of two

states, i.e., Sj = {0, 1}. The individual welfare functions of the nodes are given in

Figure 3.10a. We can verify that the welfare functions satisfy the local interaction
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Figure 3.9: Convergence rate results, for 2.5 Watt Tx-power. (a) and (b) are for
the case β = 1 and β = 4 respectively. The improvement is profound for the case
of 2.5Watt Tx-power.

property over the interaction graph shown. The utilities of the nodes are given by

(3.2). We use the ‘one-hop away’ selection scheme consisting of C ′ = {{1, 3}, {2}}

and p = [0.5, 0.5]. That is, with probability a 0.5, either of {1, 3} or {2} are

selected for updating their states as with the C-SAP algorithm. The stationary

distribution of this algorithm is denoted by π′β. The actual stationary distribution

which we expect the algorithm to have is πβ given by (3.5). Figure 3.10b depicts

the total variation distance ||πβ−π′β||tv between the two distributions as a function

of β. Thus, the distributions are completely different. Moreover, for large β, the
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distance is 1. This implies that the π′ picks a global optima with a probability

that goes to 0 as can be seen from Figure 3.10c. Thus, the optimality of one-hop

away C-SAP algorithm is not guaranteed. MATLAB code for this example is

given in [37]

1 2 3

(a)

1

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.20 5 10 15 20 25 30 35 40 45 50

(b)

000 001 010 011 100 101 110 111
* *

0.5

0

000 001 010 011 100 101 110 111

0.5

0

(c)

Figure 3.10: (a) is the interaction graph consisting of three nodes. Each node can
take either of two actions 0 or 1. The corresponding welfare functions are as given.
(b) is the plot of the difference between the stationary distribuiton so obtained
via one-hop C-SAP and the Gibbs distribution. Note that for large β, a global
optimal is picked with a probability of zero as dipicted in (c).
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3.6.2 Equivalence of Wonderful Life and Local Altruistic

Utilites

An alternate way to define utilities so as to have proper alignment is to use Won-

derful Life Utilities [38, 31],

u′j(x) = φ(xj,x−j)− φ(x0j ,x−j), (3.7)

where φ(·) is the social welfare function and x0j ∈ Sj is some ‘clamped’ action of

j. That is, the individual utilites determine how much marginal welfare do they

add to the system by being in state xj as opposed to what it would have been if it

were x0j . In the case when we have local interaction structure and when the social

welfare is a sum as in our case, it simplifies to the following.

u′j(x) =
∑
k∈Nj

fj(xj,x−j)− fj(x0j ,x−j) (3.8)

= uj(xj,x−j)− uj(x0j ,x−j), (3.9)

where uj(·) is the LAU of node j. It can be seen that as far as best-response

dynamics and SAP are concerned, both the utilities are equivalent. To see this,

consider the following. Let x be the current state and consider the best response

of j to the current state for WLU.

x = argmax
xj∈Sj

u′j(x) = argmaxuj(xj,x−j)− uj(x0j ,x−j) (3.10)

= argmax
xj∈Sj

uj(xj,x−j), (3.11)

41



Chapter 3. Distributed Optimization Approach

which is the same as that for LAU. Similarly, for the case of SAP, the probability

distribution from which j takes a random sample is the same as for WLU.

P (x) =
eβu

′
j(x)∑

x′∈Sj e
βu′j(x

′,x−j)
(3.12)

=
eβuj(xj ,x−j)−uj(x0j ,x−j)∑
x′∈Sj e

βuj(x′,x−j)−uj(x0j ,x−j)
(3.13)

=
eβuj(xj ,x−j)∑
x′∈Sj e

βuj(x′,x−j)
, (3.14)

which is the same as for WLU.

3.6.3 Proofs of theorems

Proof of Theorem 3: First note that since the welfare function of a node

only depends on the state of its neighbors, the utility function of a node depends

only the state of its extended neighbors (i.e., the two hop neighbors, denoted

EN j). That is, by (3.1) and (3.2) we have,

uj(x) = uj(xk,x−k) = uj(x
′
k,x−k), if k /∈ EN j. (3.15)

This proof also follows along the lines of the proof of Theorem 6.1 as given in

[33]. We show that π satisfies the detailed balance condition, i.e., ∀x,y ∈ S,

π(x)Pxy = π(y)Pyx (3.16)

We can easily see that the algorithm describes the evolution of a markov chain.

The chain is irreducible because every node gets to update with a non-zero prob-

ability and it is aperiodic because self-transition can happen with non-zero prob-

ability. Therefore, it has a unique stationary distribution π, which is the solution

of (3.16), which we now proceed to show.

42



3.6 Chapter Appendices

When x = y, then (3.16) holds trivially. Therefore, let x 6= y.

Let Ixy denote the set of indices where x and y differ. Then the one-step

transition x → y is feasible iff ∃ Ck 3 Ixy ⊆ Ck. Let Axy = {k : Ixy ⊆ Ck}

denote all such selections Cks. Therefore the transition x → y can happen only

via. either of the selections in the set Axy. Also note that

Axy = Ayx. (3.17)

When x→ y is not feasible, then Axy = ∅, and Pxy = Pyx = 0, and (3.16) holds.

Let x→ y be feasible. Then,

Pxy =
∑
k∈Axy

p(k)Pr{x→ y | Ck was selected}, (3.18)

where,

Pr{x→ y | Ck} =
∏
j∈Ck

Pr{j chooses action yj | x}, (3.19)

where,

Pr{j chooses yj | x} =
eβuj(yj ,x−j)∑
z∈Sj e

uj(z,x−j)
, (3.20)

=
eβuj(yj ,x−j)∑
z∈Sj e

uj(z,y−j)
. (3.21)

where (3.21) follows from (3.20) due to (3.15). Multiplying (3.19) by π(x) and

substituting (3.21) in it, we get,

π(x)Pr{x→ y | Ck} =
1

D1D2

eβ{f(x)+
∑

j∈Ck
uj(yj ,x−j)}, (3.22)

=
1

D1D2

eβ{
∑

j∈Ck
uj(xj ,y−j)+f(y)}, (3.23)

= π(y)Pr{y→ x | Ck} (3.24)

where D1 is the denominator of (3.5) and D2 is the product of denominators from
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(3.21),

To see how (3.23) follows from (3.22), consider the argument of the exponent

in (3.22) and for the sake of clarity of presentation, let Ck = {1, 2, 3}, and x =

(x1, x2, x3, ·) and y = (y1, y2, y3, ·), where the ‘·’ represents the state of the rest of

the nodes, then we have,

f(x1, x2, x3, ·) + u1(y1, x2, x3, ·) + u2(x1, y2, x3, ·) + u3(x1, x2, y3, ·)

= f(x1, x2, x3, ·) + u1(y1, x2, x3, ·) + u2(y1, y2, x3, ·) + u3(y1, y2, y3, ·) (3.25)

= u1(x1, x2, x3, ·) + f(y1, x2, x3, ·) + u2(y1, y2, x3, ·) + u3(y1, y2, y3, ·)

= u1(x1, x2, x3, ·) + u2(y1, x2, x3, ·) + f(y1, y2, x3, ·) + u3(y1, y2, y3, ·)

= u1(x1, x2, x3, ·) + u2(y1, x2, x3, ·) + u3(y1, y2, x3, ·)f(y1, y2, y3, ·)

= u1(x1, y2, y3, ·) + u2(y1, x2, y3, ·) + u3(y1, y2, x3, ·) + f(y1, y2, y3, ·) (3.26)

where we have used (3.15) to obtain (3.25) and (3.26); and applied (3.3) to the

underlined terms. Finally using (3.24), (3.18) and (3.17), the equation (3.16)

holds.

Proof of Theorem 4: We show this via a coupling argument. Let {Xn, n ≥

0} and {Y n, n ≥ 0} denote the Markov chains corresponding to SAP and C-SAP

respectively, such that X0 = Y 0. We form a coupling (X̂n, Ŷ n) where Ŷ n is a

sampled version of X̂n and have the same marginals as Xn and Y n respectively.

Let {jn, n ≥ 1} denote an iid sequence of random variables according to

unif(|N |). Using the same sequence, construct C1k as given in the selection scheme

above. At some point, we would exit from the repeat loop and let L1 denote the

cardinality of the set C1k so obtained. Note that L1 ≥ 1. We use the sequence

{jn, 1 ≤ n ≤ L1} to update the nodes in the chain X̂n and the same set of nodes

update simultaneously to obtain Ŷ 1. We force the node updates to be the same
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for both the chains, therefore Ŷ 1 = X̂L1 . That is, we use common underlying

random number generators for the nodes during updates for both the chains.

We repeat the same process above, starting afresh with another random draw

of {jn} to obtain L2 and Ŷ 2 = X̂L1+L2 . Continuing in this fashion, we observe

that the chains X̂n and Ŷ n adhere to their respective marginals and we have,

Ŷ n = X̂ T̂n , ∀n ≥ 1,

where T̂n =
∑

1≤l≤n Ll.

Now, for any uncoupled chains Xn and Y n starting in the same state, the total

variation distance between the random variables Y n and XTn is,

||Y n −XTn||tv ≤ Pr{Ŷ n 6= X̂Tn} = 0

where the first inequality is a standard result in coupling theory (see [36]). There-

fore,

Y n d
= XTn . (3.27)

Let m denote some ε-mixing time of {Xn}. The random variable Tm takes values

from the finite set {m,m+ 1, ...} with probabilities [αm, αm+1, ...]. Let µXi denote

the distribution of X i given the starting state X0. Then,

XTm ∼ αmµ
X
m + αm+1µ

X
m+1 + ... (finite terms) (3.28)

Since m is the mixing time, we have

||µXi − π||tv < ε, ∀i ≥ m. (3.29)

∴ ||µXTm − π||tv < ε (3.30)

⇒ ||µYm − π||tv < ε. (3.31)
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where, (3.30) follows from (3.29) and the fact that total-variation is a distance

measure and is thus a convex function. Use (3.27) in (3.30) to obtain (3.31).
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Chapter 4

Conclusions

In work paper, we have formulated a general framework for energy optimal load-

dependent operation of cellular networks. We look at both centralized MCMC

based and distributed optimization. We use game theoretic tools to break this

into a number of smaller problems which are easier to solve. The nodes thus

solve these smaller problems and by doing so they inherently solve the original

problem. We use SAP dynamics to ensure that the global optima is achieved.

We then propose a family algorithms based on SAP, to improve the convergence

rate. We considered two members of this family – Scheme-1 and Scheme-2. We

proved that Scheme-1 converges faster than the original SAP. We then validate the

improvement of rate of convergence of both the schemes via simulations using data

from a real-world network. Further work is needed to investigate to convergence

rates of various members of the family. Another future direction is to investigate

how to handle situations where local interaction property does not hold exactly

but its effect diminishes after a few hops, like for the case of handoff-drop-ratio.

Other game theoretic models such as auction mechanisms and trial and error based

games may also be potentially considered.
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