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Abstract— We consider the problem of scheduling users on the shown that the throughput capacity region is same as the-mult
downlink of a Time Division Multiplexed (TDM) system with  access stability region (i.e., the set of all arrival vesttor
constraints on the average packet delays over a fading wiress \ynich there exists some rate and power allocation politiat t

channel. Our objective is to maximize the sum throughput wih .
constraints on the user delays. Due to the difficulty in compting keep the system stable). A scheduler is terrtigdughput-

optimal policy, we propose a suboptimal scheduling algorfim ~Optimal if it can maintain the stability of the system as
which is based on computing appropriate indices and schedig long as the arrival rate is within the stability region [9].

the user with the highest index. Our simulations for the IEEE Throughput optimal scheduling policies have been explared
802.16 system indicate that our algorithm satisfies the deya [7], [10]. Longest Connected Queue (LCQ) [11] , Exponential
constraints of the users and is highly throughput efficient. (EXP) [12], Longest Weighted Queue Highest Possible Rate
(LWQHPR) [13] and Modified Longest Weighted Delay First
(M-LWDF) [14] are other well known throughput optimal
Wireless users perceive time varying channel quality. Tleheduling policies. It has been shown that the Longest
channel quality across users might be quite diverse. Imiec€ueue Highest Possible Rate (LQHPR) policy [15] (besides
times, cross layer schemes that exploit the channel relatedeing throughput optimal) also minimizes the delay for any
information at the higher layers have resulted in improvesymmetric power control under symmetric fading provided
system performance [1]. A centralized scheduler in a poirtkat the packet arrival process is Poisson and packet length
to-multipoint scenario, e.g., a base station on the downtian is exponentially distributed. Recently in [16], the authas
exploit this information from the physical layer by schedgl studied the problem of minimizing sum power on the downlink
a user perceiving better channel quality. Data can be tramsder the user queue stability constraints. Note, howélvat,
mitted at a higher rate to such a user while maintainingn the downlink, the base station typically transmits at adix
an acceptable Bit Error Ratio (BER) at the receiver. Thimaximum power sufficient to reach the farthest user and hence
results in higher sum throughput [2] (i.e., the sum of thpower minimization is not a central issue.
throughputs of all the users). Such schemes that exploit thdn this paper, we consider the problem of scheduling the
opportunities provided by multiuser diversity for schedgl users on the downlink of a TDM system such that the average
at the MAC layer are calledpportunistic scheduling schemespacket delays experienced by the users are below certain
[3]. However, under opportunistic scheduling over a Timspecified constraints. For a multiuser queuing system with
Division Multiplexed (TDM) system, users perceiving perenscheduler on a TDM channel, there is an extensive literature
nially better channel conditions obtain a higher propartid that we have reviewed above. However, the specific optimiza-
slots. In a best effort system, this leadsunfairness, while tion problem of maximizing the sum throughput subject to
in a system providing QoS, this leads to QoS guarantees ligenstraints on the individual user delays has not beencittpli
average rate/delay guarantees being violated. Schedusiexg addressed so far. It can be easily argued that this problem
perceiving poor channel conditions results in transmissib has the structure of a Constrained Markov Decision Problem
lower rates to such users, thereby reducing the sum thraughggCMDP) [17]. However, the primary difficulty in computing
The objective, therefore, is to schedule an appropriate stse optimal policy (as exemplified later in this paper) lies ingla
as to maximize the sum throughput while satisfying the Qastate space size that increases exponentially with number o
constraints or being fair. Various fair scheduling alduris users. Moreover, computation of such a policy requires the
have been explored in [3], [4], [5], [6]. knowledge of the system model, i.e., the knowledge of the
A scheduling policy is consideregtable if the expected probability distributions of the channel state and thevairi
gueue length is bounded under the policy. In [7], the authgpsocess for each user. This knowledge of the system model is
determine the throughput capacity region of a multi-accesst available in practice.
system, i.e., the set of all rates that can be deliveeidbly We believe that state space explosion and unknown system
under average power constraints. In [8], the authors hammdel are the primary reasons for inadequate attentiorrttsva
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[w]m o~ — state information at the base station, i.e., in every slu, t

- base station has the perfect knowledge of the channel state
Ban <<<< >>>> \I perceived by each user.
BaOn I Let Q¢ denote the instantaneous queue length of a user

i in slot n. Let U¢ denote the number of bits that the base
station can transmiteliably to useri in slot n. Since slot
duration is normalized ta, U; also denotes the rate at which
the base station can transmit to usém slotn. Since the base
station can at most transmit all the bits in a buffer in any,slo

. . . . Ul < Q. We assume thalll’ takes values from a finite and
optimal delay constrained multiuser scheduler structespide n L ; ,
discrete set{. The queue evolution equation for ugeran be

abundant literature in wireless scheduling with variouseot =~

T : written as,
performance objectives. We address this problem by pragosi
a suboptimal scheduler that is based on computing apptepria
indices and scheduling the user with the highest index. The
scheme generate; indices in each slot in Su.Ch_ a fash|on Wﬁ%re I' is an indicator variable that is set tb if user
the delay constraints of the users are satisfied while sti

hievi hiah th hout. We d irate t is scheduled in time sloh, otherwise it is set td). We
achieving a very high sum throughput. Ve demonstrale 1a&y me that the buffer sizé allocated for each user is large

applicability of our algorithm to IEEE 802.16 based systergnd that the i . .
. . . probability of packet drops is negligible. We,
through simulation experiments. To the best of our knomdgcherefore, ignore packet drops in (2). The users specifiy the

there 'S no scheme that Sglvetséhth(:/l ﬁ)_:/(\)/tg('a:m (;X%I'Cimyi F 0S requirements in terms of average packet delay contstrain
comparison purposes, we adapt the M- scheduler 10 Ol ase constraints are known a priori to the base station.

scenario just to illustrate that our algorithm achieves ghhi

sum throughput even while satisfying the delay constraints ) ) o
B. Formulation as a Constrained Optimization Problem

Fig. 1. System Model

Qh 1 =max(0,Q, + Al — I' U, 2)

1. SYSTEM MODEL AND PROBLEM FORMULATION ) _
By Little’s law, the average dela® suffered by the packets

A System Model _ is related to the average queue lengitas follows,
We consider a multiuser TDM system where a base station
schedulesV users on the downlink, as depicted in Figure 1. Q =aD, (3)

Time is divided into slots of unit duration. Only one user can

be scheduled in a time slot. The base station maintains &qu@there g is the average arrival rate. For a constant average
of size B bits for each user. Packets arrive into the queue at therival rate, the average delay can be considered equivalen
beginning of a time slot. The packets are queued at the basg average queue length. Hence we consider constraints on
station until they are transmitted. We assume that the numBgerage queue lengths instead of average delays in this. pape

of packets arriving to the queue of ugdn each slot forms an The long term average queue length for usean be expressed
independent and identically distributed (i.i.d.) procdss A as,

denote the number of packets arriving into the useueue

M
in slot n. We assume that the arrivals in a slot are discrete Q' = lim sup S Z Q. (4)
and finite, i.e., the random variabl¢!, takes values from a M—oo M =
setA 2 {0,..., A}. We assume that the distribution 4f, is _ _ _
not known. Let Q = [Q',...,QN]T denote the vector of long term

The channel quality perceived by a user remains const@erage queue lengths. Lat — [, .. .,a™]" denote the

for the duration of a slot and changes from slot to slot in agctor of the average arrlylal rategj\,[bzgng the average arrival
i.i.d. fashion. This channel model is called block fadingdeb rate for useri. Let 6 = [¢%,...,6"]" denote the vector of

[18]. Let y,, denote the signal transmitted by the base statiiy€ue length constraints. The sum throughput over a long
in slotn. Then the signaRi received by a userrin time slot Period of time can be expressed as,
n can be expressed as, ) L MN

Rl = Hy, + G, & T =liminf - Z Z LU;. (5)

where H! is a circularly symmetric complex Gaussian ran-

dom variable and>?, is the Additive White Gaussian Noise The objective of the system is to maximize the sum through-
(AWGN) at the receiver with Power Spectral Density (PSD)ut while satisfying the average packet delay requiremehts
No. We defineX? a |H!|? as thechannel state for a useri in the users. The scheduling problem can therefore be expresse
slotn. In practice,H’ is a continuous random variable and s@s a constrained optimization problem,

is X . However, in this paper we assume tfg} takes values B .

from a discrete and finite set. We assume perfect channel Maximize 7' subjectto@" <¢* fori=1,...,N. (6)



C. The CMDP Framework channel state. These considerations can be preciselyssegure
as follows:

1) To fulfill the objective of maximizing the sum through-
put, an index must be proportional to the channel state
of the user. This ensures that a user with a better channel
state has a higher probability of being scheduled.

2) The index allocation must be cognizant of the user delay

requirements. A user having a tighter delay constraint

must be given a higher index and hence higher prob-

ability of being scheduled. If the slots allocated to a

user are not sufficient to satisfy its delay constraint,

its queue length would be greater than the desired
gueue length frequently. In order to satisfy the delay
constraint of a user, its index must be proportional to the
aggregate amount with which its queue length exceeds
the desired queue length. This ensures that the user
having a higher aggregate queue constraint violation has
1) Large state space: In our model, the system state space a greater probability of being scheduled.

|s_Iarg_e even_for moderate number_of users. We IIIUStrateTaking these requirements into consideration, we define the
this with a simple example. Conglder a system with 4oy % of a useri in a slotn as:

users. Assume that the base station reserves a buffer of _ _ _

size50 packets (assuming equal sized packets) for each Ky = A, X Uy, (7)

user. Assume that the channel condition of each user
n

can be r_epr_ese_n_ted_usu&gstates, .Wh'Ch 'S & practical adjusted in each slot based on the deviation of the queughleng
assumptlonjusuﬂgd "1 [19]4' For this scer110ar|0, the SYS®@} that user from its desired gueue length. Once the indices
state space contaiii@” x 8% = 2.56 x 10°" states. The Eg‘ determined, the algorithm determines the user with the

Let X,, = [X},..., XY]T denote the vector of channel
states of the users in slat LetQ,, = [QL,...,QN]" denote

n?

the vector of queue lengths of the users in sloThe state of
the system in slot is specified by the tupl8,, 2 (Qn. X,).
The system state spadse= Q" x X'V is discrete and finite. In
each slot, the scheduler chooses a particular user baséx on t
system state. The state of the system in the current slohdspe
on its state in the previous slot and the decision taken by the
scheduler in the previous slot. The objective is to deteemin
an optimal policy that achieves the highest possible thinpug
while satisfying the delay constraints of the users. Hehee t
problem has the structure of a CMDP [17]. However, the
traditional approaches based on Linear Programming (LR) [1
for determining the optimal policy cannot be used because of
the following reasons:

is the weight of usef in slotn. This weight is dynamically

computational complexity of the traditional LP based . hest index with a non-empty queue and non-zero rate, and
approaches is proportional to the state space size [ '

and hence the computational complexity also increasﬁ,.'se
exponentially with users. : - o
2) Unknown system model: Traditional approaches require?ie:(:srlgen?n approach for determining the weigitor a user
the information about the state transition probability of
the underlying Markov process which in turn needd. Determining the Weights
the information regarding the probability distributions As outlined above, if the aggregate queue constraint viola-
of the channel state and the arrival for each user. Thisn of a user is large, it must have a large weight. Hence,
information is not available in practice. we dynamically update the weight in each slot by adding the
To alleviate the problem of unknown system model, reinforcdeviation of the current queue length from the constrairit to
ment learning algorithms [20] could be used. However, witGonsider sequende:,, } that satisfies the following properties:

such a large state space, the learning algorithms would tal e a, =0, lim Z(%)Q < o0, lim Zan — . (8)
n—oo n—oo
n n

edules this user. If there are multiple such users, one of
m is scheduled randomly with uniform probability. We now

prohibitively large time to converge to the optimal schéayl »—=

policy. Hence, we develop an indexing scheme which thou%h

suboptimal, yet performs very well and does not face thed8@ first two properties in (8) ensure that the sequefucg
problems. converges to zero sufficiently rapidly, while the third peoy

ensures that it does not converge to zero too rapidly et
1 Vi. The weight\!, for a useri in slotn is then determined
using the following iteration:

We propose arnindexing scheme that generates indices for i in(L (0, +an x (Q1 —5))), (9)
all users in each slot. We seek to generate indices thatiexplo ™! TR, ax(®, An T an " ’
the tradeoff between maximizing throughput and satisfyinghere L >> 0, i.e., we project the\’ iterates in the interval
delay constraints. The user having the maximum index in[@ L]. The properties of{a,,} ensure that the update rate
slot is scheduled in that slot. Note that maximizing the sunf weight \* is neither too fast nor too slow (following
throughput requires that a user with the best channel stateasguments similar to that of [21]). The stable value of the
scheduled in a slot. On the other hand, if the queue lengthweéight determines the proportion of slots allocated to a use
a user exceeds the queue length constraint, then the sehedhdsed on its delay requirement and thereby the relativeifyrio
has to compromise on the objective of maximizing the subetween the users. The intuition behind (9) is to iteragitehe
throughput and possibly schedule a user not having the bast weight of user so as to satisfy its delay constraint. If

IIl. | NDEXING SCHEDULER



Q! continues to be less than then it progressively reducesdetermine the channel state perceived by the users. On the
the weight\! in the subsequent slots thereby reducing thdownlink, the base station has the knowledge of the queue
probability of user being scheduled. On the other handQif lengths of all the users. The scheduling algorithm can teus b
continues to be more thadt, then it progressively increasesmplemented as a part of nrtPS.
the weight\!, thereby increasing the probability of usdseing The system can be operated in either time division duplex
scheduled and hence increasing the proportion of slots tif@DD) or frequency division duplex (FDD) mode. We assume
would be allocated to user Updation of the weights resultsthe FDD mode of operation where all SSs have full-duplex
in a redistribution of the proportion of slots allocated &®rs. capability. We consider a single carrier system with a frame
If the delays are feasible, the scheme determines an allocatduration of 1 msec and bandwidth of0 MHz. The SSs
such that the delay constraints of all the users are satisfiedemploy the following modulations: 64-Quadrature Ampliud
Theorem 1. X, iterates converge to a stable valde. Modulation (QAM), 16-QAM, Quadrature Phase Shift Keying
Proof: We provide a sketch of the proof in the Appendix(QPSK) and QPSK with a rate 1/2 code; along with a filter
m rolloff factor of 0.22. These provide us with the following
4 rates of transmissior24 Mbps, 16 Mbps, 8 Mbps and4

IV. SIMULATION SETUP AND RESULTS Mbps respectively. We consid&0 connections on the DL

In this section, we demonstrate the following: and assume that the number of connections does not change
1) The algorithm satisfies the delay constraints of all tHever the duration of the simulations. We measure the sum of
users. gueuing and transmission delays of the packets and ignere th

2) The algorithm is efficient in terms of the achieved surropagation delays.
throughput through comparison with the M-LWDF [14]
scheduler.

M-LWDF scheme considers the probability with which a Internet traffic is modeled as a web traffic source [23].
user’s queue length is allowed to exceed a certain targetequé&acket sizes are drawn from a truncated Pareto distribution
length. We assume that this probability is the same for all tfishape factoil.2, mode =2000 bits, cutoff threshold 50000
users and ignore it in the present simulations. Specifictily bits) which provides us with an average packet size&&f0
adapted M-LWDF schedules a usein each slot such that, bits. In each time frame, we generate the arrivals for all the
_ , , users using Poisson distribution. Arrivals are generateani
¢ = argmax o X Un, (10) ii.d. manner across frames.

- . ~ We simulate a Rayleigh chanhefor each user. For a
where 77 is the delay experienced by the head of the "”ﬁayleigh model, channel stat&’ is an exponentially dis-

packet for userj. M-LWDF scheme transmits at a constangipted random variable with probability density functio
power in each time slot. Note that M-LWDF scheduler abjiven by fyi(z) = Le a7, wherea! is the mean ofX'.
tempts to minimize the user delays and does not addregg giscretize the channel into eight equal probability bins
the problem of maximizing sum throughput subject to delgy;in the boundaries specified by (-co, —8.47 dB), [-8.47
constraints. We, therefore, first determine the averagaydel yg _5 4 dB), [-5.41 dB, —3.28 dB), [-3.28 dB, —1.59
experienced by the users under the M-LWDF scheme fBB) [-1.5 dB, —0.08 dB), [-0.08 dB, 1.42 dB), [1.42 dB
various average arrival rates. The values of these delays an g dB), [3.18 dB, oo ) }. We associate a channel state
then considered to be the delay constraints for the indexiigh each bin. The channel state spacets= {—13 dB
scheduler. We determine the average delays experienced by, 7 4B 541 dB. —3.28 dB. —1.59 dB. —0.08 dB. 1.42

the users under the indexing scheduler and also the sy@ 3 13 dB}. This discretization of the state space &f
throughput achieved under it. We perform the simulationgys peen justified in [24]. Users are divided into two groups
within the framework of an IEEE 802.16 system. (Group 1 and Group 2) of0 users each. In all the scenarios
A. The IEEE 802.16 System described below, each simulation run consists of simudatin

) . . .the algorithms fort00000 frames. Results are presented after
In this paper, we concentrate on the pomt-to-muIt|p0|rgveraging oveR0 simulation runs.

(PMP) mode specified in the IEEE 802.16 standard, wheregqqriq 1: | this scenario, we demonstrate that the algo-
a centralized base station (BS) serves multiple subscrigp, satisfies the various user specified delay constrais
stations (SSs). We consider the downlink (DL) transmissiol,gjger two cases: symmetric case and asymmetric case. In
in the residential scenario as in [22] where the BS provideg i, the cases, in each frame, arrivals are generated with a

Internet access to the subscribers. IEEE 802.16 mediuns®cgs,,isson distribution with means0 packets/sec/user. Packet
control (MAC) spemfles the non real-time polling Serv'c?engths are Pareto distributed with shape fadt@ mode =
(nrtPS) for non real-time applications. Although the s ) pits and cutoff threshold 20000 bits. This results in

does not explicitly specify any mechanism for providin%n average arrival rate @f.6948 Mbits/sec/user. We choose
average delay guarantees, the nrtPS service disciplindo&an

extended to C"?‘ter to th_e average dEIay reqUirementS of thﬁ'I'he scheduling algorithm is not aware that the channel iddgty or that
users. The unicast polling service of nrtPS can be usedtie arrival distribution is Poisson.

B. Simulation Details and Results
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Fig. 2. Delay experienced by a user selected at random - synonsase  Fig. 4. Delays experienced under Indexing scheduler witlséhunder M-
LWDF scheduler as constraints

180 ; ; : . . . .
a Poisson distribution. In successive experiments, thenmea
arrival rate is fixed at10,40,70,100,130,160,190 pack-
ets/sec/user respectively. Packet lengths are Paretddisd

with shape factod.2, mode =2000 bits and cutoff threshold

= 10000 bits. This results in an average arrival rate0df386

to 0.7334 Mbits/sec/user in successive experiments. Rest of
the parameters are same as in Scenario 1. We determine
the delays experienced by the users and the sum throughput
achieved. The delays experienced by the users in the M-LWDF
scheme serve as delay constraints for the users in the imglexi

160
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Achieved delay of a user (msec)

40 Achieved delay of a user in Group 2 —&—

20 Achieved delay of a user in Groyp 1 — scheduler. We determine the delays experienced by a particu
20 40 60 80 100 120 140 160 180 user selected at random and the sum throughput achieved
Delay constraint of a user in Group 2 (msec) under the indexing scheduler and compare these with those of

Fig. 3. Delay experienced by two users selected at random feoup 1 the M-LWDF scheme in Figures 4 and 5 respectively. From
and Group 2 - asymmetric case Figure 4 it can be seen that the delays experienced by a user
under the indexing scheduler dmss than or equal to those

, , . under the M-LWDF scheme implying that the delay constraints
a' = 0.4698 (—3.28 dB) vi. In each frame, we general®’ e satisfied. Moreover, from Figure 5, it can be seen that
using exponential distribution with meaw'. We determine {he sym throughput achieved by the indexing scheduler is
the channel state based on the channel bin that conkéires very close to that achieved by the M-LWDF scheme. Note
explained above. We fix the transmission powet @atts. The 4t M-LWDF algorithm attempts to minimize the delay and
indexing algorithm determines the user that is scheduled dges not address the problem considered in this paper (i.e.,
that frame. In the symmetric case, we fix the delay constaing; maximizing the sum throughput subject to satisfying the
of all the users to be equal 15 msec. We then repeat,ser delays). The indexing scheduler, on the other hand,
the experiment with different values of delay constrainthsu 5iers to the delay constraints, and while doing it, we have

as 50,75,100,125,150,175 msec and measure the averag§emonstrated through simulations that it also achievegh hi
delay experienced by each user. The value of the delays fo5, throughput.

a particular user (chosen at random) are plotted in Figure 2.
In the asymmetric scenario, the delay constraint of thesuser V. CONCLUSION
in Group 1 is fixed atl00 msec for all the experiments, In this paper, we have considered the problem of scheduling
while the delay constraint of the users in Group 2 is varied @sers on the downlink of a TDM system with constraints on
25,50, 75,100, 125, 150, 175 msec in successive experimentshe average packet delays over a fading wireless channel. Fo
The average delay experienced by two specific users (eachultiuser queuing system with scheduler on a TDM channel,
selected at random from Grodpand Group2) are plotted in there is an extensive literature on scheduling algorithiasy-
Figure 3. It can be seen from Figures 2 and 3 that the delayer, the specific optimization problem of maximizing thensu
constraints are satisfied in both the cases. throughput subject to constraints on the individual uséayde
Scenario 2: In this scenario, we demonstrate that the systas not been explicitly addressed so far. This is due to the
tem achieves a high sum throughput. We first simulate tfect that while this problem has the structure of a CMDP; the
M-LWDF scheme. In each frame, arrivals are generated witirge system state space and unknown system model render the
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traditional approaches for determining the optimal poficy 7]
a CMDP infeasible. Hence, we have suggested a suboptimal
indexing scheduler that is easy to implement in practicee Th

indexing scheduler generates indices in each time slotland (8
user with the maximum index is scheduled. Our simulations
for the IEEE 802.16 system have indicated that the delalyl
constraints of the users are satisfied while still achievang

high sum throughput. While we have simulated the algorithm
within the IEEE 802.16 framework, it is applicable to an)[/

TDM based wireless downlink scheduling framework. 1]

APPENDIX
Sketch of Proof of Theorem1: Let A, AL ... AMT

denote the weight vector in slat. (9) can be expressed in
the vector form as,

= min(L, max(0, A, + a, x (Q, —4))). (11)

We consider the\ andQ values aftefI” slots for largeT’. Let
b; denote the value ob at the (T x [) th slot. Note that if [15]
the weight\? of useri is increased, over a period of time, its[16]
gueue length))® reduces, thus increasing — Q*. We model
this effect using the following equation: .

Qui=d=GN) = Quu=3+G), (12

where G(-) is a monotonically non-increasing continuous
function of A. Moreover, if Q" — §* increases)\® increases.
We model this effect using the following equation:

A1 = F(Q; —9), (13) 2

where F(-) is a monotonically non-decreasing continuoug;
function of Q; — 4. (12) and (13) form the following fixed
point iteration:

[12]

(23]

Ant1 [14]

[19]

[22]
A = F(G(N)). (14)

Since F(G(+)) is a composition of continuous functions, it id??!
continuous. Thus we have a continuous mapping ffoni]

to [0, L]. Hence, by Brouwer's fixed point theorem [25], theré&?4!
exists a fixed point in0, L]. G(A) being non-increasing in

A, F(G(X)) is non-increasing in\. Hence, the fixed point [25]
is unique, say\, which is denoted as the stable value. The
detailed proof is omitted do to space constraint.
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