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Abstract

We considera traffic flow constrainedby a TokenBucket Regulatorandanalyzeit from aninfor-

mationtheoretic point of view. Specifically, we determine themaximum average information (or the

entropy) it mayconvey in a giventime; whenwe take into account thesideinformationpresent in the

form of variablepacket lengths evenastheflow conformsto theimposedtraffic constraints.This may

haveanimpactona pricingpolicy thatis basedonregulatorparameters.

Index Terms

Quality of Service(QoS) in Internet, Flow Control andToken Bucket Regulation, Entropy and

Pricing

I . INTRODUCTION

Networks that offer Quality of Service(QoS) guaranteesregulatethe traffic sourcesusing

Traffic Regulatorsso that the resultingflows adhereto certain traffic constraints. A simple

Traffic Regulatorthatenforcesa linearly boundedflow is theTokenBucket (or Leaky Bucket)

Regulatorwhichhastwo parameters- thetokengenerationrate � andthesizeof thetokenbucket�
[1].

In this letter, we derive the maximum amountof informationthat a traffic flow canconvey

onanaverage(or theentropy) duringa finite transmission interval while still conformingto the

TokenBucket Regulator. We take into accountthesideinformation,that is presentin theform

of variablelengthsof packets. The ideaof usingindirect meansto convey information or of

‘side informationchannel’hasbeeninvestigatedearlier, by Gallagerin hispioneeringpaper[2].

More recently, [3] gives a detailedexposition to this ideawhich considersinformation thatcan

beconveyedthroughmeansotherthanthepacketcontentsthemselves, for example,by encoding

it into thetiming of packets.Thenetwork, though,couldmaskor distortthis covert channelby

randomlydelayingthe packets. For the caseconsideredin this paper, however, the channel

becomesdistortionfreeaslongastheflow conformsto theregulator.

I I . INFORMATION UTILITY

We considera discretetime model,wherethe sourcetransmits packetsof variablelengths
�����	��
���
�
�
������ atdiscretetimes � ������
�
�
���� respectively; conformingto thenegotiatedTokenBucket

Regulator, with bucket depth
�

andtoken refill rate � . We alsotake asa regulatorparameter,
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���
, the initial token countfor the bucket anddenotethis augmentedToken Bucket Regulator

by � ��� � � � � � ����! . Let "$# denotethe numberof tokensin the bucket just after the %'&)( packet

transmission. Notethat " �+*,�-� . Theconstraintimposedby � ��� � � � � � �.��! is

� #0/1"$#�2 �43 �6587'%:9;�</=%:/ � (1)

If all thepacket lengths� # s areconforming,i.e., satisfy(1) thenthenumberof residualtokens

will evolveas

"$# * >@?BA�� "$#�2 �43 �0C � # � �D! 5
" �E* �-�

(2)

Weseekto maximize theaverageinformationthatthesourcemayconvey in � transmissions

or theentropy of a flow of duration � . We denotetheflow entropy for a particularsourcebyF �G��� �H� ! andthemaximumachievableflow entropy by
FJI �G�-� ��� ! . Themaximum flow entropy

is definedto be the information utility of the regulator. As will be shown later, a sourcemay

achieve themaximumentropy by following anoptimal schedule.Thedependenceon theToken

Bucket Regulatorparameters- � and
�

is to beunderstoodandwill notbestatedexplicitly. We

arguethatthesourcehastwo waysof conveying information to thereceiver.

1) At time % , thesourcetransmitsapacketof length � # . It canthuscontain� # bitsor � #LK�MON �
natesof information.

2) An indirectwayof conveying information is thelength� # of thepacketselected,whichcan

form anindependentalphabet.(We assumethat thenetwork doesnot fragmentpackets.)

Thisarisesbecausethesourcecantransmitpacketsof any lengthsolongasit conformsto

thetokenbucket constraint, i.e., PD/ � #0/1"$#�2 �43 � .
To find theinformationutility for � transmissions,we consideranintermediatestagewhere

thesourcehas N moretransmissionsto make, i.e., just before
� � CQN 3 � ! &)( transmission. Let

therebe R tokensin thebucket, i.e., " � 2TS * R . We assumethat thesourcechoosesto transmit

a packet of length U with probability VXW � R � N ! . As before
F � R � N ! denotesthe entropy in nates

for N slots,with R tokensto begin with ( i.e., subjectto the � �Y� � � � � � R ! constraint).Thenthe
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following recursiveequationmusthold.

F � R � N !Z*
W)[;\^]'_`
W)[ � V;W

� R � N !ba Udc A � Cec A V;W � R � N !
3 F �$>@?BAf� R 3 �0CgU � �D! � NhCi� !8j (3)

Thisequationindicatesthattheflow entropy for durationN is asumof theinformationcontained

in thepacket lengthandpacket contentsof thefirst of the N transmissions,andtheentropy of

theremainingflow consistingof NkC,� transmissions. To simplify notations,we define
F � R � N !

to be

F � R � N !l* F �$� � N ! 5m7fR�n �
F � R � N !l*

W)[;\^]'_`
Wo[ � V;W

� R � N !ba Udc A � Cpc A V;W � R � N !
3 F � R 3 ��CgU � NqC1� !8j 5m7fR0/ � (4)

We seekto find the informationutili ty of theregulatorwhich is themaximum possible flow

entropy. We observe thattheonly meansby which prior transmissionscanconstraintherestof

theflow is throughthenumberof residualtokensleft. Henceto maximizeentropy in a flow of

durationN , thesourcewouldfollow apolicy thatyieldsmaximumentropy for aflow of duration

NrCs� , for eachof the possible residualtoken statesthat it may reach,andthis optimalpolicy

would be independentof theprobabilitiesof packet lengthselectionin previoustransmissions,

i.e., V;W � R � N ! . Thisgives thatfor maximumentropy,

F I � R � N !t* W)[;\^]'_`
W)[ � V;W

� R � N !ba Udc A � Cgc A V;W � R � N !
3 F I � R 3 ��CeU � NhCi� !uj 5	vxwzy��{y|R�/ � (5)

For maximumentropy, theprobabilities VfW � R � N ! arechosento bethosethatmaximize(5) subject

to W)[;\^]'_`
Wo[ � V;W

� R � N !t* � (6)

The optimal valuesfor probabilities, i.e., V IW � R � N ! may be determinedby Lagrange-multiplier

optimization.This optimizationyields

V IW � R � N !}* y W8~�� 
 2 � ]'������\^]'_	2TW�� S�2 �G� ];� � U 
 y 
��
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V IW � R � N !t� y W8~�� 
 ]'������\^]'_	2TW�� S�2 �G� (7)

Theconstantof proportionality maybeevaluatedusing(6). Also,

F I � R � P !t* P'5�7fR
V IW � R � � !l� � W (8)

Startingwith (8), andusing(5) and(7) recursively for N * � to N * � , onecancomputethe

valuesof theoptimalprobabilityscheduleandthecorrespondingentropy for a flow of duration
� subjectto � ��� � � � � � �0��! . Numericalcomputations reveal that entropy increasesalmost

linearlywith � while logarithmically with
�

.

I I I . CONCLUSION AND A REMARK ON PRICING BASED ON TOKEN BUCKET PARAMETERS

Givenassuredperformanceguarantees,pricing of serviceswould bea functionof the regu-

lator parametersandthe flow duration. Our analysisgivesthe informationutility offeredto a

consumerasa functionof theseparameters.It hasbeenarguedthata sustainablepricingpolicy

mustbe a linear functionof both the regulatorparameters� and
�

[4]. This is because,these

parameterstranslatelinearly to the amountof bandwidthandbuffer spacerequiredin thenet-

work. A functionthat is non-linearwould allow entitiesto make profitsby buying in bulk and

selling in chunksor vice-versa. For example,if the priceswereto increasesub-linearly(say,

logarithmically) with buffer spacethena broker maymake profitsby buying a largeamountof

buffer spaceandsellingit in smallfragments.

The information theoreticutility, aswe show, however is not a linear function of
�

. It in-

creasesmuchslowly with
�

. This makes for an interestingcasefor a consumerseekingto

maximizehisutili ty for agivenpriceandthusinfluencetheselectionof parametervaluesfor the

TokenBucket Regulator.
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