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Abstract—In a multi-access fading channel, dynamic allocation
of bandwidth, transmission power and rates is an important
aspect to counter the detrimental effect of time-varying néure
of the channel. Most of the existing work on dynamic resource
allocation assumescapacity achieving codes for various signaling

schemes like TDMA, FDMA, CDMA and successive decoding.

For the capacity achieving codes, the rate achievable by theser
is log(1 + SNR), where SNR denotes the signal to noise ratio
of the user at the receiver side. However, codes that are uséd
practice have a finite gap to capacity, i.e., the achievableate is
log(1 + 2X2) for T' > 1. The exact value ofl' depends on the
coding strategy and the desired bit error rate. Many existirg
resource allocation techniques that are optimal for capady
achieving codes perform sub-optimally in presence of the cing
gap. For example, successive decoding does not always miidm
the sum power required for providing the desired rate to each
of the users for I' > 1. The problem of minimizing the sum
power while guaranteeing the required rate to each of the uss
is important for both real-time and non real-time applicati ons,
and is addressed here. We obtain the resource allocation this
optimal for the above problem in presence of the coding gap.

I. INTRODUCTION

We consider a Gaussian multi-access fading channel w

perfect channel side information (CSI) at the transmittard

the receiver. This models many important practical syste
including the uplink of wireless LANs and the cellular sy
tems. In a multi-access fading channel, dynamic allocati
of bandwidth, transmission power and rates is an import

aspect to counter the detrimental effect of time-varyinrea

of the channel [1], [2], [3]. Most of the existing work on

dynamic resource allocation assuneapacity achieving codes

for various signaling schemes, such as code-division pialti
access (CDMA), time-division multiple access (TDMA) an

frequency-division multiple access (FDMA) [4], [5], [6].0F

capacity achieving codes, the rate achievable by the use

where SNz denotes the signal to(ftability for each user. Recently, the problem of minimigin

given bylog(1 + SNR),

noise ratio of the user at the receiver side. However, co
used in practical scenario have a finite gap to capacity. Fth%
variety of uncoded and coded modulations, this gap to cgpac(hat

can be approximated by scalingN R with a factor (/T)

for ' > 1 [7], i.e., the achievable rate is approximatel
log(1 + %). Moreover, this gap to capacity is constan
with SNR for a number of coding techniques and depen
only on the probability of error®.). For example, in case of
PAM/QAM, I' = 9.5 dB at P. = 10~ 7. Strictly speaking, this

coding gap to capacity is a function 6fNV R, but it can be

approximated to be constant over a large rang8 NfR. The
modified SN R can now be used in any optimization setting in
the same way as that for the capacity achieving colles ().

We consider the system with/ users. (We use the terms
“user” and “transmitter” interchangeably.) A uskrrequires
rate R, in each slot, where slot duration is equal to the
channel coherence time. Thus, the channel gain is assumed
to be constant in a slot, but it can vary from slot to slot. Let
h(t) = [h1(t)---hp(t)] denote the channel gains in slat
i.e., if userk transmits at poweP in slot ¢, then the received
power ishy(t)P. The coding strategy, and hence the coding
gapl is specifiedOur aimisto determine a signaling strategy
and the resource allocation for the given signaling strategy so
as to minimize the sum transmit power while providing the
desired rate to each of the users for any given h(t). We note
that for any given signaling strategy, the resource allooat
has to be dynamic depending @&f{t). Clearly, this problem
is of interest for real time applications as they requirdcstr
delay guarantees. Next, we illustrate why this problem is of
ilﬂ%erest even for non-real time applications.

For non-real time applications, let each userdesire a
long term rater;,. Note that unlike real-time applications, this

"Tite need not be provided in every slot. We can view this
gxstem as follows: higher layer of the protocol stack feeds

75 bits to the multiple access control (MAC) layer buffer of
k*™® user in every slot. In slot, MAC layer servesRy (t)
bits from the buffer, whereR,(t) < Qx(t). Here, Qx(t) is
the number of back-logged bits in the buffer (queue length)
of user k in slot t. Then, to provide the required rate to
ach user, it suffices to ensure that the expected queudnlengt
or each user is bounded (queue is stable), mathematically

rs1|1§tIE[Qk(t)] < oo for eachk. Thus, providing the required
long-

term rate to each user is equivalent to ensuring theeue
e average sum power required for ensuring stability of all
gueues has been studied extensively [8]. It has beemshow
, In each slot, transmitting, bits from each usek such
that a functionV P(R, h(t)) — 21:1 Qr(t)Ry is minimized
chieves the required goal, wheve is a sufficiently large
onstant. HereP(R, k) is the sum power required to transmit
= [R1 --- Ry bits in the multi-access channel experienc-
ing channel gaingi(t). Note that the functionP(R, h(t))
depends onR, h(t) and coding and signaling strategy em-
ployed. The previous work assumes that the functitin -)
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is specified. The optimality of the above scheme is shown
for any non-negativeP(-,-). Thus, for truly minimizing the
average sum power while guaranteeing stability for a given
coding scheme, one needs to determine a signaling scheme



that achieves the minimum sum power while guaranteding case with coding gap does not follow directly from the known
when channel gains ate. This shows how our problem is of results. This is because the optimal resource allocation fo
interest for non-real time applications. SCSD is obtained from the key property that the rate region

Next we review the related work. In the absence of codirl§ @ Polymatroid structure [9], [10]. This key property does
gap, the rate region of a multi-access fading channel is"qt hold in the presence of coding gap, and hence the optimal
polymatroid structure as derived in [9]. In [10], the prablef resource allocation fo_r SCSD has to be obtalned afresh.
minimizing the sum power of the users under the constrairtg?fter the power optimal resource allocation is obtained for
of providing them with minimum defined rates is considered’PMA and SCSD for the giveik andh, the optimal signaling
Non-orthogonal signaling likeuperposition coding along with 1S obtained as the one that requires a lower sum transmitipowe
successive decoding (SCSD) at the receiver is shown to be thé&tere, this strategy is referred aslaptive strategy. To obtain
optimal strategy with appropriate power allocation. Hoerev insights into when a certain S|g.nallng scheme w_ould perform
the analysis here considers only the capacity achievingsodPetter than the other, we investigate how the optimal resour
In presence of coding gap, the results in [9], [10] do not hol@llocation depends ofi and h. .

Indeed, [7] shows that the SCSD is not an optimal signaling in T"e paper is organized as follows. In Section Il, we present
presence of the coding gap. Specifically, [7] considerstaadi the system model. In Sections lll and IV, we obtain the optima
white Gaussian noise (AWGN) multi-access channel with twigSource allocation for FDMA and SCSD, respectively. In
users, and shows the existence of rafds R, for which SectionV, we quantify the dependence of the optimal resourc
the power optimal signaling is FDMA and not SCSD, i.e@llocation onl” andh. In Section VI, we conclude.

the minimum sum power under FDMA is lesser than that Il. SYSTEM MODEL

ynder .SC.:SD‘ The sum power under a given Sigr.‘a””g sChem‘?/\/e consider a multi-access channel fading with users
is minimized over all possible resource allocations fort tha].i '

. : . e is slotted. The channel is time-varying with(¢) being
signaling scheme. For FDMA, resources are bandwidth a CE'enfading state ok'" user in slott. The fading is assumed to

power alloted to each user, while for SCSD, resource is ol f1at We assume AWGN with spectral densi. All the

the power at which each user transmits. Authors in [7] alsQ .
users use the same codes and hence have the same coding gap

show that FDMA i_s not power optimal signaling for all theF to capacity. We consider a discrete time channel
values of the required rates, i.e., there ex®{sand R, such '

that the power optimal signaling is SCSD. Thus, the choice M

of optimal signaling depends on the rate requirements. We Y () =Y Vhe(O)Xe(t) + Z(2),

note that [7] does not consider multi-path fading, i.e., the k=1

channel gains were assumed to be time invariant. In fadiaghere Y (¢) is the received signal int" time slot, X (t) is
channel, the optimal signaling depends not only on the ratee transmitted signal gf** user int'" time slot, andZ(t) is
requirements, but also on the fading state which changesttig noise. LetR = [R; - - - Ry;] denote the rate requirements.
every slot. Unlike [7], which only provides an existenceulgs ~ The objective is to minimize the average sum power con-
one of our key contribution is to explicitly compute powestrained to providing a minimum rat&;, to each usek in
optimal signaling scheme for any given rate requiremdts every channel state. Next, we obtain the optimal resource
and the channel fading stake Our contributions are explicitly allocation for FDMA and SCSD for any giveh.

mentioned below:

e As discussed above, for any givéh andh either SCSD or Hl. OPTIMAL RFTSOURCEAITLOCAHON F.OR FDMA.

FDMA is power optimal. Thus, our approach is to obtain the Here, we determ|ne the optlmel .bendW|dth allocation and
power optimal resource allocation for FDMA and SCSD fopOwer allocation echeme that minimizes the sum power of
any givenR and h. The optimal signaling is then obtainedne Users constramed_to prowdlng the minimum defined rate
as the one that requires the lesser sum power between (.?a.Chk for FDMA signaling. The problem can be math-
two signaling schemes. As a first step, we obtain the Optmﬁ{patmally formulated as follows. Let the current .channel
bandwidth and power allocation for FDMA. We note that thatate be denoted by Let a power _allocatlon pohcy _be
concept of changing the bandwidth allotted to users depgndip(h) = [P1(h)--- Pyr(h)], and bandwidth allocation policy
on h has not received much attention in the literature. This %(ht)h: [al(.h) “--anr(h)]. Here,Py(h) is t.he power ellotted
because the rate region achieved by FDMA is a strict sub ¢k user in channelthstath, _and a(h) is the fraction of

of the rate region achieved by SCSD when capacity achieviRgndwidth allotted ta:™ user in channel statk. Thus, for
codes are used for any given average power constraint. THIETY # we have

primarily, the power optimal resource allocation for SCSD i
widely explored in the literature [9], [10]. But, the optitita

. . . Toax(h) @
of SCSD IS no Ion_ger true in the presence of cod_lng 9ap [ Vithout loss of generality, we assume that the total banttwid
Thus, unlike previous work, we need to determine optima

resource allocation for FDMA signaling. IS 1. Clearly, the sum power is minimized when (1) is satisfied

_ ) _ with equality for eachk. Thus, from (1) we have
o Next, we obtain the optimal resource allocation for SCSD "

signaling. Even though the optimal resource allocation for (eak(kh) — 1lo%ai(h)
SCSD is well known for the capacity achieving codes, the Py(h) = hr :

Ry, < ag(h)log (1 + Pi(h) ) .




Using the above relation, we get the following optimizationfor I' > 1 is the same as that fdr = 1. First, we note that
when (3) is satisfied with equality,

M (ef_: — 1)l'o?a
minz — i (eftrr —1)T (02 + Z;:ll Pi(r)h,r(i))
" b Py(m) = Y
M B (k)
Subjected t0:) "oy = 1,and « € [0,1]". (2)  Theorem 1: Let n*™ denote the optimal decoding order
k=1 for a givenT' > 1. Then,7*T) = 7* for everyT > 1.

_ - (eRr/ok _1)Toay _ Proof: Suppose, for somé& > 1, «#*(I') # «*. For
We first note that the functmﬁ—h is strictly brevity, let # = =*(T'). Then, there existsn < M such

convex fqrak € [FO;}].I;I'/TS is beca.u.se the second derivative g}, 5 ha(m) > hx(mi1). Let us construct another decoding
the function & hina ®) is positive foray, > 0. Thus, the grder ' such thatr' (k) = = (k) for k & {m,m + 1}, and
objective function is the sum of convex functions, and héhcer’(m) = w(m + 1) and#’(m + 1) = w(m). In other words,
is also a convex function. Clearly, the set of feasible soh# we obtainw’ by swappingm'™ and (m + 1)** user in the
is convex. .Thus,_ the above problem is an instanc_e of thlecoding order ofr. Thus, clearly from (4)Py(m) = Py(7')
convex optimization problem [11]. For convex optimizationfor everyk < m. Now, let us consider the following:
polynomial complexity algorithms using interior point rhetl a1 —

have been proposed [12]. These algorithms can be used to P, h _ P e

obtain the optimal resource allocation for FDMA signaling. ; (B ; () o 1y

IV. OPTIMAL RESOURCEALLOCATION FOR SUCCESSIVE - Pm(”)hf(m) + Pm“(”)h”fm“)
DECODING =P (7 ) hrr(m) = P 1 (7)) s (1) -

For SCSD, we need to specify the decoding order.zet Now, we note that
[7(1)---7(M)] denote a permutation on the set of users. We

Pr(m) hor(my — Pt (7)) Pr (1,
say thatrr is the decoding order if (M) is decoded first, then (7)) 1 () ()

(M — 1) and so on untilr(1). Thus, for ther(k)** user, = —T (e = 1) P (7Y (m)

signals from the users(1) to n(k — 1) act as interference. 5 R " ) m_1

Note that for a givenr, the power allocatior? has to satisfy = —T? (effrom —1)(effromtn —1)|0 +ZPi(7f)hw(i) .(5)
the following relations so as to provide the desired rates to i=1

each of the users. For eveky Similarly,

Ll A3) Prg1 () 1) = P (7 ) e (m)
' = R7T m
N(EI5 bty Py +02) =T (efremst) — 1) Py () hin(om)

m—1
The objective isninp » 3", P;, where P and satisfy (3). =T7? (eftrtm —1)(efmomtn) —1)<02+ZR- (ﬂ')hw(i)) (6)
Clearly, for a givenr, the minimization ovel? happens when i=1
(3) is satisfied with equality for every. Thus, the problem  From (5) and (6), we conclude that
boils down to finding the optimal decoding order.

Rw(k) <log (1 +

m—+1 m—+1
- ’
A. Optimal Decoding Order and Minimum Sum Power 1; Pi(m)ha(i) = kz_:l P - (7)

In the absence of coding gad' (= 1), the decoding g o, (4) and (7), it can be seen thBj(m) = Py(x') for
order that minimizes the sum power while guaranteeing t(%z

X ; . . eryk > m+ 1. Now, sincer is the optimal decoding order,
desired rate to each of the users is obtained in [10]. In [1 k>:10w {ﬁat P g
the authors have shown that the optimal decoding ortler o
satisfies hy-(1) < -+ < hge ) irrespective of the rate /

: . . — <
requirementsR. Thus, the optimal power allocation can be ZP’“(ﬂ) ZP’“(W )<0

obtained using a greedy procedure. The key property ulilize jD:l P =t P (x)—P N <o

to prove the result is that for any givenandS C {1,..., M}, m () + m“(ﬂl) m(7) / me1(7) <
>res Bi = log (1 + 72’“5501_}(“)}”“), where Py (m) is the = Pm+11(77) - P”i(” ) < Prga(m) = B (m)
transmit power for usew(_k) under decoding ordeﬁ..This = h < W . (8)
property yields polymatroid structure for the rate regiomer m(m+1) m(m)

SCSD (for complete details, see [10]). Now, the polymatroitihe relation (8) follows from (5) and (6) ds: () = hrr(m+1)
structure is used to derive”. We note that the aforementionedand A, 1) = hr/(m) by the construction ofr’. But, note
property does not hold whel® > 1, and hence the ratethat (8) provides a contradiction as we have chosesuch
region for SCSD may not be a polymatroid. Thus, the optim&éiat /..(,,,) > hr(m41). This proves the required. ]
decoding orders fof' = 1 andI' > 1 need not be the same. Next, using examples, we demonstrate that indeed for the
But, as we show in the next result, the optimal decoding ordgiven R andT’, there exist channel statéssuch that FDMA



Parameters

User 1

User 2 User 3 Sum
h 0.7 0.6 0.5 -
o in FDMA 0.2979 0.3579 0.3443 1.0000 Dotted: User 1 Dotted: User 1
PinFDMA | 1.6 x107% [ 21x10°% [ 21x 1078 | 5.8 x 10~ ¢ Dashed: User2 of  Dashed: User2
PinSCSD| 10°° Tx10° | 4x10°5 | 11x10°° e | e
B B
TABLE | g - g
FDMA ACHIEVES BETTER PERFORMANCE THAN THAT OFSCSD g, &’
Parameters User 1 User 2 User 3 Sum . )
h 0.7679 0.008 1.4386 - :
o in FDMA 0.1641 0.6704 0.1655 1.0000 : =
PinFDMA | 22x 1077 | 42x107% | 221 x 1077 | 4.63 x 10~ © .
PinSCSD | 47x10 8 | 27x10 0 | 5x10 7 | 325x10 ° Goting Gap Coding Gap
TABLE I

SCSDACHIEVES BETTER PERFORMANCE THAN THAT OFFDMA

gives lesser sum power than that of SCSD and vice versa.

(a) FDMA (b) SCSD

ig. 1. Variation of power of users with coding gap when (a)M#strategy

. SCSD strategy is used. Herd = 3, [R1, R2, R3] = [1.0,1.4,1.9],
examples are presented in Tables | and Il. Here, we assU\€n,, hs] = [0.4,0.6,0.5], o = 10~5

that the system has three usdrs= 7 and R = [1.2 1.4 1.3].

V. EFFECT OFI" AND h ON OPTIMAL RESOURCE
ALLOCATION

Here, we investigate how resource allocation varies wi

(1) coding gap and (2) channel states.

A. Dependence on Coding Gap T'

In this section, we analyze how the optimal power allocatic £
in case of FDMA and SCSD dependsBunder the condition
that all other system variables remain unchange. We already
know that when there is no coding gdp £ 1), the minimum
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sum power for allh is achieved by SCSD. But as the coding

gap increasesl(> 1) this is no longer true, i.e., fof' > 1
there existsh such that the minimum sum power is achieve

Fig. 2. Variation of the minimum average sum power of usersFidMA,
CSD and Adaptive Strategy in a Rayleigh Fading channel witmber of
ers in the system. Hetd R® = 5, ¢ = 10~5. In (b), the plots for FDMA

by FDMA. Here, we attempt to find a reason behind this. strategy and Adaptive strategy are overlapping.
1) FDMA: First, we explore the dependence of optimal

power allocation under FDMA on the coding gdp Let

Firstly, asT' increases, the transmit power of the users in-

us fix R and h. Now, let the optimal power allocation andcréases exponentially, where the exponent depends ifis
bandwidth allocation for FDMA be given bpPPMA and can be seen in Figure 1(b). It follows that &sincreases

a for some coding gaf’. Now, PFPMA and o are the the power consumption of a user under SCSD increases at a
solutions to (2). From (2), it is clear that for the codingﬁnUCh higher rate than that of the _respective user undgr_FDMA
gapAT, the optimal power and the bandwidth allocations arférategy (except for the user that is decoded last). Thitagxp
~PFDMA and o, respectively. Thus, the power requiremerWhy FDMA can achieve better performance than SCSD for
under FDMA increases in proportion to the coding gap. This > 1. Secondly, the power consumption of the user to be
can be seen in Figure 1(a).

2) Successive Decoding: Now, we explore the dependenceFM wherel is the number of users in the system. Thus, as the

of optimal power allocation under SCSD on the coding g

decoded first is lower bounded by a quantity proportional to

;ﬁymber of users in the system will increase, FDMA strategy

I. As before, let us fixR and h. Let the optimal decoding Will start outperforming SCSD and the power consumption
order and the power allocation leand PSSP, respectively. N FDMA strategy will eventually converge to that of the

Then,

Prk)

Y

>

(eRﬂ'(k‘) — 1)F(O’2 + Zfz_ll Pﬂ(l)hﬂ'(l))

P (k)

kf
(eRﬂm - 1)F(Zi:11 Priiyha())

Iy

Fk (eR,r(k) _ 1)0.21—[;@:—11 ((6Rﬂ(i) _ 1)h7r(i)>

P (k)

(from (4))

‘Adaptive Strategy’. This can be seen in Figure 2(a) and
Figure 2(b). These show the variation of minimum average
sum power required by the users in a Rayleigh Fading channel
when FDMA strategy, SCSD strategy and Adaptive strategy
are used with the number of users in the system. Here, for
a given number of users in the system, the minimum rate
required for every user is same iR = Ry.. = Ry = R°
where M R° = 5.

B. Dependence on the Channel Sate h

First, we note that changing to vh is equivalent to

Thus, the power of the user(k) is lower bounded by a changingl’ to '/ while keeping the same channel state.
quantity that is proportional t6*. This has two implications. Hence, the observations in the previous section apply fdesc



shows the rate at which power for the user, whose channel
quality worsens, increases under FDMA and SCSD. The rate
is higher under FDMA than that under SCSD. Fig. 3(c)
shows that the power for users whose channel remains same
does not change under SCSD, while under FDMA the power
requirement increases. Finally, Fig. 3(d) shows that the &

’ increase of sum power under FDMA is higher than that under
SCSD. Hence, even when initially FDMA was an optimal
signaling, SCSD becomes the optimal signaling as the cthanne
quality for userk = 1 becomes worse.

Dashed: FDMA
Solid: SCSD

Y

Dotted: User 1
Dashed: User 2
Solid: User 3

— ]

100 200 300 400 500 600 700 800 900 1000 100 200 300 400 500 600

m m

Bandwidth (W)

L

Power requirement of user 1 (W)

700 800 900 1000

(a) BW allocation (b) P; under FDMA and SCSD

VI. CONCLUSIONS

We addressed the problem of minimizing the sum power
subject to providing the desired rate to each user in multi-

S | Dashed: FOMA S) pached: FOMA access fadln_g channel in the presence of codmg gap. We
g | solid:scsD £ | Solid: SCSD showed that in the presence of coding gap, SCSD is no longer
5 5 an optimal strategy in all the channel states and also tleat th
2. 2 are certain channel states where FDMA outperforms SCSD.
£, § For these channel states, we determined a power optimal
? g’ bandwidth allocation policy as a function of the channelesta
. £ vector. This shows the benefit of the dynamic bandwidth
& e e e e W w e w s s alllocation in the presence of coding gap (dynamic FDMA).

Further, for the channel states where SCSD is optimal, we
showed that the optimal decoding order is to decode the users
in the decreasing order of their channel gains independent o
Fig. 3. HereM =3,T =7, [R1, Re, R3] = [1.2,1.2,1.2], [h1, h2, h3] =  their rate requirements. Finally, we developed some irisigh
[0.4,0.6,0.5], 0 = 1075. We plot various performance measures as channﬁlOW the minimum sum powers for SCSD and FDMA depend
for the user 1 degrades, i.e., it changes frbmto k1 /m. .

on the channel state vector and the coding gap.
shift in h. Now, we explore the dependence of the system
performance on the channel state of an individual user.

1) FDMA: Let us consider two channel state vectérs
andh? such thath;, = hj for all k # m andh}, > h2,. Thus,
h? corresponds to the channel state vector in which user 2]
has worse channel gain than thatih, while the channel gain
of all the other users remain unchanged. &étanda? denote
the optimal bandwidth allocation fds' and h?, respectively.
Then, we show the following.

Lemma 1: The optimal bandwidth allocatiom! and a? 1
satisfy thata), < o2, andaj > o2 for everyk # m. [5]
The proof for the lemma is omitted because of space con-
straints. From the above lemma it follows that change in th&!

(c) Ps under FDMA and SCSD (d) Sum Power
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