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ABSTRACT. The paper presents an overview of a mathematical and computational enhancement of Horowitz’s
QFT design procedure. The enhancement uses methods of interval analysis and is called as interval QFT, or IQFT.
IQFT addresses and solves some of the fundamental issues in QFT, concerning selection of design frequencies,
selection of controller phases in bound generation, approximation of plant templates with finite plant sets, and
generation of plant templates and controller bounds with reliability and to a prescribed accuracy. An example is
presented to illustrate the key features of IQFT.

1. INTRODUCTION

Over the last decade or so, Horowitz’s quantitative feedback theory (QFT) approach [9] to robust control
system design has been gaining popularity among control researchers. The QFT approach comprises of a collec-
tion of techniques for dealing with several classes of uncertain plants: linear and nonlinear, time-invariant and
time-varying, lumped and distributed, single input-output and multi input-output, single-loop and multiple-loop,
etc. Recently, several researchers have shown that the QFT technique is more general and powerful than other
robust control approaches, see for example, [4], [11], [24], [35], [36].

The QFT approach (like all other robust control approaches) is based on mappings involving point numbers.
It is the thesis of this paper that several key enhancements to the point QFT approach can be obtained by
adopting a fundamentally different approach based on mappings involving intervals. The interval based QFT
approach, or simply, the interval QFT (IQFT) approach, provides guarantees on the reliability and accuracy of
the generated plant templates and controller bounds, and automatically produces error estimates. Further, the
key issues of finite frequency selection in design frequency set formulation, finite plant approximation in template
generation, and finite phase selection in bound generation are resolved in the interval QFT approach.

The idea behind interval approaches is to design algorithms, which in a single computation, do the approxima-
tion and a rigorous error analysis. With interval approaches, one can directly deal with interval sets containing
infinitely many points, and perform set operations such as subdivisions, unions, intersections, finding convex
hulls, testing for set inclusion, testing for disjointedness of sets, etc. For a general introduction to the interval
analysis (IA) approach, the reader may consult [15].

The IQFT approach is being pursued in the interval mathematics - QFT group at IIT Bombay. IQFT can be
applied to any problem that can be solved with point QF T methods, but is surprisingly richer in its consequences:

Interval Analysis based Template Generation (IATG) algorithms provide several guarantees: the templates
are (a) guaranteed to be of prescribed accuracy, (b) guaranteed to be reliable - that is, an assurance of correctness
of the computed numerical results is provided, in face of all kinds of computational errors, such as round-off,
truncation, and approximation, (¢) guaranteed to enclose all actual template points, thereby avoiding any loss
of robustness due to template approximation errors.
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Interval Analysis based Bound Generation (IABG) algorithms also provide several guarantees: the bounds
are (a) guaranteed to be robust against template inaccuracies, in the sense that regardless of the accuracy of
the interval plant template used these can never lead to violation of the specifications, (b) guaranteed to be
robust against phase discretization, so that no blip in the bounds can lead to violation of the specifications,
(¢c) guaranteed to be reliable, despite all kinds of computational errors, such as round off, truncation, and
approximation; the algorithms also offer key improvements: (d) the bounds are obtainable usually in much less
time, and (e) a posteriori error estimates are readily available from the bounds.

Before proceeding to describe IQFT methods, the various ways in which the design problems can be posed in
QFT are first categorized.

1.1. Classes of QFT Design Problems. Class A problem : “Given the design frequency. Then, how
does the QFT designer generate the plant template and compute the controller bounds so that the latter are
guaranteed to be reliable over designer-selected controller phase intervals 7 ”

On the other hand, at the given frequency, the QFT designer may wish to specify a priori the desired accuracy
of the controller bounds, and leave it to the algorithm to automatically arrive at the appropriate controller phase
intervals. This situation leads to the following problem class:

Class B problem: “Given the design frequency. Then, how does the QFT designer generate the plant
template, and the controller phase intervals with their corresponding controller bounds, so that the bounds are
guaranteed to be reliable and have a prescribed accuracy 7”

At an even more advanced level, the designer may wish to specify only the desired accuracy of the controller
bounds, the range of design frequencies along with the desired spacing between the bounds, and leave it to the
algorithm to automatically arrive at whatever frequency and controller phase intervals are appropriate. This
situation leads to the following problem:

Class C problem : “Given a range of design frequencies. Then, how does the QFT designer generate the
frequency intervals and the plant templates, and the controller phase intervals with their corresponding controller
bounds, so that the bounds are guaranteed to be reliable, have a prescribed accuracy, and be spaced apart as
desired 7

To solve problems of class A, the QFT designer can execute an IATG algorithm for generating the interval
plant template and then apply an IABG algorithm to compute the controller bounds over designer-selected phase
intervals.

To solve problems of classes B and C, the QFT designer can execute the appropriate unified procedure (cf.
section 4). The unified procedures combine template and bound generation steps for generating bounds of
prescribed accuracy, and appropriate controller phase and design frequency intervals are selected automatically
in the procedures.

The issues of finite frequency and finite phase selection in point QFT are resolved in the unified procedures,
along with the issue of finite plant approximation that troubles all point-based methods of template and bound
generation. It may be pertinent to note here that “point methods and computations with ordinary floating-point
numbers have no direct way of dealing with sets containing infinitely many or uncountably many points” [16,
section 5], and further, “using point methods, there may be no indication, let alone guarantee, of the accuracy
or completeness of the results” [8].

The rest of this paper is organized as follows. In sections 2 and 3, an overview of the various IATG and
TABG algorithms is given. In section 4, a procedure to solve design problems of class C is outlined. In section
5, concluding remarks on IQFT are given.

All computations in this work are done on a PC / Pentium IIT 550 MHz machine using the interval arithmetic
toolbox INTLAB that runs under MATLAB [28].

2. INTERVAL TEMPLATE GENERATION
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Consider a plant represented by the transfer function g (s, A), where A = {X,,.... A\, } is a real vector of the
fundamental system parameters and s is the Laplace variable. Suppose the parameters A\; vary independently
over given real intervals AY, so that we have a box A® = {A,....A?} of plant parameters.

Denote the phase angle and magnitude functions of g(s,\) as fang(w,\) = arg g (jw, ) ; frmag(w, ) =
lg (jw, A)|, where w is a given frequency. Define the angle-magnitude function f as f(w, A) = (fang(w, A); frnag(w, A)).
Then, the set G (w) := {f(w,A), A € A®} defines a region in the angle-magnitude plane (i.e., in the Nichols chart),
called the template of g (s, \) at the given w.

Definition 2.1. The expression which arises if each occurrence of X in f(w, \) is replaced by A, if each occurrence
of a predeclared function (like sin, cos,exp,etc.) is replaced by the corresponding predeclared interval function,
and if the arithmetic operations in f(w,\) are replaced by the corresponding interval arithmetic operations, is

called as the natural interval extension of f(w,A) to A. The natural interval extension of f to A is denoted as
F(w,A).

Example 2.1. (Natural interval extension) If f (X) = 1—5X+1/3)\%, then F (A) = 1—5A+1/3A2? is the natural
interval extension of f (X\). As another example, if f (A) = Ay *sindg — As, then F(A) = Ayx ISIN (Ag) — As is
the natural interval extension of f (X), where ISIN is the pre-declared interval sin function in some programming
language.

One can compute F(w, A) and obtain, with a single evaluation of F', a template comprising of a single angle-
magnitude rectangle. By inclusion property of natural interval extensions [15, Theorem 3.1], F(w, A) encloses the
actual template G (w). However, this angle-magnitude rectangle F(w, A) usually has a width that considerably
exceeds the specified width e.

Therefore, one may repeatedly subdivide (or partition) the parameter box, find the evaluations of F' over
the subboxes using interval arithmetic, and take the union of the results to get templates comprising of smaller
and smaller angle-magnitude rectangles which give increasingly accurate information about the actual phase-
magnitude values. It is a fundamental result in interval analysis that as the partition of the parameter box
is refined, these templates will converge to the actual template. The partition or subdivision process can be
stopped when the widths of all the angle-magnitude rectangles is less than e.

Depending on the way the subdivision is done, IATG algorithms can be cast into three categories:

2.1. TATG using Uniform Subdivision. The uniform subdivision process has been originally suggested by
Moore [15, sec. 4.1] in a general setting of finding the range of a function, and for QFT template generation in
[29] as follows.

First, find a uniform subdivision factor N for all parameter intervals, making use of an inequality relation
in [15, equation 4.5]. Then, subdivide each parameter interval into N equal subintervals with this subdivision
factor, and create a so-called uniform subdivision partition. Lastly, evaluate F(w, A) over the subboxes of the
uniform partition, in a parallel manner, using vectorized operations. It can be shown from the work of Moore
[15, sec. 4.1] that every resulting angle-magnitude rectangle is of width at most e, and that the collection of all
these rectangles constitutes the required template which necessarily contains the actual one.

The below example illustrates the uniform subdivision process.

Example 2.2. (Uniform Subdivision): Let f (A1, 2) = A1 (1 — A1) + g, with Ay € Ay = [0,0.25] X2 € Ag =
[2,4] . Subdividing Ay and Ag into N = 2 subintervals of equal width gives four resulting subbozes. Euvaluating
the natural interval extension F over the four subboxes gives the maximum width of F' over all these subboxes
as 1.125. If N = 3 is chosen, the mazimum width of F' over all the nine resulting subbozes is found to be 0.75,
whereas for N = 10,100 the same is respectively 0.225,0.0225. However, as discussed below, a major difficulty
in this approach is that one usually does not know in advance the exact value of N required to achieve a specified
mazimum width of F.
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The advantage of the uniform subdivision based algorithm is that it is a single step algorithm - the template
can be generated with a single interval evaluation of F for each subbox of the partition, and moreover, this can be
done in a parallel manner for all the subboxes using vectorized interval arithmetic operations. The disadvantage
of this algorithm is that N is usually heavily overestimated, due to overestimation in the subdivision factor
calculation [25] and in Moore’s inequality referred above. Consequently, a much larger number of subboxes than
required will be generated with such a N. Therefore, it is clear that the amount of computational effort may be
rather large in this algorithm, which may lead in turn to correspondingly large computation times.

2.2. TATG using Adaptive Subdivision. The adaptive subdivision process is also well-known in general
setting of range finding in IA literature, see, for example [13]. It has also been recently used (together with the
interval Gauss-Seidel method) for template generation in [20] as follows.

First, evaluate F' over the current parameter box, and check the width of the resulting angle-magnitude
rectangle against the specified maximum width e. If the specified width is exceeded, then bisect the box into
two subboxes by cutting in the coordinate direction in which the box is longest. Discard the original box. Pick
any one of the two subboxes, and put the other subbox in a processing list. Successively subdivide the picked
(current) subbox till the width of the resulting angle-magnitude rectangle is at most . Then, write the angle-
magnitude information to a solution list, and discard the current subbox. Repeat the above for all subboxes
created in this process. Finally, output the generated template as the collection of all angle-magnitude rectangles
present in the solution list.

The below example illustrates the adaptive subdivision process.

Example 2.3. (Adaptive Subdivision): Let f (A1, 2) = A1 (1 — A1) + Ao, with Ay € Ay = [0,0.25], g € Ag =
[2,4], as in previous example. Further suppose that the specified maximum width of F ise = 0.1. Let w (F) denote
the width of F. FEvaluating the natural interval extension F (Ay,As) = Ay (1 — Ay) + Ag over the given A gives
F =2,4.25], w(F) =2.25. As w(F) > e, A is subdivided along its longest component direction, which is here
component direction 2. This gives two subbozes denoted as A = ([0,0.25],[2,3]) and A® = ([0,0.25],[3,4]) . The
first subbox A% is next processed, while the other subboxz Ab is sent to a list for later processing. Next, F is evaluated
on A* to get F(A%) = [2,3.25],w(F) = 1.25. As w(F) > e, A® is subdivided along its longest component
direction, which is again component direction 2. This gives two subbozes denoted as A°* = ([0,0.25], [2,2.5]) and
A% = ([0,0.25],[2.5,3]) . The first subbox A** is processed next, while A% is sent to the processing list. The
subdivision is repeated on A°* and its siblings till w (F) < e. Then, the next box from the processing list is picked
and successiely subdivided till its w (F) < e, and so on.

The advantage of this algorithm is that it generates a considerably much smaller number of angle-magnitude
rectangles in the template, because a subbox is successively subdivided into smaller subboxes only as long as
the angle-magnitude rectangle width is unacceptable. This can therefore be viewed as an adaptive subdivision
process. However, each subbox is processed sequentially. Therefore, the algorithm generally takes considerably
more time than the above one involving parallel computations.

2.3. TATG using Parallel-Adaptive Subdivision. The attractive feature of the uniform subdivision based
approach is parallel evaluation of F' over all subboxes of a partition; while that of the adaptive subdivision based
approach is adaptive subdivision. An algorithm that combines these two advantageous features i.e., parallel
functional evaluation and adaptive subdivision is the so-called parallel-adaptive (PA) algorithm in [22], [30]. The
PA algorithm for template generation runs as follows.

In the first or initial iteration, create a partition by subdividing all parameter intervals into subintervals of
nearly equal width. Then, perform parallel evaluation of F' over the subboxes of the partition, and save all angle-
magnitude rectangles whose widths are less than ¢ in a solution list, discarding the corresponding subboxes
from any further consideration. In the second and succeeding iterations (only those subboxes for which the
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corresponding angle-magnitude rectangles have unacceptable widths are left), cut simultaneously all subboxes in
the longest direction, discard the original subboxes used for cutting, and perform parallel evaluation of F' over
the subboxes resulting from cutting. Save all angle-magnitude rectangles whose widths are less than ¢ in the
solution list, discarding the corresponding parameter subboxes from any further consideration. Terminate the
iterations when there are no more subboxes to deal with.

The advantage of the PA algorithm over the uniform subdivision algorithm is that the former usually generates
a much smaller number of angle-magnitude rectangles. This is due to the usage of adaptive subdivision process
in the former algorithm, which keeps the amount of computations to reasonable limits, and in turn results in
significant reductions in computation times (in contrast, a much large number of subboxes is typically created
in the uniform subdivision partition, due to heavy overestimation in the subdivision factor. This thereby leads
to large execution times). The advantage of the PA algorithmm over the adaptive subdivision algorithm is that
the former usually executes much faster since all subboxes under consideration are cut in parallel (i.e., simul-
taneously), F is evaluated in parallel over all the resulting subboxes. Recall that in the adaptive subdivision
algorithm, the subboxes are adaptively cut and processed sequentially, which slows down the processing due to
its sequential nature.

In several examples, the PA algorithm is found to be faster than the above two categories by 1 — 2 orders of
magnitude [22].

The efficiency of the PA algorithm, in terms of the final number of template rectangles generated and the
algorithm execution time, is greatly influenced by the selection of the coordinate direction along which boxes
are subdivided in each iteration. In the version of the PA algorithm just described, the rule of subdivision is
to cut each box along its longest direction. However, in many examples it is observed that this subdivision rule
merely increases the number of template rectangles without yielding any significant reduction in their widths.
Therefore, to further improve upon the efficiency of the PA algorithm, more efficient subdivision rules need to
be explored. These are next described.

2.4. TATG using Parallel-Adaptive with other subdivision rules. In the so-called parallel-adaptive with
back-tracking algorithm in [31], the subdivision rule is to adaptively cut the boxes along a favorable direction, i.e.,
in a direction along which the width of F' over the subboxes of partition is reduced at least by some acceptable
percentage.

In the so-called parallel-adaptive with first-box algorithm in [18], the subdivision rule is as follows. In a
given iteration, pick the first box from the list of parameter boxes to be processed and bisect it along the first
coordinate direction to get two subboxes. Then, evaluate F' over these subboxes, and find the maximum width
of F. Repeat the process in all other coordinate directions, and determine the coordinate direction in which
the corresponding maximum width of F' is the least. This coordinate direction is then used as the direction for
subdividing all boxes in the current iteration.

The parallel-adaptive algorithm can also be based on other subdivision rules found in the literature on interval
branch and bound algorithms for global optimization (see, for instance, [26]).

2.5. Illustrative examples. The PA algorithm with the various subdivision rules is applied to generate the
interval plant templates on a suite of eleven transfer function examples taken from the QFT literature. The
templates of all transfer functions are generated to an accuracy of 1deg and 1 dB.

The findings of this study are summarized in Table 1. In this Table, Rule A is the rule of subdivision along
the longest coordinate direction used in the basic version of the PA algorithm. Rule B is the maximum smear
rule in [26], commonly used for global optimization. In column 3, the number of uncertain parameters n is given.
A “” in the Table indicates that the computer runs out of memory.

The performances with the various subdivision rules are compared, in terms of number of template rectangles
(also called as solution boxes in the Table) and the execution time in seconds taken to generate these boxes.
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IATG Algorithm PA, with subdivision rule as Boundary
Rule A Rule B Back-tracking | First-box | Extraction
Example Solution | [22] [26] [31] [18] [21]

1 | Simple poles [19] boxes 7,712 627 459 627 128
time(s) | 3.27 1.88 0.74 0.46 0.08

2 | Underdamped [27] boxes 30,223 281,814 25,526 32,201 1,053
time(s) | 7.24 109 3.5 4.86 16

3 | DC Motor [1] boxes - 3,048 2,451 2,860 285
time(s) 411 1.5 1.11 04

4 | NMP [32] boxes 512 808 504 512 138
time(s) | 1.33 1.59 0.3 0.44 0.08

5 | Non-rational [10, pp.129] boxes 6,759 35,404 6,759 6,891 436
time(s) | 7.69 35.23 3 3.55 29

6 | DC Motor -2 [7] boxes — — 84,466 92,608 1,604
time(s) | — - 16 21.99 84

7 | Vehicle clutch [6] boxes 30,424 3,109 2,644 2,844 319
time(s) | 6.09 2.15 0.79 1.81 0.6

8 | Multiple lags [20) boxes 235,139 411,118 170, 448 189,903 | 2369
time(s) | 1.23 x 103 | 1.27 x 10° | 633 1x103 |70

9 | Mechanical [10, pp.222] boxes 17,320 - 1,751 1,981 579
time(s) | 10.89 - 1 0.99 0.8

10 | Aircraft [33] boxes 40, 002 966 642 1,508 131
time(s) | 10.73 1.92 1 1.06 0.1

11 | Inv. pendulum [2] boxes - 208 194 208 101
time(s) | — 1.312 0.7 0.64 0.05

TABLE 1. Performances of Parallel-adaptive IATG and boundary extraction algorithms.

Summarizing the results of the numerical tests, the first-box subdivision rule is found to be the overall best
choice, in terms of consistency, number of template rectangles, and time taken.

2.6. Properties of IATG Algorithms. Mathematical reliability of the IATG algorithms readily follows
from the existence of well-known theorems in interval analysis and usage of exact interval arithmetic in all
computations. For instance, it follows immediately from the inclusion property of natural interval extensions
[15, Theorem 3.1] that, for any ¢ > 0, the generated templates indeed enclose the exact templates. Moreover, it
is a fundamental result in interval analysis [15, Theorem 4.1] that as the partitions are refined, the enclosures
will converge to the actual ranges of the values over the given domain sets. From this property, it follows that in
the limiting case of the specified width equal to zero, IATG algorithms yield templates that converge to the exact
templates. Further, for any finite ¢ > 0, IATG algorithms generate the required templates in a finite number of
steps. This can be shown by proceeding on similar lines to [12, Theorem 2.10]. Lastly, rigorous justification of
the subdivision processes in a general setting are given in [12], [15].

Computational reliability of the IATG algorithms means that the algorithms are stable when implemented
on floating-point systems. The IATG algorithms can be made computationally reliable by implementing them
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in any interval arithmetic compiler. An interval arithmetic compiler uses machine interval arithmetic (MIA) in
all computations, see, for instance, [14].

Efficiency of implementation. IATG algorithms are efficient to implement as they are simple from a
computer programmer’s point of view, and as their performances are not sensitive to details of implementation
or to any “tuning”.

Range of application of IATG algorithms is very vast, as the algorithms are applicable to any programmable
transfer function that is continuous in its parameters.

2.7. Boundary extraction. Similar to the case of the point template, it can be shown [19] that for a simply
connected interval plant template only the boundary template rectangles need to be considered in designs. Now,
the set of boundary rectangles of an interval plant template is obtainable as the union of upper, lower, left and
right boundary rectangles in the Nichols chart (by upper boundary rectangles is meant the template rectangles
with the maximum magnitude at each phase, and so on).

In [21], an algorithm is presented to extract all the boundary rectangles from a given interval plant template,
without introducing any kind of boundary approximations. The procedure given therein to extract upper bound-
ary rectangles from an interval plant template is as follows: Start always by marking the rectangle forming the
left end of the template as a boundary rectangle, and set it as current rectangle. Then, journey along the top
edge of the current rectangle towards the right end, checking if any upward jump to a higher magnitude occurs
on this journey. IF yes, mark the rectangle associated with the jump as a boundary rectangle, set it as current
rectangle, and take the jump along the left side of the current rectangle to reach its top edge. Next, continue the
journey along the top edge of the current rectangle towards the right end, and so on, as before. IF no, complete
the journey to reach the right end of the top edge, and when the right end of the entire template itself is thereby
reached, print out all the boundary rectangles and exit the procedure; otherwise, journey downwards along the
right side of current rectangle to the next lower magnitude rectangle, mark the latter rectangle as a boundary
rectangle, set it as current rectangle, and journey along the top edge of the current rectangle towards the right
end, and so on, as before.

The procedure to extract lower boundary rectangles is the same as to that for upper boundary rectangles,
except for a few obvious modifications, such as journeying along the bottom (instead of top) edge of each current
rectangle, and checking for any downward (instead of upward) jumps to a lower (instead of upper) magnitude on
the journey. The procedure to extract left and right boundary rectangles is derived by simply interchanging the
roles of magnitude and phase in the above procedures. Finally, the set of all boundary rectangles of the interval
template is obtained by taking the union of the upper, lower, left and right boundary rectangles.

The results of boundary extraction obtained on the suite of eleven transfer function examples referred to
earlier, are given in Table 1 in the last column. The Table shows that the proposed algorithm extracts the
boundary rectangles quite efficiently in terms of computational time. Typically, the algorithm takes about
10— 40 milliseconds to extract the boundary rectangles from a set of 100 interval template rectangles - indicating
the efficiency of the boundary extraction algorithm.

3. INTERVAL BOUND GENERATION

In this section, IABG algorithms for the various specifications are described. The IABG algorithms are
basically extensions of the quadratic constraints approach given in [3], [5] to the interval case.
The robust sensitivity reduction case is first taken up.

3.1. Robust sensitivity reduction. Consider the plant family { g(s,\), A€ AO} embedded into a single-loop
system with controller « (s). Then, the robust sensitivity reduction specification (spec) at a given frequency w is

11+ 5 (jw) g (Jw, V)| " < wy (W), YAeA®
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In the quadratic constraints approach [5], the bounds are computed at w as follows. Substituting the polar forms
k = ke?® and g = ge?? in the above spec and simplifying gives the quadratic inequality (dropping the argument
jw)

g*k? + 2gk cos(z) + zs > 0

2

where z5 := 1 —1/wZ, x := 6 + v. The quantity = can be interpreted as the phase of the loop transmission

function. Setting the RHS of above inequality to zero and solving for the roots gives

(1) Kioors Koot = (= cos(x) & v/cos?(@) = 7, ) /g

Thus, for the plant g, the allowable magnitude range of the controller for satisfying the sensitivity reduction spec
at 6 is [0, kL o) U[k% s, 00). Then, for the entire template G the allowable magnitude range of the controller at

To0t?

0 is [O’ kll)ound] U[kgound’ OO)’ where

Kpouna = max { k', } 5 kll)ound := min {kioot}
The quantities k% . k! . are called as the upper and lower bounds on the controller magnitude at 6. The
procedure can be repeated for all § € [—2r,0] to obtain the bounds over the entire controller phase range.

The quadratic constraints approach generates bounds at point values of controller phase and frequencies, and
is based on point plant templates. The quadratic constraints approach can be extended for generating bounds at
interval values of controller phase, and even for interval frequencies, using interval plant templates, as described
below.

It is assumed that in the sequel that all interval plant templates are closed and simply connected.

3.1.1. Computing the root intervals. Consider a template rectangle picked from the interval plant template at
a given frequency w, and denote its magnitude interval as G and phase interval as ®. Let the controller phase
be also an interval ©. Then, substituting all these interval quantities in the RHS of (1) gives the root intervals

K% ., K!,,, defined as
—cos X +veos?2 X —z, —cos X —y/cos2 X — 2z,
2 Ky = s Koy =
( ) root G ’ root G
where
(3) X=0+9d

By analogy with the point case, X can be interpreted as the phase interval of the loop transmission function,
and K%, K

oots Koot @S the upper and lower root intervals at phase interval X for the considered template rectangle.

Computation of these root intervals directly from (2) using interval arithmetic produces overestimation, due
to multiple occurrences of the intervals © and @ in the functional expressions and the interval dependency effect.
However, if the computations are done as per [19, Theorem 2.2], then the exact values of the root intervals are
obtained.

3.1.2. Computing the working phase interval. It is shown in [19, Theorem 2.2] that any bound computations for
this spec need to be performed only for those X belonging to the so-called working phase interval Y defined as

(4) Y := — (arccos (—/zs) ,arccos (y/zs) + m) C [—2m, 0]

Elsewhere in the range [—2m, 0], any controller magnitude is satisfactory to achieve the spec, so there is no need
to compute the bounds at such phases.
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3.1.3. Composing the bound intervals. Consider a template rectangle in the interval template. Using (2), the
root intervals are computed at various X in the working phase range Y. From these X and using the phase
interval ® of template rectangle, the corresponding controller phase intervals © are back-calculated from (3) and
the root intervals at X reassigned to the respective ©. The obtained results are plotted in the Nichols chart as
) and (O, K}

2—dim interval vectors or rectangles given by (6, K ool

oot ), with the controller phase intervals ©

on the x-axis and the root intervals on the y-axis.

The procedure is repeated for all template rectangles, to obtain a Nichols plot of the upper and lower root
intervals versus controller phase intervals for the entire interval template.

At each 6, the uppermost and lowermost root intervals are picked from this plot and designated as the upper
and lower bound intervals. The remaining root intervals are discarded.

3.1.4. Composing bounds from bound intervals. At each ©, the upper and lower bounds are obtained as the
maximum and minimum of the upper and lower bound intervals. Now, for any interval, the maximum and
minimum occur at the right and left endpoints of the interval. Hence, the upper and lower bounds are simply
the left and right endpoints of the respective bound intervals at each ©.

3.1.5. Significance of root and bound intervals. The interval plant template at w contains all the points in the
usual point template generated at w.

The upper root interval for a template rectangle at a given O, contains the entire range of upper root values
computed for all points in the template rectangle, at all 8 € 6. Similarly for the lower root interval.

The upper bound interval at a given © contains the upper bound for all points in the entire template, at all
0 € ©. Similarly for the lower bound interval.

3.1.6. Boundary template rectangles. For the case of point templates, it is shown in [5] that only the boundary
plants of the template need to be considered in bound generation for the various specs. For the case of interval
plant templates, it can be similarly shown that only the boundary template rectangles need to be considered in
bound generation using IABG algorithms.

3.1.7. Computational reliability of bounds. All computations in this section (as in all of IQFT) are done using
machine interval arithmetic, which automatically takes care of all kinds of computational errors, such as round
off, truncation, and approximation. This produces bound values that are not only exact for the given interval
plant template, but are also reliable.

3.1.8. IABG algorithm for robust sensitivity reduction specification. The main steps of the IABG algorithm in
[19], called as Algorithm SRI, can now be outlined.

First, any of the IATG algorithms described in section 2 is used to generate the interval template at the
given frequency, and the set of boundary template rectangles extracted from the template using the boundary
extraction algorithm in [21].

Then, the working phase interval Y is found as per section 3.1.2, and subdivided into several phase subintervals
of say, 5deg phase widths.

Next, the root intervals are computed as per section 3.1.1 at each of these subintervals, and the bound intervals
composed as per section 3.1.3.

Lastly, the bounds are composed from these bound intervals as per section 3.1.4.

3.2. Robust gain-phase margin specification. At a given frequency w, the robust gain-phase margin spec-
ification can be written as

| (jw) 8 (jw, A) / (1 + £ (jw) g (jw, \)| < wm (W), YA € A°
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The IABG algorithm for this spec, called as Algorithm RSBI in [19], is identical to the one in the preceding
subsection, except for very some minor changes in the RHS expressions in (2).

3.3. Robust tracking specification. At a given frequency w, the robust tracking specification can be written
as

(5) |k () gi (w, A) / (1 + & (jw) gi (Joo, W]/ |6 (Gw) gk (o, A) /(1 + £ (jw) gk (o, M)] < 6 (@),

for all pairs of plant elements g;, g in the plant family. Consider an arbitrary but fixed pair of boundary
rectangles and recall that G denotes the magnitude interval and ® the phase interval of a template rectangle.
Then, by substituting these quantities in (5) squaring both sides and simplifying, gives the quadratic inequality

2

2
{G?Gi <1— 6—12>}k2+2{G%Gicos(<I>i+@)_ GZQG Cos(¢k+®)}k+ {Gi— %} -

Making the substitutions X :=
equality sign gives

(6)

X, cos X, X, cos X, 2 1 X2 1
K:’Loowa’oot = <% - Xl COSX3> + \/(% - Xl COSX3> - (1 - ?)(X% - 6_22) / <1 - ?)

G%; X5 = G%k; X3 :=V; 4+ 0; X4 := ¥, + O and solving the above with the

Thus, for the considered pair of boundary template rectangles, the allowable magnitude range of the controller
at © is [0, min { K}, }] U [max {K%,,},00). The allowable magnitude range of the controller at © for the entire

o
interval plant template is obtained by taking the intersection of the magnitude ranges over all pairs of boundary
template rectangles.

Just as is the case with (2), direct interval arithmetic evaluation of (6) produces overestimated values of
Koo and Ko,
interval dependency effect. However, by combining the concept of monotonicity with the tool of subdivision,

due to multiple occurrences of the intervals Xy, ..., X4 in the functional expressions and the

the root intervals can be obtained directly and exactly, with no need for any initial guess values or algorithmic
iterations (as in classical optimization methods). Then, the computed bounds also turn out to be exact for the
given interval template. These ideas form the basis of the IABG algorithm in [17], called Algorithim TSI, that
generates tracking bounds.

The procedure to solve QF T design problems in class C are next given (due to space limitations, the procedures
for class A and B problems are not given in this paper).

4. PROCEDURE FOR CLASS C PROBLEMS

Extensions of some key concepts are first outlined, followed by the procedure to solve class C problems.
Let ©° denote the given design frequency range, and €2 denote a fixed but arbitrary frequency interval in °.

4.1. Natural interval extensions. The natural interval extension in Definition 2.1 is extended for the interval
frequency case as follows: The expression which arises if each occurrence of A and w in fyag(w, A) is replaced A
and Q, if each occurrence of a pre-declared function (like sin, cos,exp, etc. ) is replaced by the corresponding
pre-declared interval function, and if the arithmetic operations in fr,q4(w, A) are replaced by the corresponding
interval arithmetic operations, is called as the natural interval extension of fag(w,A) to © and A. The natural
interval extension of fy,q4 is denoted as Fiuqq(, A). Similarly for Fupng (2, A) and F(Q, A).
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4.2. Interval frequency plant template. By extension of the definition for the point frequency case, the
plant template at frequency interval Q can be defined as G () := {f(w,\), ) € A%, w € Q}.

The plant template for the case of frequency interval can also be generated using any of the IATG algorithms
in section 2, by considering 2 as just another interval parameter for purposes of subdivision. The resulting
template is called as an interval frequency plant template. An interval frequency plant template also comprises
of one or more phase-magnitude rectangles, called as template rectangles, just as for the point frequency case.
A key property of the interval frequency plant template at 2 is that it always encloses the exact template G (2),
that is, the interval frequency plant template at 2 contains all the points in the usual (point frequency) templates
generated at all w € Q.

4.3. Working phase interval. The working phase interval Y is now a function of frequency, as z; depends on
frequency through the spec. The working phase interval Y corresponding to the € under consideration can be
found from (4).

4.4. Spacing the frequency intervals and the bounds. The designer can choose among various criteria for
obtaining frequency intervals from the given design frequency range. The following criterion is chosen here.

Spacing criterion : Let £ be an adjacent frequency interval to . Then, the maximum of the upper bound
at 2 and maximum of the upper bound at €’ should be within some specified distance or spacing, denoted T
dB (note that the maximums of the bounds need not occur at the same ©). Further, the minimum of the lower
bound at 2 and minimum of the lower bound at €’ should also be within T dB.

The above criterion is chosen just to illustrate the methodology of the proposed procedure. Other criteria
can be specified by the designer to suit the needs of the problem, and the proposed procedure can be suitably
adapted to achieve the ends.

4.5. Size of template rectangles for problem class C. To solve problems in this class, firstly an acceptable
size of template rectangles needs to be determined and specified to the IATG algorithms, as follows.

Let ¢ denote the desired accuracy of the bounds in dB, and let ¢ be split into two positive quantities eg and
eg such that their sum equals &. Further, let the working phase interval Y be subdivided such that width (in
dB) of function Q4 defined as

Qi = —cos(X) £ /cos? (X) — 2

is at most e on every subdivision. Let @ denote the smallest width of these subdivisions. Then, it is shown in
[23] that the required size of the interval plant template (for specifying to the IATG algorithms) is as follows:
the magnitude and phase sides of each template rectangle have lengths at most ¢¢ and W, respectively.

4.6. The procedure. A unified procedure for obtaining sensitivity reduction bounds is outlined below. The

procedure generates bounds which are of prescribed accuracy ¢ dB, and spaced such that bounds of adjacent

frequency intervals have their maximum magnitudes within T dB, and similarly for the minimum magnitudes.
The steps of the unified procedure for robust sensitivity specification are

1. Split the accuracy: The accuracy ¢ is split into two positive quantities eg and eg such that their sum
equals ¢.

2. Subdivide the design frequency range : The design frequency range is successively bisected till the
spacing criterion (given earlier) is achieved at each frequency interval €.

3. Subdivide the working phase intervals: At each frequency interval , the following is done. The
working phase interval Y in (4) is first computed. Then, Y is successively bisected till over each subdivision
X, the width (in dB) of function Q+ = —cos(X) £ y/cos? (X) — 2z is at most ¢g. Lastly, the smallest
width of these subdivisions is found and denoted as .
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4. TATG at each frequency interval: For each frequency interval 2, using any IATG algorithm an interval
frequency plant template comprising of template rectangles of prescribed size is generated: each template
rectangle should have its magnitude side of length at most e dB, and phase side of length at most w.
Then, the boundary template rectangles are extracted, while the rest are discarded from each interval
frequency plant template.

5. TABG at each frequency interval: At each frequency interval 2, using the X intervals obtained in step
3 above, the bound intervals are composed as in section 3.1.3, and then the bounds are composed from
these bound intervals as in section 3.1.4.

The procedure is identical for the robust gain-phase margin specification, except that the respective algorithm
is used in the TABG step above.

4.7. Mlustrative example for class C problem.

Example 4.1. The transfer function of a system found in active noise and vibration control, with highly under-
damped resonances, is

w2

= T rmes o “n €075 1.25), ¢ € [0.02,0.06]

g(s)

The nominal parameters are wyg = 0.75 and £; = 0.02. The robust gain-phase margin specification is w,, = 1.2
dB. The design frequency range is Q° = [0.5,1.5]. The objective is to generate the bounds with an accuracy ¢ =
2.5 dB and spacing T = 7.5 dB over the given design frequency range.

Notes: The design frequencies (as points or as intervals) and the controller phases at which bounds are to be
generated are not selected here, but are rather left to be appropriately determined by the procedure. However,
the design frequency range, the accuracy of the bounds, and the spacing between them are prescribed. This puts
the design problem in class C.

The above unified procedure is applied to generate the robust stability bounds of prescribed accuracy and
spacing. In Step 1, the prescribed accuracy ¢ = 2.5 dB is split as g = 2.1, = 0.4 dB, so that ¢ = g + ¢¢.
In Step 2, the given design frequency interval Q° = [0.5,1.5] is successively bisected till the spacing criterion is
satisfied at each frequency interval Q. This step gave 17 frequency intervals listed in Table 2. Then, steps 3 and
4 are executed at each frequency interval to generate the interval frequency template and extract the boundary
rectangles. Lastly, the IABG algorithm for the robust gain-phase margin specification, Algorithm RSBI in [19], is
applied to the boundary rectangles of the templates to generate the bounds at each frequency interval. The total
time for these steps is about 300 seconds. For plotting purposes, the controller bounds are converted to those
on the nominal loop transmission function L,(s). Figure 1 shows the plots of these bounds at selected frequency
intervals Q4,05 and Qg (bounds only for selected frequencies are plotted, to avoid cluttering the figure).

Comments on the automatic selection of frequency intervals: It is seen in Figure 1 that the frequency intervals
are such that the spacing between the bounds (in the sense of section 4.4) is at most T = 7.5 dB. Further, it
is seen in Table 2 that the frequency intervals have different widths, with the maximum width as 0.13 and the
minimum width as 0.03. The widths vary because the frequency intervals are automatically found in the unified
procedure (in the subdivision Step 2), so that bounds of prescribed accuracy are generated.

In contrast, in the point QFT procedures, the designer (usually arbitrarily) selects the frequency values at
which the design is to be performed. The unified procedure completely solves the difficulty of carefully analyzing
and selecting design frequencies with the point QFT procedures. To emphasize this capability, note in Figure 1
that while proceeding from €4 through Qg, the bounds shift considerably rightward at Q5. This phenomenon is
important for loop-shaping, and the unified procedure captures it automatically. However, it is quite likely that
this phenomenon would be missed in a designer-selected frequency set.
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F1GURE 1. Robust gain-phase margin bounds for the underdamped system. The bounds are
generated by the unified procedure for class C problems. 17 frequency intervals are automatically
generated, and bounds for only 3 frequency intervals are plotted and marked as A - 4, B - Q5,C
- Qg. The specified bound accuracy is 2.5 dB.

TABLE 2. Frequency intervals obtained by subdividing the design frequency range.

Q; =[0.50,0.56] | Q3 = [0.56,0.62] | Qs = [0.62,0.65] | Q4 = [0.65,0.68] | 25 = [0.68,0.75] | Q6 = [0.75,0.78]
Q; =[0.78,0.81] | Qs = [0.81,0.84] | Qo = [0.84,0.87] | Qo = [0.87,0.90] | 241 = [0.90,0.93] | Q45 = [0.93,1.00]
Qs = [1.00, 1.06] | Q14 = [1.06,1.12] | Q5 = [1.12,1.25] | Qu¢ = [1.24,1.37] | Qu7 = [1.37, 1.50]

Comments on the accuracy of the bounds: The maximum possible error in the generated bounds is readily
obtainable from the widths of the plotted intervals in Figure 1. It is seen from the figure that this maximum
error is less than the prescribed accuracy of ¢ = 2.5 dB.

Comments on the automatic selection of phase intervals: The controller phase intervals plotted in Figure 1
have different widths at a given frequency interval. Further, the widths also vary with the frequency interval.
The widths vary in this manner because they are adaptively and automatically found in the unified procedure
(in the subdivision Step 3), so that bounds of prescribed accuracy can be generated. In contrast, in the point
QFT procedures, the designer arbitrarily selects the phase values at which the bounds are to be generated.

5. CONCLUDING REMARKS

It has been shown in this paper how IQFT lends rigor and reliability to Horowitz’s basic QFT design tech-
nique. Several fundamental issues in QFT, such as selection of design frequencies, phases, and plant parameter
combinations, are resolved in IQFT.

Much, however, remains to be added to the baggage of IQFT tools, even for the basic single input-output
linear plant case. Preliminary work [34] on loop-shaping using global optimization tools of IA has met with some
success, but needs to be made computationally more efficient and tested on more examples. The computational
verification of existence of a solution to the basic QFT design problem seems to be possible, and is an exciting
prospect in IQFT. Further, the cases of multivariable and nonlinear plants are as yet untouched in IQFT.
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