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1. Prove that U = ¢/%Z is a complex Gaussian vector when Z is a complex Gaussian
vector.

2. Consider the following signals.
s1(t) = —=3Ap(t), s2(t) = —Ap(t), s3(t) = Ap(t), sa(t) = 3Ap(t)

where p(t) = Ijp1)(t). If these signals are equally likely to be sent over a real AWGN

channel with power spectral density %, derive the following when the optimal receiver

is used.

(a) The power efficiency of this modulation scheme.

(b) The exact symbol error probability as a function of £, and N

(¢) The union bound on the symbol error probability

(d)
)

d

(e) The nearest neighbor approximation of the symbol error probability

The intelligent union bound on the symbol error probability

3. For M = 2° suppose M orthogonal real signals s;(t), i = 1,..., M are used for
transmitting b bits over a real AWGN channel with PSD % If all the signals have
the same energy F and are equally likely to be transmitted, derive the following as a
function of E, Ny, b or M when the optimal receiver is used.

(a) The power efficiency of this modulation scheme

(b) The union bound on the symbol error probability

(¢) The nearest neighbor approximation of the symbol error probability

4. Suppose observations Y;, © = 1,2,..., N are Poisson distributed with parameter \.

Assume that the Y;’s are independent.

(a) Derive the ML estimator for A.

(b) Find the mean and variance of the ML estimate.
Recall that a Poisson distributed random variable with parameter A\ has a probability

mass function given by

—/\)\n
Pr(Y =n) = 6—‘,71:0,1,27...
n!

with mean and variance both equal to .

5. Suppose observations X; and Y; (i = 1,..., N) depend on an unknown parameter A
as per the following distributions.

X;~N(A, 0%, i=1,2,...,N
Y; ~N(A,20%), i=1,2,...,N

Note that the variance of Y; is twice the variance of X;. Assume that X, and X, are
independent for ¢ # j. Assume that Y; and Y; are independent for i # j. Assume
that X; and Y; are independent for all 7, j. Assume o2 is known.

(a) the ML estimator for A.



(b) Find the mean and variance of the ML estimate.

6. Suppose we observe a sequence of real values Y1, Y5, ..., Y, given by
Ykzesk—i—Nk, k:1,2,...,n

T . . : .
where N = [Nl Ny --- Nn] is a zero-mean Gaussian vector with known covari-
ance matrix 3 which is a positive definite matrix. The sequence s1, ..., s, is a known
signal sequence and 6 is an unknown parameter.

(a) Find the ML estimate 6,7 (Y) of the parameter 6.
(b) Find the mean and variance of 6,7 (Y).
Recall that the pdf of a real n x 1 Gaussian vector x with mean vector m and

covariance matrix C is given by

1 1 T ~—1
P = s e g € x ) )




