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1. [10 points] Derive the ML estimator of the parameter p given M independent obser-
vations Y; ~ Bernoulli(p) where i = 1,2,..., M.

2. [10 points] Suppose X and Y are jointly Gaussian random variables. Let the joint
pdf be given by
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Suppose Y is observed and we want to estimate X. Derive the MMSE estimator of
X.



