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Abstract—We present a novel approach for the transmission of haptic data in telepresence and teleaction systems. The goal of this work is to reduce the packet rate between an operator and a teleoperator without impairing the immersiveness of the system. Our approach exploits the properties of human haptic perception and is, more specifically, based on the concept of just noticeable differences. In our scheme, updates of the haptic amplitude values are signaled across the network only if the change of a haptic stimulus is detectable by the human operator. We investigate haptic data communication for a 1 degree-of-freedom and a 3 degree-of-freedom teleaction system. Our experimental results show that the presented approach is able to reduce the packet rate between the operator and teleoperator by up to 90% of the original rate without affecting the performance of the system.

EDICS Category: MLT-APPL, MLT-HMCH, MDS-APPL

I. INTRODUCTION

TELEPRESENCE and teleaction (TPTA) systems have been and still are the subject of extensive interdisciplinary research covering the areas of communications, computer science, robotics, system theory and psychology. TPTA systems allow the operator to be present and active in remote environments that can be distant, scaled to macro- or nano-worlds, or hazardous for the human using multiple human sensing modalities. Example applications are tele-maintenance, tele-surgery, and tele-education.

A TPTA system, visualized in Figure 1, consists of three main components: the human system interface (HSI), the teleoperator and the communication link connecting them. The HSI acts both as the data input (typically haptic devices for position/orientation input) and data output device (HMD for stereo-video, headphones for audio and again the haptic devices for force/torque feedback). By means of the HSI the operator (OP) commands the position/velocity of the teleoperator (TOP) while he observes the remote scene through multi-modal feedback. The teleoperator is a robot equipped with multiple sensors (video-camera, microphones and force/torque sensors) and actuators to interact with the remote environment, e.g., an object. The multimodal sensor data including the environment interaction force is fed back to the HSI and displayed to the operator. The communication link transports the multimodal data streams bi-directionally. Ideally, the operator feels as if he was in place of the robot interacting with the environment, i.e., is completely immersed. The main focus in this article is on the haptic (force feedback) system, specifically on the data reduction and transmission of haptic data streams within a TPTA system.

Haptic data like position, velocity, and force are sampled by the corresponding sensors at the HSI and TOP at a constant rate, typically in the range 500–1000 Hz with a resolution of 16 bit per Degree of Freedom (DoF). The high sampling rate is necessary to ensure the tracking performance and stability of the local control loops at the HSI and the TOP. Currently available TPTA systems may easily have more than 20 DoF (bimanual systems with additional finger force feedback). At every sampling instant a data packet consisting of all current sample values is generated and sent out. The bi-directionally transmitted position/velocity and force data packets serve as reference input for the local control loops at HSI and TOP. A global control loop is closed over the communication system. It is evident that the communication introduces transmission time delay in this control loop. It is well-known that time delay in a closed loop system leads to instability if not treated by appropriate control measures [6]. The higher the time delay the more conservative the control has to be designed in order to guarantee stability. This on the other hand leads to a strong deterioration of immersiveness, and very likely...
to the inoperability of the TPTA system [7]–[12]. Thus, hard realtime constraints apply for the haptic data stream, and this is the fundamental difference to standard streaming multimedia such as video and audio. The primary design goal for a communication system for TPTA systems is to keep the introduced delays and the amount of data being sent as small as possible.

Primary purpose of this work is to investigate psychophysical data reduction methods for haptic data streams. For efficient transmission of haptic data over the Internet, data reduction techniques have to be used to lower the amount of data and in our case the rate at which packets have to be transmitted. Reduced packet rates put less demand on the Internet connection and therefore lower the probability of congestion along the transmission path. High packet rates (1000Hz) as we can observe them for traditional transmission of haptic data are hard to maintain over the Internet [13]. Traditional block-based compression techniques are not applicable because of the additional delay introduced by building blocks of data. Stream-based techniques like differential coding followed by entropy coding (e.g. [12]) work quite well with up to 90% packet payload reduction but suffer from a bad packet header to payload ratio. For instance, if a haptic data stream carries 3-DoF data with 16bit resolution the payload of one packet is 6byte. In comparison, the UDP/IP header of this packet is 28byte. Along with the negative effects of differential coding like vulnerability to packet loss this approach is not suitable for packet-based communication in TPTA systems.

Surprisingly, compression of haptic data has not been a field of intensive research so far. With recent advances in Virtual Reality (VR), Telerobotics, and Telepresence and Teleaction however, the topic is rapidly gaining relevance. Once haptic data has to be transmitted or stored an interest in compressing this kind of data emerges. [14] presents a first overview of possible methods for haptic data compression mostly for storage applications where [12], [15], [16] go further into detail and present schemes using DPCM, ADPCM and Huffman Coding. In [17] compression based on predictive coding is applied in order to improve the communication between a haptic device and the controlling host with respect to sampling rate and data rate. All the mentioned approaches have in common that they only exploit statistical signal properties for data reduction. In comparison, the approach presented in this work exploits the characteristics of human haptic perception in order to reduce the packet transmission rate in networked TPTA systems. To our best knowledge, this is the first psychophysics-based haptic data reduction approach in the literature.

II. PSYCHOPHYSICAL BACKGROUND

The transmission approach presented in this work is based on the exploitation of limitations of human haptic perception. The basic principle is that events a human being cannot perceive are not transmitted over the network. Human perception has been investigated intensively during the past two centuries. In this context, the respective perceptual threshold values for all kinds of stimuli put on the human body have been studied. Apart from very detailed information for every modality a human being can perceive, one major conclusion emerged from these studies: Human haptic perception can be well approximated by Weber’s Law. Ernst Weber was an experimental physiologist who in 1834 first discovered the linear relationship

$$\frac{\Delta I}{I} = k \quad \text{or} \quad \Delta I = kI$$

between the stimulus intensity $I$ and the smallest still perceivable change of the stimulus intensity $\Delta I$. The constant $k$ is in modern psychophysics literature referred to as Weber constant or Just Noticeable Difference (JND) (in older literature $\Delta I$ has been called JND) or Differential Threshold. The JND is measured in psychophysical experiments and represents a statistical rather than an exact quantity. The JND usually reported is the difference that a person notices on 50% of the trials.

For haptic perception, i.e., force, limb position, and velocity, the JND is in the range from 5% to 15%, depending on the type of stimulus and the limb/joint where it is applied ([18], [19]). This means that if, for example, the displayed force at the HSI changes its magnitude by less than the JND, the operator would not notice this change.

III. DATA REDUCTION FOR HAPTIC COMMUNICATION

A. Deadband Principle

The basic idea of the psychophysically motivated data reduction approach presented in this paper is to transmit data only if the operator is likely to detect the change compared to previously transmitted data. Related schemes are the deadband approach applied in networked control systems [20] where signal changes are not transmitted unless they exceed a certain fixed threshold and the well-known $\Delta$-modulation ([21], [22]). In our approach the threshold is magnitude-dependent. The deadband that is formed by applying this threshold value with respect to the most recently transmitted magnitude value will be called $p$ in the following. $p$ is a percentual value. The deadband principle as we apply it here is illustrated in Figure 2. The parameter $k$ in Weber’s Law (Equation 1) basically states the upper bound of the deadband $p$. If, for example, the user is presented with a force of 1N and the deadband is given with $p = 10\%$ the next force sample value is only transmitted once it goes either below 0.9N or above 1.1N. Every force change in the interval from 0.9N to 1.1N is considered imperceptible by the human operator and therefore not necessary to be transmitted. Once $p$ is larger than $k$ the deviation between the transmitted and original signal is likely to become perceivable to the user and interaction may feel distorted and the quality of immersion is reduced.

To apply the deadband algorithm, the magnitude of the difference $d$ between an initial value $v_i$ and a current value $v_c$ has to be computed. This is done by calculating the absolute difference between those two sample values and comparing it to a threshold value (the deadband $p$ multiplied by the initial
value \( v_i \).

\[
\begin{align*}
d &= |v_i - v_c| \\
d &\leq |p \cdot v_i| \quad \Rightarrow \quad \text{Do nothing} \\
d &> |p \cdot v_i| \quad \Rightarrow \quad \text{Transmit new value } v_c
\end{align*}
\] (2)

As the control loops at the HSI and the TOP require an input signal at a constant high sampling rate, samples which are not transmitted have to be reconstructed at the receiver side. It is straightforward to apply a zero-order-hold strategy, where the value of the most recently received sample is held until a new sample arrives.

![Fig. 2. 1-DoF deadband applied to a signal. Grey samples are not sent. Black samples are signalled to the receiver.](image)

Note that every data reduction in a closed loop system has an influence on the system dynamics, and as such possibly on the stability. Stability under lossy data reduction as well as effects of additional communication time delay have been investigated in other works of the authors [23], [24], and will not be treated here. Furthermore, we will consider a position/velocity-force architecture here, where the position/velocity is transmitted from the HSI to the TOP and the force from the TOP to the HSI. The velocity as well as the force is processed using the deadband approach. In order to prevent a drift between the positions of the HSI and the TOP resulting from the lossy nature of the data reduction algorithm, additionally a position update is sent with every velocity packet.

### B. Limitations of a 1-DoF Deadband Approach

In TPTA applications we often encounter haptic devices with multiple degrees of freedom (DoF), often 3. A 3-DoF device typically uses the three Cartesian components (or another representation of 3D space) of the current velocity or force. Applying the 1-DoF deadband approach to every single component of the cartesian representation is a straightforward extension, which, however, turns out to be very inefficient with respect to the data transmission rate.

If random movements with identically distributed directions and magnitudes of forces and velocities are examined, the component with the lowest magnitude and therefore the smallest deadband is mostly responsible for packet generation. The probability of having a component with low magnitude therefore increases with the number of components used. It becomes obvious that the more DoFs a system has, the less efficient the deadband transmission approach becomes if separately applied to each DoF.

### C. Extension to Multiple DoFs

To overcome the aforementioned limitation we propose a multidimensional deadband approach. This approach is motivated by recent psychophysical results [25] indicating the validity of the straightforward extension of Weber’s Law to \( n \) dimensions. In the following we explain the extension of the one-dimensional deadband (a numeric interval, see Equation 2) to two dimensions where the deadband becomes a circular area. In 3D a spherical volume element serves as deadzone (we will denote a multidimensional deadband as deadzone from now on) and the extension is similar to the 2D case.

From now on vector values are considered and are denoted in bold letters \( \mathbf{v}_i \) and \( \mathbf{v}_c \), and \( d \) represents the magnitude of their difference. Accordingly, the deadzone algorithm reads as follows

\[
\begin{align*}
d &= |\mathbf{v}_i - \mathbf{v}_c| \\
d &\leq |p \cdot |\mathbf{v}_i|| \quad \Rightarrow \quad \text{Do nothing} \\
d &> |p \cdot |\mathbf{v}_i|| \quad \Rightarrow \quad \text{Transmit new vector } \mathbf{v}_c
\end{align*}
\] (3)

![Fig. 3. Geometrical description of a 2-DoF deadzone.](image)

Figure 3 illustrates the resulting deadzone. The deadzone is represented by a circle around the tip of vector \( \mathbf{v}_i \) with radius \( p \cdot |\mathbf{v}_i| \). The angle between \( \mathbf{v}_i \) and \( \mathbf{v}_c \) is denoted by \( \alpha \). The multi-DoF deadband principle is visualized in Figure 4. If the tip of vector \( \mathbf{v}_c \) lies within the deadzone circle, the deadband is not violated and thus no new value is transmitted. If the tip lies outside the deadzone circle, updated sample values are sent.

The circular shape of the deadzone makes it computationally easy to calculate whether the deadzone is violated or not. The size of the deadzone circle depends only on the length of vector \( \mathbf{v}_c \) whereas the maximum of the angle \( \alpha \) depends only on the deadband factor \( p \).

The angle \( \alpha \) reaches its maximum, when

\[
\mathbf{v}_c \perp \mathbf{v}_i - \mathbf{v}_c
\] (4)

and

\[
|\mathbf{v}_i - \mathbf{v}_c| = p \cdot |\mathbf{v}_i|
\] (5)
i.e., \( \mathbf{v}_c \) is tangential to the deadzone circle. \( p \) is assumed to be significantly smaller than 1. So \( \alpha_{\text{max}} \) can be calculated as follows:

\[
\sin \alpha_{\text{max}} = \frac{||\mathbf{v}_i - \mathbf{v}_c||}{||\mathbf{v}_i||} = \frac{p \cdot ||\mathbf{v}_i||}{||\mathbf{v}_i||} = p
\]

\[\alpha_{\text{max}} = \arcsin p\]  

In this case \( ||\mathbf{v}_c\alpha_{\text{max}}|| \) would be

\[
\cos \alpha_{\text{max}} = \frac{||\mathbf{v}_c\alpha_{\text{max}}||}{||\mathbf{v}_i||} = \cos \alpha_{\text{max}} \cdot ||\mathbf{v}_i|| = \cos(\arcsin p) \cdot ||\mathbf{v}_i||
\]

This means that no matter how large a sampled 2-DoF variable (velocity, force, ...) is, once it changes its direction by \( \alpha_{\text{max}} \) an updated value will be sent to the receiver. The multidimensional deadband algorithm hence provides a magnitude independent deadband as far as direction is concerned. This is an important property of the isotropic deadzone.

The extension of this approach to 3D is straightforward. The vectors \( \mathbf{v}_i \) and \( \mathbf{v}_c \) become 3-dimensional, the circular deadzone becomes a spherical deadzone. The tip of \( \mathbf{v}_c \) has to lie outside this sphere to trigger an update value. The values of \( \alpha_{\text{max}} \) and \( ||\mathbf{v}_c\alpha_{\text{max}}|| \) stay the same, because the vectors \( \mathbf{v}_i \) and \( \mathbf{v}_c \) define a plane in which the above calculations hold.

### D. Model-based Prediction

In order to further reduce the amount of transmitted packets, signal prediction is used on both sides of the system as shown in Figure 5. On the OP side a force predictor is used to estimate future force values from the incoming force values. On the TOP side the same predictor is fed with the values sent to the OP side. The fact that the predictors on OP and TOP side are strictly coherent (neglecting the unavoidable delay between the models because of transmission delays) enables us to only send packets over the network if the current actual signal differs from the predicted signal by the deadband/deadzone. A similar prediction is performed for the velocity values which are transmitted in the opposite direction.

As an example of such a real time signal prediction a relatively simple linear predictor is implemented and experimentally analysed in this work

\[
v_i = \left\{ \begin{array}{ll} v_{\text{new}} & \text{value sent/arrived} \\ v_{i-1} + \frac{v_{\text{new}} - v_{\text{new}-2}}{t_{\text{new}} - t_{\text{new}-2}} (t_i - t_{i-1}) & \text{else} \end{array} \right.
\]

where \( \{v_i,v_{i-1},v_{i-2},\ldots\} \) are the most current values output by the model and \( \{t_i,t_{i-1},t_{i-2},\ldots\} \) are the corresponding time instances. \( \{v_{\text{new}},v_{\text{new}-1},v_{\text{new}-2},\ldots\} \) and \( \{t_{\text{new}},t_{\text{new}-1},t_{\text{new}-2},\ldots\} \) are the last sent/received values and the corresponding time instances.

With this predictor the signal is estimated by following the slope given by the last two received signal values. Once the predicted signal differs too much from the actual signal, a new correct value is transmitted and the new prediction starts from there. More specifically, if the actual value falls outside the psychophysically motivated deadband around the predicted value we consider the prediction error to be noticeable and correct it by sending the actual value.

The control loops which secure the safe operation of both OP and TOP are normally updated at a fixed sampling rate. Having a prediction model as shown above enables us to use almost arbitrary sampling rates for those control loops. A strict match between OP and TOP sampling rates is no longer necessary, because the prediction model can be evaluated at any sampling rate and is updated as soon as it differs from the desired values.

#### E. Practical Implementation Issues

Polynomial extrapolation, here a first order extrapolation, is known to be sensitive to high-frequency disturbances. Any high frequency sensor noise on the input signal results in large prediction errors and as a result in an unnecessary high utilization of the communication link. In real TPTA systems, especially the velocity signal is very noisy as it is not measured directly but derived from a discrete time difference approximation of the measured quantized position signal. Noise naturally also occurs in force measuring but does
not have the spiky behavior of the velocity signal. Therefore the input to the predictor is lowpass filtered with a cut-off frequency beyond the perception range. This cut-off frequency depends on a number of factors. One being the modality the filter is used on. For example force noise can be detected to much higher frequencies than velocity noise. Another is, that the display device has limitations for position/force display with respect to displayable frequencies. In our case the cut-off frequency was determined experimentally.

IV. EXPERIMENTAL VERIFICATION

Several experiments have been conducted in order to verify the proposed data reduction techniques. A 1-DoF experiment is used to determine the detection threshold of the deadband parameter \( p \) and to relate it to the JND \( k \). In the 3-DoF experiments the user utility of the proposed 3-DoF approaches is determined.

A. 1-DoF Approach

Our design goal is to minimize the network traffic while maintaining immersiveness as indicated in the previous sections. As a first step psychophysical experiments were conducted for the 1-DoF case in order to determine the maximum value of the deadband parameter \( p \) where a degradation of the immersiveness is not perceivable. Furthermore, the effect on the network traffic is studied.

1) Setup: The experimental setup consists of two identical 1-DOF haptic displays connected to a PC and a stiff wall as the environment (see Figure 6). The angle is measured by an incremental encoder, the force by a strain gauge. The sensor data is processed in the PC where all control algorithms including the deadband algorithm are implemented. The velocity/position is transmitted to the TOP acting as the set value for the local control loop of the TOP. The TOP tracks the movement of the HSI and communicates the measured contact force back to the HSI as the set value for the force control loop.

Fig. 6. Experimental setup with two 1-DOF haptic devices.

2) Procedure: Altogether 14 subjects (3 female, 11 male, aged 20–50) were tested for their detection threshold of the deadband parameter \( p \). The subjects sat in front of the HSI lever and were told to operate it with their preferred hand. They were equipped with earphones to mask the sound the device motors generate. During a familiarization phase the subjects were told to feel the hard contact, a stiff wall by which the lever movement was restricted at the TOP side, through the system at a sampling rate of 1000Hz and without any deadband transmission algorithm applied. As soon as they felt familiar with the system the measurement phase began. The deadband parameter detection thresholds were determined using a three interval forced choice (3IFC) paradigm. The subjects were presented with three consecutive 20s intervals in which they should operate the system. Only in one of the three intervals, which was randomly selected, the deadband algorithm with a certain value \( p \) was applied. The other two were without deadband control. Every three intervals the subject had to tell which of the intervals felt different from the other two. The experiment started with a deadband parameter \( p = 2.5\% \) and was increased after every incorrect answer up to a maximum of 25%. When an answer was correct, the same value was used again until three consecutive right answers were given. After this first pass, the subjects were told how the distortion feels like and with what kind of technique they should be able to perceive it best. Then the same procedure as before was applied (2nd pass). After another three consecutive right answers \( p \) was reduced by 50% without telling the subjects and the procedure was repeated in order to verify the detection threshold one more time (3rd pass). The mean value of the three \( p \) values at which the consecutive right answers occurred were taken as the deadband detection threshold for the specific subject.

3) Results: The specific results for every subject are shown in Figure 7. Comparing the results of the three passes for the individual subject, all subjects had a significantly higher detection threshold in the first pass when they did not know what kind of distortion they had to expect. Hence, the distortion introduced by this deadband approach is not necessarily perceived as disturbing or impairing the contact impression. The subject specific detection thresholds are in the range between 10% and 22.5%. Only one subject managed to detect the distortion introduced by \( p = 10\% \). For the remaining 13 subjects corresponding to 93% a higher threshold was determined. Eleven subjects (79%) had a detection threshold \( p > 11\% \). The measured detection thresholds are in the range of the JNDs reported for velocity and force perception [18], [19]. It should be noted, however, that JND’s are typically determined in static conditions. Here a temporal change of the signal is considered. The relation between the JNDs obtained by psychophysical experiments for static conditions and our deadband results for dynamic manipulation conditions needs further investigation.

In order to investigate the effect of deadband control on the packet rate the induced network traffic was recorded during the
experimental user study. The mean percentage of transmitted packets as a function of the deadband parameter \( p \) is shown in Figure 8. 100\% represent the standard approach with 1000 packets/s on the forward and the backward path, respectively. As expected, higher deadband parameters lead to higher traffic reduction. The traffic volume induced by velocity packets is already at 25\% at a deadband size of \( p = 10\% \) and keeps falling with increasing deadband size. The impact on the number of force packets transmitted is even higher. Already at \( p = 2.5\% \) the network traffic volume in the backward path is less than 10\% of the standard approach. At \( p = 10\% \) only 15\% of the original number of packets is transmitted. This means an average network traffic reduction by 85\%. 93\% of the subjects were not able to feel the distortion introduced by the corresponding deadband parameter.

B. 3-DoF Approaches

In order to verify the presented 3-DoF deadzone approaches (3-DoF alone, 3-DoF with model based prediction, and 3-DoF with model based prediction and filtering), several experiments with a commercially available 3-DoF haptic device were conducted. In difference to the previous experiment, not a single detection threshold is determined, but the quality of immersiveness is rated over a range of deadband values as a first step towards a user utility function. The influence of the deadband is further investigated separately for the force and the velocity data.

The conducted experiment for the 3-DoF approaches was a haptic interaction task with a remote virtual environment. The hardware and software setup is the following: On the OP side the haptic display device SensAble PHANTOM Omni (see Figure 9) serves as the HSI. Over a 100Mbit/s Ethernet LAN connection this OP side transmits current position and velocity samples to a simulated haptic environment on another machine in the same LAN.

1) Setup of OP Side:

a) Haptic Display Device: The haptic device is capable of 6-DoF input and 3-DoF output. This means that both the endeffector’s position in space as well as its orientation can be read from the device drivers. In contrast to that it is only possible to output forces in 3-DoFs namely the three directions in space. The torques necessary for altering the endeffector’s orientation cannot be produced. In our experiment, the additional 3-DoFs of endeffector orientation are only used to display the 3D-cursor of the graphical display correctly. They are neither sent to the TOP side nor do they have any other influence.

b) Graphical Display: The graphical display consists of an OpenGL-based 3D visualization of the workspace. Both the current cursor position and the position of the haptically manipulated object are displayed. See Figure 10 for an impression of the HSI graphical display.

What one sees in this display is a grey sphere in the middle of the workspace of the haptic display device along with the blue cursor which signifies the current position and orientation of the device.

The pose of the haptic display device is sampled at 1000Hz. The graphical display is refreshed with the standard refresh rate of 60Hz.

c) Deadzone Implementation: The three components of the current device velocity are combined in a 3D vector. According to the formulas in Section III-C the size of the deadzone is calculated. The reference (or initial) vector is always the one which was last transmitted to the receiver. Every 1ms a new value of the 3D velocity vector is read from the device drivers and it is decided whether its tip lies in the deadzone or not. According to the result of the decision, a new vector is sent to the receiver or the new vector is discarded.
Position Update: The sending of only velocity values in such a deadband system would result in a more or less severe degradation of position tracking. It is therefore necessary to send the actual position values along with the current velocity values so that the TOP can take care of position errors. Since the packet sizes are very small this additional amount of data is negligible. The packet rate is not increased.

Setup of TOP Side:

Virtual Environment: The virtual environment is implemented by a C++-Class which manages the positions and properties of virtual objects which are to be manipulated as well as the positions of one or more users interacting with the environment. It is capable of 3-DoF input and 3-DoF output. This means it is fed with a 3-DoF velocity input (along with a 3-DoF position input for reasons of position tracking) and calculates the resulting forces for this position. The environment as well as the haptic display device at the OP side are refreshed at a rate of 1000Hz. Unlike the systems in [26] and [27] which also implement a virtual haptic environment it is intentional that all computations concerning the haptic feedback are done centralized on one machine like in [28]. This central approach is chosen in order to have a system which is as comparable as possible to a real TPTA system. Also unlike to [29] where only one packet is in transit at all times for stability reasons, the presented system communicates in both directions at the same time. Stability problems were not observed.

Sphere Object: The only object in the virtual environment in this experiment is a sphere in the middle of the virtual workspace. This sphere is registered with the sphere in the graphical display (see Section IV-B.1.b) so that contacts between the cursor and the sphere in the graphical display exactly correspond with contacts in the virtual environment. The virtual sphere is fixed at the center of the workspace and can be touched with the virtual cursor. The resulting force during the interaction is calculated by Hooke’s Law

\[ F = u \cdot b \]

where \( u \) is the stiffness of the sphere and \( b \) the amount of penetration into the sphere body. \( F \) is the resulting force magnitude. The direction of the force always points from the sphere center to the actual cursor position. It is calculated as

\[ F = \frac{x - s}{|x - s|} \cdot (r - |x - s|) \cdot u \]

where the resulting force vector \( F \) is determined from the current position of the user \( x \), the sphere position in space \( s \), the sphere radius \( r \), and the stiffness \( u \).

Deadzone Implementation: The initial vector for the deadzone calculation is the force vector which was last sent to the OP side. Every time the virtual haptic model is updated it either sets the most current position and velocity values for the user position (in case an update packet has arrived) or calculates a new position from the last known user position, the last known user velocity, and the exact time since the last update. This updated position is then used to calculate an updated force which then is used as the current vector for the deadzone calculations. In case the deadzone is violated by the new vector, a new packet containing the updated force vector is sent and the sent vector serves as the new initial vector.

Subjective Evaluation: Ten test subjects underwent the experimental procedure described in the following to determine suitable values for the deadband parameters so that no degradation of immersiveness can be noticed.

The following cases were considered:
- Deadzone on velocity values only (3-DoF) as described in Section III-C
- Deadzone on force values only (3-DoF) as described in Section III-C
- Deadzone on velocity with linear prediction (3-DoF LP) as described in Section III-D
- Deadzone on force with linear prediction (3-DoF LP) as described in Section III-D
- Deadzone on velocity with linear prediction on filtered data (3-DoF LP + Filter)
- Deadzone on force with linear prediction on filtered data (3-DoF LP + Filter)

The subjects are first presented with a system without deadband to get used to handling the device and to experience what it feels like. Then a heavily distorted system is shown to the subjects in which they can clearly feel the kind of distortion which is introduced into the system by the deadzone algorithm. This phase is called the familiarization phase.

After the subjects feel familiar with the system and they know the kind of distortion they are presented with, two test runs are conducted each consisting of twelve 30-second intervals (24 intervals in 12 minutes total) in which the subjects were told to haptically explore the virtual environment and to assess the quality of the haptic presentation. In the first run with twelve intervals the deadband is only used for the velocity values which are sent from the OP to the TOP. In the second run the deadband is only used on force values which are sent from the TOP to the OP. During the tests, the subjects wore headphones so they could concentrate on their haptic sensations.

In the 12 intervals of each run we apply a randomly chosen order of the following possible deadband values: 0%, 2.5%, 5%, 7.5%, 10%, 12.5%, 15%, 20%, 25%, 30%, 35%, and 40%.

The subjects do not know either which value was currently used or in which communication direction the deadband was applied.

After every interval the subject is required to rate the presentation. If it felt exactly like the undistorted signal from the familiarization phase, they should give a rating of 10 points. If it felt just as bad as the heavily distorted signal from the familiarization phase, they should give a rating of 1 point. The ratings in between can be chosen according to the quality of the signal where higher ratings signify better quality.

Results and Discussion: The results for the mentioned 3-DoF approaches can be seen in Figures 11 and 12.

3-DoF without prediction and filtering: The results are represented by the solid lines in Figures 11 and 12. From Figure 11 it can be observed that a deadzone usage on velocity values seems to be far less perceptible than on
force values. One can see that the velocity deadband can be increased to up to 20% while still reaching an average rating of almost 7 points, which most subjects described as barely perceivable distortion. In comparison, the force deadband should not be far above 5% for the average rating to also stay above 7 points.

This behavior has two reasons. The first reason lies in the fact that the used TOP is a VR environment. Position errors can be corrected by just setting the actually transmitted position value as the current position. In a real TPTA system it is more difficult to correct this position error because the endeffector has to be moved towards the correct position. This introduces additional distortion whereas in VR environments the position can be updated instantaneously.

The second reason lies in the deadband principle itself. As we have mentioned in Section III-A, a new value is only transmitted if the user can sense the introduced change. This is of course true for the direction from the TOP to the OP. The transmitted forces are directly sensed by the human being. In contrast to this in the other direction no human sensory system is involved. So there is basically no reason to transmit new velocity values adapted to human perception. Velocity updates are processed by a non-human system which uses it merely to generate new force values for the HSI. Therefore environment dynamics have an influence on the possible degree of deadband application. Consequently we can see that it is often possible (at least in the presented case, which stands somehow for most VR haptic environments) to use deadband transmission far beyond human haptic sensory capabilities for the direction from OP to TOP.

With respect to the resulting packet rates the first observation is that, in general, more velocity packets than force packets are generated as can be seen in Figure 12. This also has multiple reasons. First, velocity packets have to be sent all the time for tracking the endeffector whereas force packets have only to be sent when contact with the environment takes place. Secondly, force usually reaches higher magnitudes (and therefore higher deadbands) more quickly than velocities. In the case of this experiment the test subjects are in contact with the environment almost all the time, and so velocity is mostly small whereas force is quite high in most cases. The third reason lies in the differentiation of already noisy position values in order to get the desired velocity signal. This differentiation amplifies the noise and this high amount of noise is therefore another reason for triggering the deadband, especially when it is small in magnitude.

It can be observed that with 0% deadband less than 1000 packets per second are sent. This comes from the fact that even with 0% deadband a change in the measured variable must occur to trigger a new packet transmission. In the case of calculated forces of the VR environment, force is exactly zero while no contact to the environment is made. Therefore only in case of contact packets are sent. Knowing that, we can conclude that during the experiments with 0% deadband the subjects had contact with the environment about 87% of the time.

In comparison to our results for the 1-DoF case in Section IV-A.3 we can conclude that the deadband usage in three dimensions leads to similar tendencies in packet rate reduction as the 1-DoF approach but is not quite as effective as such. Packet rates for velocity packets are reduced by almost 75% when using a barely perceivable 20% deadband. For force packets a reduction by almost 90% is possible by choosing the also barely perceivable 5% deadband.

b) 3-DoF with linear prediction: The dashed lines in Figures 11 and 12 show the corresponding results.

The ratings in Figure 11 given by the test subjects are almost always above those of the previously mentioned case. Hence it is possible to use even larger deadbands when prediction is applied.

We can see that even the simple linear prediction model in III-D reduces the packet rates in comparison to the 3-DoF approach in the previous paragraph. In Figure 12 we observe for a 20% velocity deadband and a 5% force deadband an improvement of 28% and 25%, respectively. The total savings in comparison to transmission without deadband are 83% and 93% for velocity and force packets, respectively.

One possibility to further improve this approach is to use more sophisticated prediction methods. However, the limiting factor is signal noise as the following experiment shows.
c) 3-DoF with linear prediction and filtered input signals: The results are represented by the dash-dotted lines in Figures 11 and 12.

In Figure 11 we can see an almost linear decrease in the ratings for both types of data with increasing deadband value. We assume that values of 7 and higher represent a good feeling of immersion in the system. Consequently, we can say that 10% deadband for both velocity and force should not be exceeded as not to sacrifice immersion.

With respect to packet rates, compared to the results from the previous paragraph where no pre-filtering was applied, we can observe a drastic decrease in velocity packet rates, especially for small deadband values. This is exactly the benefit the pre-filtering was supposed to give. This has two main reasons. First, during motion phases with small velocities the velocity noise triggered unnecessary packet transmissions. With reduced noise in the signal this happens considerably less often. Secondly, less noise makes it easier to estimate and predict signal slopes.

For force packet rates the improvements are not as significant as in the velocity case. The reason for this is the fact that we have considerably lower noise levels on the force signal to begin with. The pre-filtering step is therefore not as efficient here as for velocity signals. Still we can observe a significant improvement (55%) in packet rate at 2.5% deadband in comparison to the LP case. This means almost 93% packet rate reduction in comparison to the original rate with only a minimal 2.5% deadband applied.

Finally we can state that the proposed pre-filtering step for prediction based deadband transmission of 3D haptic data works well for velocity and force data. At a combination of 7.5% deadband for velocity and 2.5% deadband for force we achieve a reduction of packet rate to 8.7% of the original rate for velocity and 7.4% for force with barely noticeable influence on immersiveness.

d) Discussion: It is very likely that the presented results can be transferred to more complex scenarios and tasks. The operation of more complex or more dynamic scenes should not be very different. The results from [18], [19] are for static conditions. However, all our results point in the direction that thresholds similar to the static JND are valid for the dynamic case. Since to our knowledge research in psychophysics did not yet consider dynamic change thresholds in literature, we will try to cover this area in future work.

Perceptual thresholds in combination with the resulting packet rates allow us to choose optimal trade offs. For force samples it is generally not necessary to choose thresholds higher than a few percent because packet rates are already very low at this point. For velocity it is highly dependent on the amount of noise in the signal, but generally we can say that 10 to 20 percent should be possible in most cases.

With increasing system complexity in terms of the number of DoFs used for interaction, the approaches become less efficient. This is because only 3 directional or angular DoFs can be combined in a reasonable way. If more DoFs are used they have to be grouped and every group may trigger a packet transmission at every sampling instant. To find reasonable combinations of more than 3 DoFs is subject to future research.

V. Conclusion

The transmission of haptic data is a relatively new challenge in multi-media communication. In this article, methods are presented which exploit the properties of human haptic perception for data reduction of haptic data. The basic deadband approach is presented together with its extensions to 3-DoF and further enhancements using linear prediction and filtering. Those techniques which are presented in this work are to our knowledge the first psychophysically motivated data reduction approaches for haptic data in literature. The usage of those in modern telepresence and teleaction systems makes it possible to use the internet as the communication infrastructure. This forms the base for easier access and simpler realization of haptics-based applications.
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