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ABSTRACT

Profoundly deaf persons, due to the lack of auditory
feedback, generally need to be +trained to acquire and produce
“proper” prosodic and artliculatory features of speech. This
project aims at the development of an aid which would provide
visual feedback, in the form of vocal tract lateral shape, pitch,
and energy, to the deaf persons, for improving their speech.

Linear predlictive coding technique was selected for speech
analysis. As a first step, a software package 1in PASCAL was
developed for non-real-time anafysis and display of the vocal
tract area function, pitch contour, and energy on a PC for the
purpose of testing and experimentation. This was followed by the
development of the hardware and software for the aid.

Real-time analysis of speech i3 carried out by a digltal
signal processor TMS-32010 Evaluation Module (EVM) from Texas
Instruments and the dlsplay function 1s handled by a PC. An
extension card to the EVM and an interface card to the PC were
developed for coordinating the acquisition, analysis, and display
- functions. At present, an assembly language program on TMS-32010

carries out the speech analysis and the PC dlsplays the area
function and the intensity at the end of the analysis of a speech
segment.

After further improving the display updating functions, the
aild should be tested by speech therapists and teachers for the
hearing impaired persons. Feedback . from them c¢an be used +to

develop an improved version of the aid.
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CHAPTER 1
INTRODUCTION

1.1 OVERVIEW OF THE PROBLEH

Speech can be described in terms of 1ts phonemic an& proscedio
characteristics. Hearing Iimpalired persons have ne auditory
feedback and hence no remembrance of speech by themselves. Due 1o
the lack of auditory feedback the profoundly deaf persons are
likely to be deficlent in the proper production ofi the phonemnic
and prososdic charscteristics of speech. Children born desf ars
likely to vecome dumb, 1F they are not taught to spesk early on
[i81].

"Walle training hearing impalred persons a bteacher mages use
of thelr residual hearing abllity, i1f any, and he teaches how to
speak loudly at a constant plteh eand how to articulate -@%cﬁ
phoneme or the word, This project 1s concsrned with providing the
vigusl fsedback of speech characteristics for the tralning of such

pErIons.

1.2 ECOPE OF THE PROJECT

This prolect involves the development of & speech Processor
to analyze the speech signal in real-time using digital sigznal
progessing techniques. A block diagram ¢f the setup 1s as shown in
Fig.4.1. The system uses the Digital 5Slgnal Processor THMN5-32010
Evaluation Module (EVM) from Texas Instruments. The hardware

development includes the analog preprocessor conalsting of
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pre-amplifier, lowpazs filter (antili-aliasing filter), an extenszsion
card to the EVM and sn interfasce to the 1BM-PC. The spesch signsl
ig acgulred and analyszed by the THS-32010 in real-time and then
the relevant information is transferred to the PC. The PC is  then
ased for displaying the information in the desired format such as
rocal tract shape, pilitech contour, energy contour ete. The hearing
impalred persons can see thelr vocal tract shape and <an  Ccompsare
it with the reference one in order to understand how <thoy
articulated or how they should articulate. Information like
anergy, pltch varistion can pe of use to improve the prosodic
characteristics of the speech.

In oxder to implement these ideas, the relévant software for
speech anslysis waz first writien in PASCAL to experiment with the
data in the off-line mode and was followed by hardwarse and
software deavelopment for real-time processing and display. As
inplenented and tested nowW, using this ayster one can sﬁ%ak into
the microphone for arcund 1  second and sse  the changing arex
function of the vocal Tract and the energy variation on the PO
monltor. The speech analysls 1s achleved in the resal tinme, but

gince the programs running on the PC are written 1n the higher

lavel language, the real-time displsy updating is not functional,

1.3 THESIS OGUTLINE

The second chapter presents +the overview of the spesch

production process. It discusses in brief the articulatory and the

" agoustlc models of +the speech production mechanism., It also

desorives the model belng uged In bhe nrodect snd ite limitations.
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already established and sare Dbelng uzed in the prolect, are

described in the third chapler.

Then the fourth chapter describes the hardware development in
this project and 1its operatilon.

The fifth chapter describes the software configuration of the
aystem. It pres&ﬂts A 5rief discussion of +the various programs
develcoped, and the procedures followed in  testing the varlous
programs and the corresponding results.

Inn 2ixth chapter, the work cgmpleted is reviewed and sons
anggestions for further improvements are discussed,

Some supplementary informatlon 1s provided - in  Appendlices.
Some aspects of speech phonetics ai& given in Appendlx A. Tha

Appendix B reviews +he various spsech analysis techniques; wWhsreus

in Apwendix C, a brief description of the anti-aliasing filter

+

used is provided.
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CHAPTER 2
SPEECH PRODUCTION MECHANISM AND MODEL

2.4 INTRODUCTION

This chapter provides a dbrief discussion on the necessary

background material required for the understanding of the rest of

the chapters. Spsech signal ls composed of & seguence of sound

units. These sound units and the transitions Detween them serve s

a symbollc representation of the information. The arrangement of

these gsounds is  governed by the rules of the language. The
linguistics govers these rales Wwhereas thé study and
classification of the sounds of speech i3 called phonetics. IMore

discussion on these can be found in the Appendix A.

.2 SPERCH PRODUCTION MECHANISH

Fig.2.41 shows a cross-sectional view of the vocal tract and

th

47

places of articulation. The vocal itract beginag at the obvening
hetween the vocal cords or glottis and ends at the lips. The vocal
tract thus consists of pharvinx {(the conhectlion from the easophagus
to the mouth ) and the mouth or oral cavity., In an average mals,
the total length of the vocal tract is sbout 17 cm, [13,17]1. The
crogs-sectional area of the vocal +tract is deternmined by ths
rosition of the tongue, lips, Jaw and velum. It varies from zaro
(complete closure) to about 20 cma. The nasal tract begins at the
velum and ends at the nostrils. When the veluﬁ is lowered, the

nasal tracit 1s acoustically coupled to the vocal tract to produce

the nassl socunds of the speech. Fig. 2.8 shows a schematic diagram

i
H

<




af the vooal system., The sub-glottal ayvatewm consisting of  lungs,

broncehl  and trachey ssrves &3 & 2 source  of

energy for the
production of the gpeech (15,1717,
Spesch sounds can e classlfied 1nto three distinet classes

according to thelr mode of excltation. Vocal sounds are produced

by forcing air through the glottis with tensgion of the vocal corda

adjusted so that they vivrate in & relaxation oscillation, therebhy

produclng quasi-pericdle pulses of alr which excite the vooal
tract £131. Fricatives or unvoiced scunds are generated by forming
a constricetion at some point in the vocal tract and forcing alr

through the constrictlon at 2 high enough vwvelocity To producs

turbulence. This cresates a broad spectiruwn noilse source which
excites the vocal tract. Plosive sounds result from meking a
copplete closure, bullding up the pressure bshind and abruphly
releasing it.

The vocal tract and the nasal tracit are shown in Filg.2.& as

B

tupes of non unlform crogs-sectlion&l  area. As  zound Propagatas
down these tubesgs, the frequency srechtrum 13 shaped by the
freaquency sselectlvity of the tubes. In the context of the speech
production, the resonance freguencies of +the tract are called
formant frequencies, The formants depend upon the shape end the
dimenslon of the vocal tract; each shave characterized by a sel of
formants, Diffgrent gounda are formed by varying the shave of the

vocal tract. Thus the spectral provertles of the speech signal

vary with time as the vocal tract shape varies.




2,3 ACOUSTIC THEORY OF SPEECH PRODUCTION

This section deals with the mathematical repregentation of
gound generatlion that serves as the basis for the analysis and

syntheslis of the apeech.

2.3.1 Sound Propagation

wound waves are created by the vibration and propagated iﬁ
air or other media by vibration of the particles of the medla, and
therefore a set of partial differential equatlions can be obtalned
that describes the motion of alr in the vocal ‘tract system,
Howéver the formulation and solutlon of these equatlons is
extremely difficult except under very slmple assumptions about the
- vocal tract shape and energy losses in the vocal tract system., A
detailed acoustic theory must consider the effects [15] of +the
following
(2) Time varlatlon of the vocal tract shape,
(b) Losses due to heat conduction and viscous friction at the
vocal tract walls.
(¢) Softness of the vocal tract walls.
(d) Radiation of the sound at the lips,
(e) Nasal coupling.
(£} Excltation of sound in the vocal tract,
A completely detailed acoustic theory incorporating all the
above effects 1is extremely di;iieult. A s;mplﬁr physical
configuration, that is widely used, i1s the one in which the vocal

tract 13 modeled as a tube of nonuniform crogs—-sections, Fop

' ,frequenoies corresponding to the wavelength that are long compared




i
(-%'

+to the dimensions of the vocal tract (less than about 4 kHza. ),
is reaszonable to assume plane wave propagstion along the axis of
the tube. A further simplifying assumption is that there are no
loases due to-viscasity and thermal conduction either in the bulk
of the £luid or at the walls {15]. Portnoff (15! has shown that

sound waves in the tube satisfy the followling equations

-dp d{u/4)
-— =
i adt
- du 1 #p A) A
— = - e T (2.1
au f=lo a1 gt
ghere p = p(%,t) is the varlation in the sound pressure in  the

tube at peosition x and time t.

w = u(x,t) is the variastion 1in volume velcocity flow at
csiéion ¥ and time t.

2 = density of air in the tube.

c = veioeity of sound.

A = Alx,t) is the area function.

Closed form sclution to Ean.2.1 13 not possible except for
simplest configuratlionsa. To obtain & solution, boundary condlitions
mast be given at each end of ﬁhe tube. In addition to the boundary
conditions, the vocal tract area function A(x,t) must alsc be

known .




£2.%.2 Unlform Lossless Tube Model

The most commwonly used model for obtaining the uzeful insight

H

into the speech signal 1z the one in whieh vocel tract asres

function is sssumed to

e
i

congtant In both x and t. Also the tibe

ig assumed to be 1

o
o4}
on

ggiess [167,

IT A(x,t)

i

A 13 constant, then the partial differential

Een.2.1 reduces to the form

-3p £ du

L A gt

|
i

- A a4

e (2.2)
2 —.2 i?t :

o pals

These are analogous to the well: known equatlions

OF the
transmission line theory whose sclution is
u{x,t) = al{t-x/c; - al(t+x/c)
p(x,t) = _§9 fu(t-x/c) + ult+x/c)) e (2.3)
Using the analogy with the tramsmission line theory and applving

the boundary conditiona one can obtain the transfer. function of

the unlform lossless tube [15]1 as

sinl<i{l-x)/e] .
iZ, =- g _(0) eI
= cos[l/cl =

p{x,t)

]

cos[f1(1-x)/cl

u(x,t)

1t

— U_(r) e (2. 4)

cos[10/c]




10

where ZO = po/A, is the characteristic acoustic impedance of the

tube (by analegy with the transmission line

theory ) [153.

- and

the boundary conditions are : p(l,0)

0 at lips.

(0,8

UG(Q} at glottis.

The transfer function defined as ratio of the velume velccity

at the lips to the volume veloclity at the glottls 1a

U1, U{L,0) 1
——— o o V(i) = _ L. l2.8)
UG, UG(Q) cos(0l/c)

which indicates the infinite aumber of poles on the JjO axis.

2.3.8 EffecLs of Lozsses in the Vocal Tract

'

The above results assume ho energy loss in  the tube. In
reality, energy is lost as & result of viscous friction Thetween
the air and the walls of the tube, hest conductlen through the
walls of the tube and Vibiation of +the tube walls., Effects of
these losses can be summarized [158] as the following

(1) Viscous and thermal losses increase with freguency and
have their greatest effect on the high frequency resonances whlle
wall loss is most pronounced at the low frequencles.

(ii) The vyielding walls tend to ralss the resonant
frequencieslwhil& the viscous and‘thermal logzes  tend to lower

fhen,
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The net effect for the lower resonances is a sllght upward
shift as compared to the lossless, rigid wall model. The effect of
friction and thermal lossesz 1s small compared to the effects of

wall vibration for frequencies bélow 3-4 kHsz.

2.3.4 Hodel of Speech Production

The detailed models of 3sound generatlon, propagation, and
radlation can in principle be solved with suitable values of the
aexcltation and vocal tract parameters to compubte an output apeech
waveform. Fig.2.3 shows a general block diagram that i=
representative of numerous models that have been used as the basis
for speech processing. All these models assume that there 1s no

interaction between excitatlion, the vocal tract, and the radlation

load [15].

Lossless Tube Models

A widely used model for speech production is based upon the
assumption that the vocal tract can be modeled as a concatenation
of loasless acoustic tubes. The constant cress-sectional areas, Ak
of the tube are chosen 80 as to approximate the area function A(x)
of the vocal tract. However, this approximation neglects the
logsses due to friction, heat conductlon and wall vibration. This
model provides a convenlient transition between continuous time
models and discrete time models. This .is the model which 1g

assumed for analysis of speech in this project, A4 more detailed

treatment of the toplic may be found in [15].
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General Discrete Tims Model fm‘: Spesch Production

The Fig.&.4 shows a general model of speech production. It

inecludes -(a) Radiation Load, (b) Exeltation, and (e¢) Voeoal Tract,

(a) Radiation Load :

To obtain a model for bpressure at the 1l1lips the

radiation
effects must be included. It can be represented as
P (z) = R(s) U, (2)
where PL(z) 12 the Z-transform of the pressure at 1lips and 1L(2z2)

.represents the radiation load and Uh(z) is the Z-transform of the

~volume velocity at the lips. Various different models for

rrepresenting the radiation characteristics at lipas are proposed in

- the literature (1]. These models assume lip opening as an orifice,

- somatimes treated as an opening in a spherical baffle or infinite

rlane baffle. The resulting diffraction affects are complioated

and(difficult to represent. Assuming the radiating surface (lip

orening) to be small compared to the size of the sphere various

-approximations are proposed in the literature {15]. All these

approximations lead to represent the radiation effects similar to

'“g high pass fillter, at low frequencies. Thus discrete time model

6furadiation can be given as




(b)) Excitation

In most of these models 1t 1s assumed that there 15 no
interaction at glottis. That is excitation source 1s assumed to be
independent from vocal tract, Slnce speech sounds are broa@ly
N classifled as voliced and unvoicedf‘a dual excitation source which
ﬁ. can produce elther a quasi-perlodlc wave or a random nolse
waveform is shown in the Flg.2.4. Glottal pulse model G(z) is used
w;ﬂ’c.o convert the 1mpulse train to & waveform similar to the

waveform of the volume velocity at the glotitis. Here again various

models have been proposed in the literature [27.

(¢) Vocal Tract

A most commonly used medel and the one which 1s assumed in
this project is the lossless acoustic tube model. Further, in
linear predictive c¢oding the glottal pulse, vocal tract and

radlation models are combined in an all-pole model as

H{(z) = G(a) V(z) R{(z) .. {2.8)

u

;B.é RELATION BETWEEN ACOQUSTIC AND ARTICULATORY MODEL

several indirect methods for computing the vocal tract area

“:: futhion measured from acoustlic data that avold the drawback of

_~r&y technique have been publlshed. Our approach is based on one

&

© particular method suggested by Wekita [21]. If vocal tract Ls
iimodeled as a lattice fllter, then it can be shown that a filtering

process of identical form can be derived from a nonuniform

acoustic tube model of the vocal tract. It is shown that a set of

13
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reflection coefficlents 1n the acoustic tube modgl is derivable
-fram' inverse filter model of the wvocal tract. The basic

T assumptlons used in the acoustlce tube model are as follows

(a) The transverse dimensions of each sectlion of +the +tube is
small enough compared with the wavelength so that plane wave
propagation through each section ¢an be assumed.

The tube is assumed to be rigid and lossless.

In the linear prediction/acoustic tuﬁe model (LPAT), +the
wvocal tract 1s represented as a concatenation of a finite number
f cylindrical sections of equal length. If Ai is the

‘cross-sectional area of the ith section, then A is computed as

A = ——— A e (2.7)

here ri‘is the reflection coefficient defined &at +the Jjunction

:between A and A, .
. i its

2.4.1 Limitations of the Acoustic Tube Model

The problems which need to be considered while +trying +to
jgstim&te the area function wusing the LPAT model [22] are as
ollowing.

;ﬁi Limlted frequency band

| It is well known that a unique smooth shape of the vocal
ract cannot be recovered from a band limited signal.

) Bource characteristlcs

These are known to vary from person to person.




"(¢) Boundary condition

| In the LPAT model, the boundary condition at the 1lips does
not assume any load, and boundary condition at glottis consists of
“a termination with a tube of infinlte length. This is
:;substantially different from reallty.

{d) Losses in the vocal tract :

It is well known that a part of the sound ensrgy 1is lost
within the vocal tract due to viscous friction, heat conductlon
_and vibration of the vocal tract walls. These are not modeled in
._the LPAT model.‘

(e} Vocal tract length : ;
. The vocal tract length has' to be either determined or
coustically estimated rather rellably in order to estimate the
vocal tract area function.

(£} Dynamics of the vocal traét shape

Usually for a static vowel, area function 1is determined in
the normallized form. However, when dynamic movements of vocal

“tract shape are needed, the recovery of relative values of change

in the scaling of the successive area function becomes necessgsary.

2.4. 2 Overcoming the Limitationz of the Hodel

In order to reduce +the effects of +the above limitations
ollowlng approaches [22] can be used. |
?(a) Band limitation of the spesech signal
Because of band limitatlon, it is thecoretically obvious that
f@ unlque, continucus area functlon cannot be determined from a

ivan speech sample. However, based on LPAT nmodel, a unlque

15



‘relationship holds between the vocal tract transfer funcetion of a

‘given band limited signal, based on an all-pole LPC model ang &

discrete area function. The txansfer funotion for an M-section

area function is given by the Inverase of a polynomial of order M,

“and the M/2 pole pairs correspond to the first /2 Zformant

frequencies, It is feund that the discrete M-

(b)) Source Characteristics
The source characteristics introduces an uncertainty factor

into the estimation of the area function., As We know, by LPC

H(z) = G(z) H_(2) R(z) (22T
Where G(z) = transfer of the glottis (it is assumed that glottis
is excited by uniform impulse traln of a random noise
source and ls shaped by the G(z))
R(z) = radiatlon load at the lips.
H (2) = transfer function of the lossy vocal tract.

There are two approaches to ¢liminate the source effect from the

aH(a) as determined from the LPC analysis.

As the source characteristics varies from person to person

type of




ound at different F0), one should try +to estimate the glottal
inverse filter from +the acoustic data. This can be done by
detecting closed glottlias portion of the speech slgnal 1.e where
the interaction between the vocal tract and the sub glottal system
‘15 minimal, and using it to estimate the inverse glottal filter.
Or one ¢an do the LPC analysis 1ln the closed glottls portion to
avold thils effect,

Another simple way of tackling this problem 1z to use already
egtimated glottis characteristlcs (theoretically or empirically)

and apply pre-emphasis to the speech signal.

¢) Boundary Conditions

One of the sources of errors in computing area functlon based
~on the LPAT model 1s due to the differences between the model and
the actual speech production mechanism. The model assumes a
ossléss acoustic tube for the vocal tract and lumps all the
‘losses at the glottis. Thus the loss is repreéented by the opening
| f the glottis and other losses are neglected. The effect of the
scoupling of the sub glottal system to the vocal tract is not vyet
Well understood. Also one has to take into account the radiation
“characteristics. Agaln varlous radlation characteristics have been
_proposed [1]. The simplest approach to account for the combined
éidttal and radiation effect is to apply the pre-emphasis to the

acoustic data.

d) Losses within the Vocal Tract

Within the vocal tract, energy losses occur due to viscous

¢
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friction, heat conduction, and vocal tract wall vilibrations. One
should note that there is a basic deficiency in the equivalence
relation developed between the vocal tract tranasfer function and
the acoustle tube model. This 1s due to the fact that so far it is
noet possible to relate lossy transmission line model +to +the LPC
model in an efficient and simple way. Again, there are two
approaches to resolve this problem.

One can develop different pre-emphasis characteristics for
different types of scunds and use them to eliminate the 1loas
effect component from H (z). This 1s particularly difficult for
plosives and fricatives and of course, for nasals which are 1in
fact more accurately modeled by pole-zero analysis.

Another simple approach 13 to make certain conversions to the
measured formant frequencles and bandwldths so that the converted
formant frequencles and bandwldths match those for the LPAT model
[22]. In our case the conversions can be applied to the computed

area function. Of course such a oénversion chart would be phonene

dependent and would be equally complex,

" {e) Vocal tract length

Vocal tract length is another factor to be taken into account
for accurate dlsplay of area functlon., The length of +the vocal
tract has to be either externally measured or acoustically
egtimated., Note that this is a parameter that varies from person
to person snd even for a person from sound to sound. But, one can

generally neglect the sound to sound varlation.



(£) Dynamlcs of the vocal tract :
Whlle computing an area function from the given set of
raeflection coefficients, the cholce of scale for the

cross-sectlonal areas is rather arbitrary and in general, may vary

© from frame to frame.

The area functions can be normallzed, however, when the
dynsmic shape of the vocal tract is of interest, some oriterion
~.has to be employed to recover the relative change in the scaling

for the area functions for the successive franmes.
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A cross-acctional view of the vocal tract. () Speech articu-
acal folds. (2) pharynx, (3) velum. (4) soft palate, (5) hard
palate. (6) alveslar ridge. (7) tecth, (8) lips. (9) todgue tip, {10} blade.
(11} dovsura, (12) yoot, (13) mandible (aw), (14) vasa! cavity, (15) oral
cavity, (16) nostrils, {17} trachea. {18) epioglotlis. (b} Places of articu-
lation (1} tabial. (2] dental, {3} alveolar, {4} palatal (5) velar. {6) uvular,

(7) pharyngeal. (8} glottal. B

lators: {1} v

Fia. 2.1
@) A Cross-sectional View O Tre Vocal TRACT

(b) PLaces OF ARICULATION
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CHAPTER =
SPEECH ANALYSIS

3.1 INTRODUCTION

The maln objective of the varlous speech analysis methods 1s
-to obtaln a more useful representation of the speech signal in
~berms of parameters that contaln the relevant information in an
appropriate format.

The underlying model o©f speech production I1nvolving an
excltatlon source and a vocal tract filter 1s limpliclt In many
~analyses., The key to all the parametric representations 1s the
concept of short time analysis. This is based on the fact that
‘although the speech signal is non-stationary, there 1s local
stationarity in the speech signal. That is the speech parameters
. remain constant over a short interval of time.

The speech analysis methods can be broadly classified as

“{a) time domaln analysls, and (b) frequency domain. analysis. A
brief discussion of the various speech analysis methods 1is given

“in Appendix B.

_3.2 SPEECH ANALYSIS USED IN THE éROJECT

For our application, the fellowing features of the speech are
reguired

(a) Transfer function of  the vocal tract.

(b) Average energy per frame,

(o) Voleced/unvolced clasaification, and piteh determination.




3.3 LINEAR PREDICTIVE CODING

The transfer function of the vocal tract i1s obtained using

‘linear prediction [15,17]. For applying the time serles analysis

to the continucus time speech signal s(t), the signal 1s sampled

wlth a sampling interval T (= 1/EQ, wherer Fg ls the sampling

g: frequency). The discrete time slgnal s(nT) is then used for time

~ serles analysis. Here the signal s(n) s(nT) 1s modeled as,

p q
s{n) = - a,s{n-x} + G [ b u(n-1)
k=a L=o

. (301)
with b, =1,

l.e.. 8(n) is modeled as a linear combination of rast outputs

and
 present and past inputs.
Taking Z-transform of both sides of Ean.(3.1), we get,
a -1
S(z) 1 + L}_:‘,1th
H{(z) = ————= = g ; .. {3.2-48)
U(z) 1+ ¢ akz_k
k=1

- This 1s the general pole-zero model. Here, 1in +thia project an

~all-pole model will be used as given below.

P
s{n) = - L a_ s(n-k) + G u(n)

c.. . (3.2-B)
k=1 I

is the gain factor.




P ca(3.3)

fe=g

The soclutlon for the coefficients ai is obtained using the
‘method of least squares [8] as follows.

Let the predicted aignal be s(n), Then

P
s(n) = - % a, s(n-k)
k=1

The prediction error 1s given as

~ P
e(n) = s{n) - s(n) = s{n) + T a, s{n-k)
k=4

o (304)

-1f the signal s(n) is a sample of a random process then e(n) 1s

- also a sample of a random process. In the method of least squares,

we minimize the expected value of the square of errors.

) P
E = F[e"(n)] = £[s(n) + I a, s(n-k)]° ... (3.5)
k=1

Now E is minimiged by setting,



] ;R
4
For

P
PN akE(Sn L3S L) = ~E(s_,s —i)’ 1 =i =2p
k=g
... (3.8)
The minimum average energy ls given by
) ) 4y 3.7
hp = E(sn ) +k§1ak E(sn,snuk) e (30

Now assuming the local stationarity of the Speech signal we get

for a stationary Process,

E(s ) = R(i-k)

n-k’Sp-i
where R(1) is the autocorrelation of the process,
For a stationary and ergodlec process the autocorrelation can be

approximated as the time average instead of ensemble aversage as
R(i) = ¥ s(n) s(n-i)

where s(n) 1s assumed to be zero mean stationary, ergodic process.
In practice since the signal s(n) is known only over a finite

interval of time, in effect s(n) 13 multiplied by a window w(n) as

3°(n) = s(n) w(n)



>

" Hence the autocorrelation becomes,

R(i) = ¥ s  s° ’ L= 0 ....{3.8)

A brief discusslon on the cholce of the window may be found 1n

Appendix B.

3.3.1 Computation of the Predictor Parameters

For stationary asignal the Egn.3.6 becomes

1A

-

A
e

o .
L a R(i-x) = -R(i), 1
k=1

These are popularly known as Normal Equations.

several methods are avallable to solve the p equations . in p
unknowns. But since the autocorrelation matrix is a Toeplitz
matrix [8], the LPC coefficients can be efficlently computéd
wlthout having to explicitly find the inverse of the matrix R.
beveral algorlthms have been proposed in the liﬁer&ture.[8,15,173.

Most popular are the ones due to Levinzon and Levinson-Durbin

[8,151].

The following algorithms were selected for the project.

(A) Levinson-Durbln recurslve procedure [15]

(B) Auto correlation labttice algorithm [9]

(C) Leroux-Gueguen (LG) algorithm (7]




CA) Durbins Algorithm
This algorlthm is reproduced below for easy reference,

Normal equations are

P
L a, R{i~-k) = -R(i) 1 =it <p el . (3.9)
ko4 ) :
These can be sclved as
Eo = R(O)
Lol -
FK, = -[R(:) +-§:1 ; R(i-1)1/E,_,
J-—
aci.): FK,
L 1
O gttTRL g, At TY 1242 i-1
J j ioTi-j
_ 3 2
Et = (1 FKi) E,L_1 L. (3.10)
The egquations are solved recursively for v+ = 1,2,...,P and the
final =aolution i3 given by
a = aF 1<;<P e, .(3.11)

(B Autoceorrelation Lattlice Algorithm
In the linear prediction, the slgnal spectrum ls modeled by

an all-pole spectrum with & transfer function glven by,




|
where A(z) = ¥ az ¥ ° a =1

A(z) is known as inverse filter, G is a gain factor, ak's are the
predictor coefficients, and P 1s the number of poles, If H(z) ls
stable and minimum phase, A(z) can be lmplemented as a lattice
filter as shown in . the Fig.3.1. !

The reflection coefflcients FKm in the lattice are uniquely

related to the predictor coefficients. Given FKm’ 1 =m= P, the
get a, ls computed by the recursiv¢ relation

()
m ™m

a(m) = agm—i) + FK a(mfi) 1 22 m1
i i m “m-j

.. (3.13)

The Eans.(3.13) are computed for m = 1,2,..... P
The final solution is

24




30
In the lattice formulatlion, the refleotion coefficlents can

be computed by minimizing some norm of forward residual fm(n) or

the backward residual bm(n) or a combination of the +two. For

Fig.3.1 we get,

fa(n) = bo(n) = sg{n)

fm+i(n) = fm(n) + FKm_I_1 bm(nul)

bm+1 = EKm+1 fm(n) + bm(n~l) L (3.1D)
where s(n) is the input signal and e(n) = fp(n) is the output
reaidual.

Several methods for determining;pha reflection coefficients depend
on different ways of correlating the forward and backward
restduals [91].

In general, the lattice methods do not minimize any global
criterlon, such as the variance of the final forward residuél ete.
Any minimization that takes place 1s done gtage by stage. If s(n)
1s truly stationary then the stage by stage minimizatlon gives the
same result as global minimization.

From gqns (3.13) and (3.15) we can write [71,

(m?

fm(n) = a, s(n-k)

} E4
yed

b (n) = ¥ a s(n-mtk) ... (3.18)




Now defining,

F.(n) = E[£ *(n)],
B .(n) = E[b *(n)],
C.(n) = E[£ (n) b _(n)]

We get, from Egn.(3.18),

m m

Fon) =L T a™a™ #(k,i) ‘ e (3.17)
k=0 izo

where

f(k,1) = Els(n-k) s(n-1)]

-(3.18)
1s the non-stationary autocovariance of the signal.
Similarly,
- - y 3;
By(n-1) = ¢ § a™ a " F(mtl-k,m+1-1) .{3.19)
k=0 i=zo
m m
Cm(n) = 5 PN a a  &(k,mtl-i) , o (3.20)
k=o izo
2 Cm(n)
FKm+1 = .. (8.20)
| Fm(n) + Bm(n—l) . 4

Using Harmonic Mean (Berg ' s) Method,
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For a stationary slignal, the covarlance reduces to the

autocorrelation as

2(k,1) = R{(i-k) = R(k-1)
830 we get,
m m n m
Fm(n) = Bm(n—l) = kEL i;;ak a, R(i-k)
and
m m
Cm(n) = ¥ g a, a; R{m+1-1i-k)
k=zo 20

Now, making use of the normal equations 93]

m
)N af R(i-k) = ¢ 1

iz0

and noting that

1A
W
A
=

I

2
(n) = [1-(FK )1 F_(n)

m+ 4

and

B (n)

m+ 3

1

2
(1-(FK,, ,)*1 B (n-1)

- we get,
it

C L a" R(m+l-k)
k=o

2
F (1~FK$’)F

m- 1

with FD = R(0), we note that the Ean. (3.26)

INoWn as_LevinsonwDurbin relatlion,

.. (3.22)

-+..(3.23)

. {3.24)

.. (3.25)

...(3.26)

is "popularly




) Le=-roux~-Gueguen (LG} Algorilthm

In LG algorithm reflection coefficients are derived from tThe
~autocorrelation coefficients without extracting polynomial
coefficients of the transfer function. Further the intermediaté
variables parameters are guaranteed to be less than unilty. - Thils
means that Le-roux-Gueguen algorithm can be implemented easlly i1n
the fixed point arithmatic. The detalls of the algorlthm can be
found In the reference [7]. One can note that the central Kernel
is effectively a lattice structure as shown in the Fig.3.&2, which

can be represented as

Yi(i) = R(I}, I =1,....,F.
Bi(I} = R(I), I =0,....,P.
FK(T) = - YI(I)/BI(I~1)
Y}H(I) = YJ(I) + FK(J) BJ(I—l)
BJM(I) = BJ(Ivl) + FK(J) YJ(I)
for I = 132; :P
for J = 1,2, yI-1

el (3.27)

3.4 VOICEDA/UNYOICED DECISION, AND PITCH DETERMINATION

Voiced speech involves vibrétion of the vocal cords and the
‘piteh” refers to the fundamental freaquency (F0) of such vibration
. Determination

or the resulting periodlclity in the speech signal.




of F0O or the “pitch’ of a signal 1s a problem In many speech
applications. Real time pltch displays can also glve feedback to
the deaf learnling to speak.

The concept of pitch determinatlon is simple. But because of
the non-stationary nature of the speech, 1lrregularlities in the
vocal cord vibration, the wlde range of possible FO values,
interaction of FO with vocal tract shape, and degradatioh of
speech 1in nolsy environment rellable and accurate pltch estimation
becomes a difficult problem. Majority of +the pltch detectlion
schemes [15,16,17] are computational algorithms operating directly
on the speech signal. Most yield;a volcing decision as part of
thelr processing, in which up torfour classes are distingulshed
voleced, unvoiced, mixed, and sllence. Real-time determination of
piteh lmposes an.additlonal constraint that the FO values must be
produced with small processing delays. |

Two well khown algorithms, autocorrelation piteh detection
method and the simplified inverse filter transform = (SIFT)
slgorithm [11,171, were selected for the‘pitch estimatlion problem
in the project. The SIFT algorithm wlll be further discussed in

chapter 5.
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CHAPTER 4
SPEECH PROCESSOR AND DISPLAY - HARDWARE

4.1 INTRODUCTION

The major emphasls in this project was on the the development
of the hardware. Our appllcation demands that the speech signal be
processed in reél*time and the Information be displayed on the PC
monitor,

Keeping Iin view the funcbional capability of, and the
avallability of the development support for the TMS-32010 (£from
Texas Instruments); the speech processor was bullt around
DSP-TMS-32010 Evaluation Meodule(EVM). A block diagram of the
project is shown in the Fig.i.i1. The speech signal obtained from
the microphone is amplified and lowpass flltered. It 1s then
sampled at 10 kHz. Acquisition and processing of the data are
handled by the TIS5-32010, in segments of c¢ertaln time duration.
After a certain segment of the signal has been ppocessed, the
extracted parameters are then trgnsferred to the PC.

After analysis of each segment of the speech signal the
extracted parameters are sent to the PC. All the display functlons
are performed by'the PC. Bven when speech analysls 1s achieved in
real time using ‘digltal signal processor, overall real time
performance cannot be achleved without efficient communio&tion

between the PC and the DEP, and efficient display updating

routines,




overall system consists of the followlng blocks.
(a) Pre-amplifier and antl-alliasing filter.

(b) Extension to the TMS5-32010 EVHM.

(e¢) Interface card to the PC.

(d) Display.

4.2 PRE-AMPLIFIER AMND ANTI~ALTASIMNG FILTER

Pre-amplifier sectlon of & cassette tape recorder (SANYO,
M-83b0K) along with one external Dbuffer amplifier with gain
. ¢ontrol serves the function of the pre-amplifier of our systen.

A seventh érder elliptic lowpass filter has been used as the
anti-aliasing filter. This fllter, using quad op-amps, had been
earlier bullt by Dr. Pandey [14] and was used here after tuning it
properly. About 40-dB attenuation in the stop band 13 achleved
with the transition reglon between 4.6 kHz to 4.9 kHz. A brief
degcription of the circult and tunling procedures are glven 1in

Appendix C.

4.3 EXTENSION CARD TO THE THS=-32010 EVALUATION MODULE

Development system for THMBE-32010 called as "Evaluation
Module  (EVHM) [19}.15 used for testing and developling the software.
It 13 also being used as ths em&lator for the extension card that
has been devaloped.

A block diagram of the extension card 1s as shown in the
Fig.4.1 and it consists of the following functional blocks.
(A) Interface to TMS-32010 EVHM

(B A/D converter




(C) Extended data memory

(D) Host interface (interface to IBHN-PC).

Layouts for the BExtension Card are shown in Fig.4.9.

4.3.1 Interface tﬁ the THS-32010 EVM

The signals avallable from the EVM are shown in the Filg.4.2,
Thegse Include the unbuffered data and address bus and the other
control signals. On the card the data and the address signals are
buffered using 74ALS244 and T4ALGZ245.

Mapping of the I/0 space 1s done using BAO-BAZ signals with
the help of the decoder T4LS138 as shown in the Fig.4.3. The I/0

map of the card is as given in TABLE 4.1

4.3.2 ArD Converter

This part of the circuit, shown 1n the Fig.4.4 uses AD-574, s
12-bit successive approxlimation A/D converter (ADC) with the the
conversion time of 2b-uS [AD-674 is pin-to-pin compatlble wlth
AD-574 and can be used for conversion time of 17 uS].

The conversion pulses are generated using a combination of
the 6-bit rate multiplier ICs 74LS97 as shown in Fig.d.4d-a.

The end of converslon pulses from the ADC are used as the
interrupts. The BTATUS signal from +the ADC 1s given to the
flip-flop and then used as an interrupt to +the TM5-32010 after
aynchronizing it with CLOCKOUT signal from the THMS5-~32010.
Provislon 1s also made for an alternate arrangement of using the
STATUS signal as the input to the BIO pin of the TMS-32010. The

data 13 read by the THMS5-32010 using the octal flip-flops T4ALSHT4




as shown in Fig. 4. 4-b.

4.3.3 Extended Data Memory Interface

If large data memory 1s required as in our appllcation, one
can use some program memory to store the data. But these segments
of data can only be accessed using TBLW/TBLR instructions [5,20].
For thls reason this scheme 18 qulte 1inefficient when large amount
of the external data storage 1ls required.

To implement larde data memory expansion, the extended memory
interface [5,20] as shown in the Fig.4.5 can be used. With this
approach the memory can be accessed ln two cycles once an address
has been loaded, making thls technlque preferable. Note that the
primary savings in cycles required to access the memory result
from loading the address only once and having this address
increment or decrement with each access. Thus, for +the most
efficient use of the memory, data should be stored sequentially to
avold having to reload an address for each access. If data 13 not
saved sequentially, four cycles are required for each acccss

making the TBLW/TBLR approach the preferred one.

Deglgn Considerations

A primary consideration of the extended memory expansion
design is to implement an efficlent interface to large amount of
data memory. The program interface to this memory uses the I/0
prorts. These ports are accessed in two cycles whereas three cycles

are requlred to access +the program memory via TBLW/TBLR

instructions. This interface 13 mnapped inteo three ports as

i L o o i




indicated in the I1/0 map glven in the previoua section and also

given below.

(a) Port BH which receives +the starting saddress for the

nenory access,

(b) Port G6H which increments the address followlng each

access.

(c) Port TH which decrements the address following each

i
3

access,

Functional Description

The extended memory interface circuit, shown in Fig.4.5,
contalns the minimum amount of logie required +to efficlently
communicate with the larger amount of memory at relatively high
speed. 6116-12 chlips each being a 2Kx8 RAM have been used. The RAM
organization provides 4Kxl1l6 memory space as shown in the Fig.4.5.
| The addresses used to access these RAMa are derived from the
12-b1t up/down counter, implemented by casacading together three
4-bit counters, 74L8169aas shown in the Fig.4.%. An address 1is
loaded into the counters, using an OUT instruction to port address
SH. This address is incremented or decremented ﬁith sach access to
port 6H or 7H respectively. The logic controlling the interiace
~consists of a 7T4ALS5138 decoder, which decodes the three port
addresses and some loglec elrcultry +that generates the required

strobing and the enable sighals as shown 1in +the Fig. 4.3 and

Fig. 4. 5.




4.3.4 Host Interface

Communication betwsen the THMS5-32010 and the host (the IBM-PC)
is via the host interface. The host Interface contalna tUhree
registers : an acknowledgement reglster ACKR, a command register
COMMR, and status registers STAT1 and STATZ2; as shown 1n the
Fig.4.6. The host writes command to the COMMR which can be read by
the 32010. The commands afe defined by the user. The 32010 writes
to the ACKR whlch can be read by the host. The command and the
acknowledgement registers are assligned the ports OH and 4H in the

I1/0 space of the TMS-32010. The read and write strobes from the

TM5-32010 (i.e., DEN & WE ) and the PC (i.e., IOR & IOW) control
the bits 1n the status registersgtﬁat are used for handshaking
with the host.

The handshaklng signals are provided to control data
transfers across the the host interface on a byte-by-~-byte basis.
The PC can access ﬁhese slgnals by reading a 2-bit status reglster
at port 300H in the PC 1I/0 space, When PC writes +to the <command
register the status register is set and alsce the TMS-32010 1is
interrupted. Also the provision 1s made for wusing elther the
hardware interrupt (INT} or the software interrupt (BIO). The
TM5-32010 then reads the command thereby modifying the status
register. The provision ls also made for enabling the TMS-32010 to
access the status information via status reglster STATZ which
carries the same Information as that of the STATL.

When TMB5-32010 completes processing the command, 1t responds
Lo the PC by writing an acknowledgement in the ACKR. Provision 1is

also made for treating thls event as an interrupt to the host, The



PC can use this interrupt or the STAT1 to track the proceedings

and read the ACKR. The acknowledgement value can be the dummy
varlable, or typlcally 1t will be the data belng transferred to
the PC.

What 1s described above 1s the typical way of communication

that will take place between 32010 and the PC. Interrupt loglic 1is

shown in the Fig-4.7.

4.4 INTERFACE CARD TO THE HOST PC

The function of this card 1s to achieve +the compatibility
between the host IBM-PC bus and the THMS-32010 bus required for the
application. This card goes into one of the I1/0 expansion slots of
the PC and uses the PC bus available at the I/0 channel [4]. The
I1/0 channel signals are shown in the Fig.4.8. Basically I/0
channel is an expansion of ithe FPC  bus. However, it is

demultiplexed and repowered. The signals from the I1/0 channel are

buffered and the logic used, to obtain the I/0 DECODE signal which
points to the 1I/0 addresses 300H-31FH 1n the I/0 space of the FC,
This is a standard clrecuit and the same has been used here. The
circuit is shown in the Fig.4.8. The layouts are shown in

Fig.4.10.

I1/0 DECODE signal is used by the host interface c¢ircuit as
shown in the Fig.4.3, to map the acknowledgement register(ACKR),
command reglster(COMMR) and status reglster(STAT1) into the I/0

space of the PC as the following.



(1)
(2)

(3)

(4)

(5)

(6)

-0 HAP FOR PC :

PORT 318H — 'ACKNOWLEDGE REG. (ACKR)
PORT 318H — COMMAND REG. (COMMR)
PORT 320H — STATUS REG.STAT1

4.5 HARDWARE TESTING AND OPERATION

Most important part in developing the hardware is to test 1t

thoroughly 30 as to ensure that all parts are functioning as
intended. A part-by-part testing procedure was fellowed 1in this

project. In the following two subsectlons, the operating procedure

and hardware testing will be presented.

4.5.1 Operating Procedurs

This procedure ceonsists of the followlng steps.
Connect the TMS5-32010 EVM as directed in 1ts manual [197].

Use the emulator cable Lo connect the EVM +to the Exbenslon

Card through socket-Ul.
Uze 26-pin Flat Ribbon Conpecter {FRC) to provide analog

input &and power supply to the Extension Card; through

connector C-2.
Use 40 pin FRC to c¢onnect the Extension Card to the PO
Interface Card. through the connector C-1.

Set the varlious jumpers on the Extension Card as suggested in

the Table 4.82.

Set Junmper J6 on the EVM to position 2-3; 1in order to use

external BIO and INT but internal clock.

By running KERMIT communication software (or some other
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terminal emulation program) on the PC, establish a serial
communication link between the R5-232C connector of +the PC
and the connector C-1 of the EVHM.

Following the directions i% the EVM manual, transfer the
required program in the assembly language to the EVM and get
it assembled.

Initialize EVH using INIT commahd; set CLOCK to EXTERNAL,
and PROGRAM MEMORY to INTERNAL.

{(10) HNow run the program.

4.5.2 Hardware Teating

A part-by-part testing of the hardware was carried out as
follous.
{(a) Testing of Interface to EVHM

First only the buffer ICs were inserted in.the Extension Card
and the I/0 decoder and other necessary logle IC3 were put on the
board. Then & small program was executed which reads and writes to
the various ports as given 1n the I/0 map. All signals like BEE,

ﬁﬁ, MEN, etec., and the various resulting I/0 sighals were observed

and ensured to be correct,

Next A square wave or some rectangular wave was output to the

1

various buffers used on the boafd and the waveforms at the outputs

of the buffers were verifled,.
(b)Y Testing of A/D Bectlon

Firat some number was sent to the cascade of bit rate

multiplier ICs (7487) and the the varilous signals were verified.
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Then the constant 524 was sent to the Blt Rate Multipllers in

order to get 10 kHz.start of cgonversion pulses, as per the logilc

‘glven in the Fig.4.4-a. The constant 524 is derived as follows.

M
F z —————
64*%64%64

Setting F = 10 kHz.,F, = b MHz. we get, M = H24,.

oul in
Thus setting different values for M one can achieve different
converslon fregquencles,

Next ADC was' installed. ADC data was read using elther
software interrupt BIO or +the hardware Interrupt INT; after
setting appropriate Jjumpers as indicated in Section 4.5.1. ADC
data was verified flrst for analog de inputs of 0V and 5V. The

offset preset can be adjusted to get proper reading.

(c) Testing of Host Interface

A small program was written in which TMS5-32010 writes to the
ACKR reglaster after checking for the software interrupt BIO. Also
a program was run’ on PC which on hardware interrupt; reads the
data from the TM5-320 (IRQ 7 of PC 1is being used here). This
program was lmplemented in a loop and found to work correctly,
oimilarly, the other way communication in which TMS-32010 reads

data from the PC, was slso tested. Also the working of the satatus

registers STAT1 and STATZ was tested and verified.

i
i
'

(d) Testing of Extended Data RAM

First a amall program was executed on THS-32010 which reads
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or wrltes to the EDM. This program was Ilmplemented in & loop and
~the varlous slgnals at the outputs of the three T4L5169 counters
were verified. Then a set of data was successfully transferred

between the EDM and the PROGRAM memory of the THMS-32010.

(e} Integrated Testing of the System

After completing the part-by-part testing of the hardware,
"for testling of the overall system '& program SINE.THS [2]1 was
successfully executed. In this program a sine wave generator was
used for providing the input signal to the ADC. In brief, +this
program does the following,

A/D reads the data on hardware lnterrupt basis and stores 1t
in the EDM. After a certain number of data points. are acquired
these data points are transferred to the program memory buffer.
Then HOBT (IBM-PC) initlates the communication and the data 1is
transferred to the HOST from the TMS5-32010. After the data
transfer is over PC displays the waveform on the monitor which can
be easlly compared with the input waveform.

All the above tests indicate that the hardware ls functioning
properly. But one particular problem that i3 belng faced while
reading from EDM is that for some particular combinatlons of the
addresses and . the data. While reading Zfrom EDM ringing 1is
encountered on the DEN signal due to which improper date 18 read
in such cases. It 1s hoped that thia problem can in principle be
solved by some Judlclous changes in the layouts of the address and
the data bus going to the EDM section. Due to lack of time it has

not yet been done and hence to achleve the relisblllty insitead of

i




EDM the PROGRAM emory 1s  being used by +the SPEECH ANALYSIS

Programs Implemented on the TM5-32010.

)




TABLE 4.1

I/0 Map for the Extension Card.

PORT ADDRESS READ FROM WRITE TO
0H COMMR REGISTER NOT USED
1H STAT2 REGISTER NOT USED
2H ADC DATA SAMPLING RATE
3H NOT USED NOT USED
4H NOT USED ACKR REGISTER
5H NOT USED LOAD ADDR. TO EDM
6H EDM AND INCR. ADDR. EDM AND INCR, ADDR.
7H EDMD AND DECR. ADDR. EDM AND DECR> ADDR.




TABLE 4.2

a4t

Jumper settings for the Extension Card.

CONNECTION

JUMPER FUNCTION

J-1 1-2 Direction slgnal for ADDRERS
and DATA buffers,

J-2 1-2 for reading ADC data Iin 2°s
compliment form

3-4 for reading ADC data in offset

binary form

J-3 3-4 prrovides e¢lock synchronizatlion
to the INT signal

J-4 i-2, 5-6, provides HOST communication

9-10, 13-14
3"'4: 7"'8
11-12, 156-186

}

through BIO & ADC through INT
provides HOST communlcation

through INT & ADC through BIO
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CHAPTER 5
SPEECH. PROCESSOR - SOFTWARE

5.1 INTRODUCTION

In this project the speech segment was analyzed using Lilnear

Pradiction Technigue. The various algorithms have earlier been

discussed in Chapter 3. In order to experihent with the speech
data in the off-liine mode some of the speech analysis algorithms
were implemented as PASCAL programs. The LG algorlthm and the SIHFT
algorithm have also been lmplemented in the assembly 1anguagé of
the TMS-32010. In thls chapter, a brief description of the various
programs developed wlll be presented. The source code llastings for
the various programs developed ﬁy-the author are provided iIin an

internal report from the author [2].

5.2 PROGRAMS FOR IMPLEMENTING VARIOUS ALGORITHMS
The programs wrltten in PASCAL can be used for experimenting
with the segments of speech data (synthesized or real) 1n the

off-1line mode. Various programs implemented in PASCAL are a2 the

follouing.
PROGRAM FILE NAME FUNCTION
Autocorrelation AUTO . PAS Auvtocorrelatlion

Input : A text file of speech data

Output : A text file of autocorrelstlion coefficlents.




PROGRAM FILE NAME FUNCTION
Durbin DURBIN.FPAS Durbin’s algorithm
Input : A text file of autocorrelation coefficients.

Output : A text fille of predictor and reflection coefficients.

Auto-lat-fllter AUTOLAT.PAS Autocorrelation Lattice
Filter Algorithm.

Input : A text file of autocorrelation coefficients.

Cutput : A text flle predictor and reflectlon coefficients,

LG LG.PAS Le-Roux-Gueguen Algoerithm

Input : A text file of autocorrelation coefficlients.

Output A text file of reflection coefficients.

Speechanalysis SPEECH . PAS User Friendly Speech Analysls

Input : A text file of speech data and other information like
window tyre, pre-emphasis coefficient ete.

Output : A text flle of refléction coefficlents, Pltch estimate.

Display : Area Function, Autocorrelation of speech segment,

Autocorrelation of LPC resldual, Pitch contour.

5.8.1 Pre-empha=slse and ¥indowing

The programs developed for various algorlithms  apply

pre-emphasig and windowing to the speech data as follows.
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In the 2 - domain the pre-emphasls filter can be represented as

P(z) =1 -az " . (5.1)

where "a” 13 wvariable and 1s set so as to achleve good analysis
result for a particular phoneme. In autocorrelation method for LPC
analyslz some form of window ls applied +to the speech segment.

When combined wlth a window and a scale factor C the result 1is

x(n) = C win) [(s(n} - & s{n-131, n=2=~0,1,...,N.

~ea(b2)

where wi{n) ias the windeow function. Here Hamming window [15,17] has

been used. It is defined as

6,1,...,N.

w(n) = 0.54 — 0.46 oos[—?—g—’l—], ' n

s (5.3
The programs developed in the project compute the
autocorrelation coefficients for & glven speech ssgment as

follows. !

. N
R(1) = & x(n) x(n+i),
n=1

i =

0,1,...,M.

(b))

where M 1ls the order of the Linear Predictor,
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B.8.2 Programe for Speech Analysis

The LPC algorithms which are used 1In this project have

earlier been described in Chapter 3. Here the operation of Pascal

bprograms lmplementing these algorithms 1s described as follows,

(A) DURBIN.PAS

(1) Read the bpredictor order (P) and +the autocorrelation
coefflecients R(0G) to R(P) from the text file.

(2) BSet Ey = R(0)

(3) For 1 =1 to P do

(4) Using Ean=s.3.9 to 3.11,

Compute FKi, and Set aé“z FKL

Compute a?n for 1 £ j <€ i-1
(8) If 1 not equals P g0 back to ztep 4.
(6) The predictor coefficients are a. = a'F

J J
(7) BStore reflection and predictor coefficients in a text file.

y 1 =2 § =P,

(B) AUTOLAT.PAS
(1) Read the order of the predictor P

(2) Read from a text file the P autocorrelation coefficients
R(1) to R(P)

(3) Compute Cm(n), Hm{n) = Bm(n—}), from Eaqns 3.23, and 3.24,

also oné can use the modified equations for efficient

computation from reference L8]
{(4) Compute FKmﬂ_z - Cm/Fm
(6) If necesaary ocne can quantize FKmTi

(6) Using Egqns.3.13 compute the eredlictor coefficients




(7) Repeat the above steps from {3) to (8) for m = 0 to P-1

(8) 8tore the reflection coefflcients in a text file

(C) LG.PAS

This program implements the LG algorithm. This algorithm is
also used in the assenbly language program STRAIN.TMS and 1=

described later in Sectlon £.3.1-A.

(D)) BSPEECH.PAS

This is a user friendly speech analysis package which takes
a3 lnput the speech data Ffile and gives as output the reflection
coefficlent data file and displays the vocal tract shape and the
Pltch calculations from autocorrelation as well as inverse fllter
algorithm on a frame by frame basiz. It also displays the pitch
contour for a duration of the speech signal. Brief description of

the operation of the pProgram 1s as follows.

(1) Read the name of the data file, sampling frequency, and the
format in which the dats is stored. | >

(2) Read the total number of samples (TS) and +the data polnts
from the file.

(3) Ask for phe.the type of the window to be selected.

(4) Ask for the pre-emphasis fllter coefficient.

(5) Read the frame rate (FR), the total number of frames to be
analyzed (NF) and the Starting frame number (SENQ).

(6) For I = SFNO to (SENQ+NF~1) DO

(7) Compute autocorrelation coefficients.

’éz
3
o




(8) Compute reflection coefficients from the LG algorithm, store
them in a text file.

(9) Compute LPC residual from the inverse filter algorithm.

(10) Compute autocorrelation of the LPC residual signal.

(11) Find pitch by applying peak picking algorithm to the
autocorrelation of the signal a=z well as auwtocorrelation of
the residual signal.

(12) Use display procedure to display autccorrelation function for
the zpeech segment, and autocorrelation of the LPC residual
signal. Display the eéstimation of the pitch and the estimated
area function.

(13) If I not equals NF then g&o to atep (8).

{(14) Ask if pitch contour is to be displayed. IFf YES then display
the pitch contour for the selected speech segment.

(15) If analysis for any particular frame is demanded then display
analysis results for that frame.

(16} If the program is to rerun then go back to (1).

(17) Else stop.

5.2.3 Teste and Resultc for Speech Analysis Programs

For the testing pPurpcses sﬁmple data was generated from
gtationary time series (as explained later), and by using =&
synthesizer program called Klatt-Synthesigzer [6]. This iz &g
Cascade/Parallel Formant synthesizer in which control parameters
like formant frequencles, bandwidth, and amplitudes ete. can be

3et 80 as to synthesize different sounds. Various tests carried

out on the programs are briefly described as follows.




(A)y TEST 1

The sample time series data used to verlify the programs was
generated using a stationary difference equation as follows,
Program TFC.PAS : This program genherates the time series data from

the followlng difference equation

g{n) = ¥(n) + a s{(n-1}) + b s(n-2}) + ¢ s(n-3) + d 3{n-4) + & s(n-b)

+ f s{n-6}) + g 35(h~-7) + h 3(n-8) + 1 s(n-8) + J s{n-10).

RESULT

For x(0) = 100, s(-1) = s(-2) = ..... = 5(-10) = 0, N =200, and
g, h, 1, J = 0;

Store data in file : A.TFC

Store autocorrelation coefficients in file : ATC.COR

PREDICTOR

COEFF. a b c d e f

ACTUAL ~2.98 -4.71 -4.60 ~2.89 -1.07 -0.2

DURBIN -2,876 -4,696 -4.574 ~-2.868 ~-1.042 -0.183
P =12

AUTO-LAT '

P = 12




73

REFLECTION COEFFICIENTS obtalned from pProgramns DURBIN.PAS,

AUTO-LAT.PAS, and LG,PAS were same and are glven as follows.

-7.4498E-1 ~8.164E-1 -7.442E-1

-8.018E-1 -4.992E~1 -1.9708E-1.

It 1s found that for a perfectly statlonary signal asuch as

the one generated using TFC.PAS all the algorithms viz. Durbin,

Auto-latt. and the LG, give the same result. The actual and the

computed coefficlients closely match with each other indlcating the

correcthness of the programs.

{B)Y TEST 2
In this test, sample time series dsata was generated using
Program WAVEF . PAS [2] for given formants and bandwidths. The time

serles was then analyzed by the program SPEECH.PAS. The results

from the analysis are as the followling.

RESULTS

(i) For generating a sample data representing an uniform
cross—section_tube following data was used by the program

WAVEF .PAS [2].

F1 = 500 Hz, BW1 = 100 Haz; F2 = 1500 Hz, BWZ = 100 Hz;
F3 = 2500 Ha, BW3 = 100 Hz; ; " F4 = 3500 Hz, BW4 = 100 Hsz;
F5 = 4500 Hz, BWS = 100 Haz.




Integer data stored in UN.WAV

The computed area funetion 1s shown in Fig.5.1.

For the following tests (11) to (v), we have used the area

functions for Russlian

vowels originally gilven by Fant (using X-ray

method) and reprinted in [15]. For these ares

functions Portnoff

{151 has calculated the respective formant freauencies and

bandwldths. These are used by the program WAVEF.PAS to generate

the data to be used in the following tests.

The values for formants and bandwidths given in the following

subsections are in Hsz.

(11) Formants and bandwidths for the Russian vowel /a/ are

F1 = 650.3, BW1 = 894.1 F4 = 3558.3, BW4 = 198.7
F2 = 1075.7, BW2 = 91.4 FS = 4631.7, BWS = 89.8
F3 = 2463.1, BW3 = 107.4

Integer data stored in CALWAY

The computed area function is shown in Fig.B, 3-a,

The area function given by Fant is shown in Fig.RB.2~a.

(11i1) Formants and bandwidths for +the Russian vowel /e/ are

Fl = 415.2, BH1 = 54 4

]

3449.9, BW4 330.0

1

F2 = 1978.5, BWZ = 101.8 F5

11

4387.1, BW5

172.9
F3 = 2810.4, BW3 = 318.3

Integer data stored in : E.HWAV




The computed area funetion is shown in.Fig.S.3-hb,

The area function given by Fant is shown in Fig.5.8-h.

(iv) Formants and bandwidths for the Russian vowel /1/ are

Fl = 222.8, BW1 = 52.9 F4 = 3968.3, BW4 = 174.1

Fz2 = 2317.0, Bwz = 58.4 F5

I

4423.8, BW5 = 870.9
F3

il

2973.6, BW3 = 388.0
Integer data stored in : I.WAV
The computed ares function is shown in Fig.5. 3-¢.

The area function given by Fant is shown in Fig.S5.2-c.

(v) Formants and bandwidths for the Russian vowel /u/ are

Fi = 232.0, BW1 = 80.7 F4 = 3849.7, Bw4 - 42.51
F2 = 596.5, BWZ = 57.2 . F5 = 4300, BWE = 45

F3 = 2394.9, ByW3

65.9
Integer data stored at : U.WAV
The computed area function isg shown in Fig.5.3-q.

The area function given by Fant is shown in Fig.5.a-d.

After comparing the original and computed area functions it
can be seen that even wilthout pre-emphasis and windowing, the area
function shapes obtained are gimilar te the ones given by Fant |
But 1t should be hoted that the data which is used for analysis is
an impulse response of g stationary transfer function. The
discrepancy in the area function can be attributed +to that fact

our model assumes loaalesgs tube whereas the formants and the

bandwidths used are computed by Portnoff [15] after considering




the losses. Since a single impulse response period 1s analyzed the

pitch calculations shown 1n the Fig.5.3 to 5.6 are irrelevant.

(C) TEST 3

To carry out this test, Russlan vowels (/a, e, 1, u/) uere
syntheslzed using the Klatt-Synthesizer. Alsco a synthesized data
for a sample sound /Exl/ was obtained for verifying the program

for pitch contour estimation. The control parametersz used for

their synthesis are given in Table 5.1 and 5.2.

The aynthesized data was analyzed using the program
SFEECH.FAS., Using Hamming window -and pre-emphasis with a = 0.9 The
results are shown in Fig.5.5 and Fig.85.6. From the results it c¢an
be observed that the computed area functiona are similar to the
ones given by Fant. Alsc from the pitech conteours it is noted that
both autocorrelation and lnverse filter algorlithms are able to
track the pitch changes for synthesised sounds. Nolse performance
is better in case of the inverse filter algorithm. It can be noted
from Fig.5.6 that when either AV or F0O is changing fhese simple
peak plcking algorithms sometimes may glve error.

Thus, thizs test verlfies the program SPEECH.FPAS.

H.3 SYSTEM SOFTWARE COMFIGURATIONM
The software conflguration of the syatem consists of two
parts : (1) Preogramg running on TMS-32010, and (11} Programg

running on & PC. These are described in the followlng sub-sectlons:

|4
]
4
)
i




5.3.1 Programs Running on THMS-32010

The flowchart of the system software configuration

on  the

THS~-32010 is as shown in the Flg.8.7, and 85.8. Tyo pPrograms are

developed for the speech analysis,

in the assembly language of the

THS5-32010. Thesge are
(A)

STRAIN.THS

for estimating the vocal tract shape,

and

(B}

SPTRAIN.THMS for estimating the fundamental frequency.

Theses are desoribed as followus.

(A) Program for Estimating the Vocal Tract Shape

In this, in the -foreground mode the data acquisition is done

by the THS3-32010 on an interrupt basis. Every time an interrupt

from ADC oceours the data i3 read by the TMS-32010 and stored in an

appropriate buffer in the Program memory. Then in the

background

task this data is analyzed by the TMS~32010. At the end of the

processing of a certain speech segment the computed LPC reflection

coefficients are transferred to the PC. The LG algorithm used has

been earlier dlscussed in Chapter 3. This has been implemented as

program STRAIN (stored in STRAIN.TMS) and operation of +this

Program is sas the following.

PROGRAM STRAIN.TMS

(1) Wait for a command from

(2)

the host to start the program,

Initialize various data memory  locatlons using the data,

comminicated by the host, such as nunber of samples {N),

frame rate (FR), number of frames in the buffers, window




(3)

(4)

(5)

(6)

(7)
(8)
(9}
(10)
(11)
(12}

(13)

(14)
(15)

(16)

coafficlents, pre-emphasls coefficlent, and other necessary

information.

Wait for further commsnd from the host +to start the
Processling.

For the first frame walt for N samples te be acquired. For
other frames wait for (H-FR) samples td be acaquired. Apply
bpre-emphasis and windowing to the frame of data.

Compute required autocorrelation coefficients. For the Ffirst
frame; 1f R(0) 1is 1less than & certain threshold then
reinitialize and go back to (3).

Store R(0); Scale R(0) to the maximum value and normalize
other R(I)s with respect to R(0).

Compute FK(1) = -R(2)/R(1).

Set various pointers used.

For I = 2 to P Do

Compute FK(I) from the Eans.3.27 given in Chapter 3.

Update pointers. If I < P then go back to step (10).

Btore reflsctlon coefficlents (FK(I)"s) at appropriate buffer
1n the program memory.

Check whether required number of frames are processed. If
not, go back to step (4) after updating necessary polnters,
Inltiate communication with the host.

Transfer the reflection coeffliclents and short time average
energy for each frame to the PC (host).

Go back to astep (1).




{Bj Frogram for Piteh Computation

HMarkel s SIFT algorithm [11,171 has been implemented in the
agsembly language of the TM5-32010 (stored in SPTRAIN.THS) for the
pitech detection. Az before the data is acquired by the TM5-~-32010
In the foreground on Interrupt basis. The data is lowpass filtered
using the 3-pole, 2-dB ripple Chebyshev filter, as glven by Markel

{171, as the following.

i

ufin) a, 8(n) + a, u{n-1)

and
X(n) = a, u(n} + a, x{n-1) + a_ x(n-2)

where
a, = 1 - e_aiT, a, =1-2 e 2T cos(f32T) + e—2a2T,
az - e~a11, a,; -9 —oczT’ a_ = _e—ZOtzT’
o= (0.3572) 2 & fc’ o2 = (0.1786) = fc,

£z = ©.8938) m f_,

uln) = x(n) = 0, n <0

{s(n)} and {x(n)} are the input and output equencag

respectively, and the cut-off frequency fo: 0.8 kHz., T = 0.1 ns,

A brief degcription of the operation of the program 18 as follows,




PROGRAM SPTRAIN.TMS

(1)
(2)

(3)

(4)

(5}

(6)

(7)

(8)

(9)

(10)

(11)
(12)

(13)

Walt for a'command from the host to start the program.
Initialize various data memory locations with +the data
communicated by the host such as number of samples (N), frame
rate (FR), number of frames in the butfers, window
coefficients, pre-emphasis coafficient, and the other
necessary information.

Wait for further command from the host to start the
processing of speech signal.

For the first frame wailt for N samples to be acquired. For
other frames wait for (N-FR) samples to be acquired. Apply
pre-emphasis and windowing to the frame of data.

Obtain lowpass filtered data by using the above Chebyshev
lowpass filter.

Apply 5-to-1 decimation in time to the lowpass filtered data.
Apply pre-emphasis and windowing.

Using the LG algorithm do 4th order LEC analysis to obtain
the reflection coefficients.

Create  required data buffers, initlallze dats pointers,
auxliliary reglsters eto.

Using the inverse laltice filter kernel, shown in Fig.3.1,
obtain the LPC residual signal.

Compute autocorrelations of the residual signal,

Using the peak picking algorithm estimate the piteh and store
the estimated pitech in appropriate buffer.

Check 1f reguired number of frames have been procesged, If

NO, then go bLack to atep (4) after proper initialization.
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Else, start communication with the host,
(14) Transfer the average energy and the pitch for all the frames
to the PC.

(15) Go back to step (1).

5.3.2 The Program Running on IBM-PC

The IBM-PC is used for displayving the information on the
monitor. First the user is asked to select from the menu and is
prompted to set certain parameters.

In the beginning the IBM-PC writes a certain command to the
IM5-32010 and the required information 1s transferred to the
TM5-32010. Then 1t asks the THS5-32010 +to start the processing,
After a certain duration of spesch has been processed the required
Information is acquired by the PC. The PC uses this information to
display the area function or pltch and the average energy per
frame. If desireﬁ the pitch or energy contours are also displayed.

The user can see the area function or the piteh and ensrgy
information for any particular frame selected by him. Note that

the program for computing the pitch informatlion has not been ivlly

tested and integrated.

5.3.3 Tests and Rezults for the Software System

Asg the program for piteh computation (stored 1n SPTRAIN.THS)
1s not fully tested, the test was carried out on the real data for
the computatblion of the area funétion using the program STRAIN,TMS.
After the set-up is arranged as explained in Section 4.5.1, the

program STRAIN.THMS is run on the TMS-32010 EVM. Then the program




STRAIN.PAS is run on the IBM-PC. Typlcal results from this teat

are gilven as follows,

(a) For spoken vowels /a/,/e/, /u/

LFC reflection coefficlents computed by the TMS-32010 are
stored in files. Also a frame of data consisting of 200 Samples is
stored in g file.

The estimated area functions are shown in Fig.5.9. The

normalized energy contours are shown in Fig.S.10.

(b)  Verification of computations carried out by STRAIN.TMS :

To indicate the accuracy of +the brogram, written 1n the
agsembly language of TMS-32010, the result of analysis of typical
data frames for apoken vowels /a/, and /e/ (stored in EXAR.DAT,
and EXER.DAT respectively) are shown in Table S.3. The Programs
SPEECH.FAS, and STRAIN.THS compute the reflectlon coefficients for
these frames and are €iven in Table 5. 3. From the table we observe
that the reflection coefficients computed by the assembly language

Program STRAIN.TMS closely matech with the ones computed by  the

Program SPEECH. PAS.

Thus, first the software written in higher level was tegted
and verified. Then the programs written in asaembly language Here

verified against the programs wrltten in the higher level.




TABLE 5.1

Control parameters for synthesis of Russian vowels (15]; for
Klatt-syntheslzer; other parameters have the default values given
in Table 5.2.

In case of variable parameters, the parameter values are llnearly

interpolated between those gilven at the two ends.

Sound FO Fl1 F2 F3 F4 F5 BL B2 B3 B4 BS
/a/ 125 650 1076 24863 35583 4631 94 81 107 189 150
/e/ 1256 415 1879 2810 3450 4387 54 101 318 330 173
/Ji/ 126 223 2317 2974 3968 4423 53 RS 388 174 871
/u/ 125 232 507 2395 3850 4300 61 57 66 43 1560

Jexl/ k700 1220 2600 3300 3750 130 70 160 250 200

Duration :500 ms., Varlable parameter AV

Time 0 160 395 495

AY 0 60 60 0

% FOR /exl/

Tine O 50 80 140 160 220 260 3856 415 560

FO  185h 126 1756 176 125 126 225 225 176 1756

The variation in F0O, AV is also shown in Fig.B5. 4.




Alen disted are Ue poaitted ranges of values for cach parameter, and a
typdeal constant value (Glatt, 1980). ¢/V indicales whelther parametor 1o
rnoomally constant (C) or voriable (V) during the synthesis.

Threve 5.2

LA

List of contrel paveasters for the coftware formant synthesizos.

Symbol Home v/C " Hin Max Typ

1 AV voicing amplitude (an) v 0 80 0

2 M Frication emplitude (dB) v 0 80 0

3 AR Acpirvaticon cmplitude {(dD) v 0 " 80 0

4 AVS Sinucoldal volclng amplitude (dB) v 0 80 0

5 FO  Voicing funicmental {requency (llz) v 0 500 ¢

6 Fl1  First fermant frequency (112) v 150 900 450

7 F2  Sccond fLormant {requency {(Hz) \Y 500 2500 14%0

8 F3  inird fomont frequency (10z) Vv 1300 3500 2450

A ! Foeurth fomant frequoncy (11z2) v 2500 500 3300

10 N2 thnal zero [requency {Hz) Y 200 700 250
11 Al masal formoant amplitude (dB) C 0 Go 0
12 Al First fomant asplitude (dD) C 0 40 0
13 A2 Second Lovmanb amplitude {(dB) A 0 80 0
19 A3 Third formant omplitude {(dB) A 0 80 L
1o A4 Fourth formont amplitude {dD) A 0 80 0
16 A5 Fifth formant amplitude (dB) \Y 0 80 0
17 A6 Gixth formont amplitude (di) \Y 0 89 0
18 AD Bypass path amplitude (dD) v 0 00 0
19 pl Pirst formanl barrlwidth (Hz) Y 40 500 50
200 82 Cecorxd {ommont bandwidth {(11z) \Y 40 500 70
20 n3 cihird formont bandwidth (11z) \% 40 500 110
20wl Cancade/parallel switch C O(CAS) 1(PAR) Q(CAS)
20 0P CGlottal resunator 1 freqguency (liz) C 0 600 0
24 PGP Glottal reconator 1 bandwidth (Hz) C 106 2000 160
20 PG Glettal smerao frerpency {(12) C 0 5000 1500
20 I'GE Glettal cero bandwidth (Hz) C 160 9000 600
27 DA Fourth foraont bandwidth (1im) C 100 500 250
20 Ts o rifth fomant fromiency (Hz) Vo 3500 4900 3750
201 Fifth formaont bardwidth {11z) C 150 700 200
20 U6 Sianth formaat Dreoquency (Hz) C 4000 4999 4900
31 D6 Sixth formont bandwidth (Hz) C 200 2000 1000
32 PP Basal pole fvocuency (liz) C 200 500 250
33 BNP Hamal pole bmadwidth (i) C 50 500 100
T Pasal zero bandwldth (Uz) C 50 500 100
250 B3G 0 Glottal reooaator 2 bandwidth (liz) C 100 1000 200
360 SR Sampling wabe (1) C 5000 20000 10000
A7t Mo ol wavelova sanples per chunk € 1 200 50
00 Orerall gain control (i) C 0 40 47
59U thmbor of cascaded formanto C 4 6 5




TABLE 5.

The results of analysis for

typlcal data frames (for spoken vowels

/8, &/) using programs STRAIN.TMS, and SPEECH.PAS.

Reflection FOR /a/, DATA FOR /e/ DATA
Coefficienté IN EXAR.DAT IN EXER.DAT.
(1) (11) (1) (i)
FROM FROM FROM FROM
SFEECH . PAS STRAIN.THS SPEECH. FAS STRAIN.TMS
K1 -8.48148-1 -8.4816E-1 -2.70158E-1 ~3.7013E~1
K2 T.7508E-1 7.7510E-1 6.7318E-1 - B6,.7134E-1
K3 1.4550E~1 1.4476E-1 2.5688E~1 2.5803E-1
K4 -2.93588E-2 -2.8753E-2 3.2797TE-1 3.2415E-1
Kb -2.4261E-2 -2.5140E-2 71.5378E-2 7T.7128E-2
K6 -1.4007FE~2 -1.4600E-2 -1.98B66E-2 -2.08538-2
K7 1.2521E-1 1.2b38BE-1 -1.6296E-2 ~1.4926E~-2
K8 1.7471E-1 1.7331E-1 ~1.8148E~1 -1.8324E-1
K& 1.4589E-1 1.4540E-1 ~1,033BE-1 -1.02648-1
B10 4.8553E-2 4,.7158E-2 1.61978-2 8.8760E-3
K11 2.8594K8-2 2.6137E-2 -4 . 5684F~1 -4, 3644E-2
riz ~4,1687TE-2 -4 ,1469E-2 1.022E-5 ~1.898E-3
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CHAPTER ©
SUMMARY

.1 REVIEW OF THE WORK DONE

Profoundly deaf persons, due to the lack of audltory feedback
face difficulty in proper articulation and prosodic control while
speaking. Thils project aimed at developing a speech <Gtralning
device which analyses the speech in real-time and provides &
visual feedback in terms of vocal tract shape, pitch, and energy.
With the help of such a feedback, a speech theraplst should be in
a better position to assess and analyze the articulatory defects
of the hearing lmpalred and help them in improving thelr speech,

In this project, the acquisition and analysis of the speech
data in real-time has been achleved. A digital signsl processor
TME5-32010 Evaluation HModule (EVM) from Texas Instruments 1s used
for the real-time analysis of speech. An extenslon card has been
developed for the EVM. With the help of the hardware developed, it
15 possible to acquire the speech data, digitize it at 10 kHz. and
then analyse 1t. The parameters obtained from such an  analvsis
(LPC reflectlon coefficlents, energy) are then transferred to the
host PC using a parallel communicatlon interface on the Extension
Card and the PC interface card. At present, the transfer of
parameters takes place at the end of the analysis of a segment of
speech signal. Then, the PC displays the arsa function for the
vocal tract and the energy on the screen, updating 1t for each

frame. Typlcally the analysis 1s done using a 20 ms. Hamming

window with the filrst order pre-emphasis.
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Although all the harvdware is functioning as intended, there
1s some problem in the Bxtended Data Memory (EDM) section of the
EVM Extension Card, as explained in Section 4.5.2. At present this
problem has been clroumvented by makling use of the program memory,
for data storage lnastead of the EDM. Due to this the length of the
speech segment that can be analyzed at a time 1s reduced. Also the
speed of the program gets slowed down.

A speech analysis package has been developed in PASCAL which,
for a glven apeech segmnent, computes the area function, the pitch
contour ete. and display them onh. the screen. This can be used for
experimentation and processing of speech signal, 1in appllcations
where non-real-~time analysis and display 1is permitted. This

rackage does not reguire the THMS5-32010 and the support hardware,

6.2 SUGGESTIONS FOR FURTHER IMPROVEMENTS

Although the requlred speech analysls in real-time has been
achieved, overall real-time performance has not been achleved as
the programs running on the PC are written in & hlgher level
language. At present, the transfer of parameters Irom the
THS5-32010 to the PC takes place at the end of the processing of a
glven speech segment. By writing the program fpr the communication
between the PC and the TMS-320, in the assembly language 1t should
be possible to transfer the pérameters on a frame by frame basis.

Another sectlon which needs additional work 1s +the display
updating procedure. Here also, by writing the routines in the
assenbly language or by dilrectly updating the video RAM, 1t should

be possible to update the display on a frame by frame basis. With
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these improvements it would then be possible toe analyze the speech
continucusly in real-time and simultanecusly update the display of
the extracted parameters.

At present, the estimated area function 1is displayed as a
stalrcase waveform. Using this area functlon along with the
congtraints on the vocal tract movements, one should try to obtaln
a more natural shape of the vocal tract. |

In this prerct an all-pole model has been used for the
analysis of the speech, However, this model gives good results
only for vowels and certaln consonants. To obtain a more accurate
analysias of other sounds one would have to use other algorithm and
implement them on THMS-32010.

Putting all these things together would result 1in a speech
trailning device which would display the vocal tract shape and
other information on the screen simultaneocusly as hearing impalred
person tries to utter different sounds.

In the next phase, the prototype of the aid will have "to be
tested by speech theraplists and teachers for the hearing impaired.

Feedback from them can be used for further improvement of +this

ald.




APPENDIX~A
SPEECH PHONETICS

Speech phonetics can be classified as acoustic phonetics, and
articulatory phonetics [13,15]1. Acoustlc phonetles treats phonemes
on the basisz of formant structure whereas +the articulatory
phonetics deals with the ways of artliculations for different

phonemes. Here & short review of the articulatory phonetics has

heen presented,

A.1 ARTICULATORY PHONETICS

The articulatory phonetics relates linguistlic features of
sound to to position and movement of the speech organs with which
humans can produce an infinite number of sounds. Sounds in a
language can be described in terms of a s3mall set of abstract
lingulstic units called phonemes. A phoneme 1is +the smallest
meaningful unit 1in the phonology of a language. The sounds
associated with each phoneme usually have some articulatory
gestures or configuration in common. Each word consists of a
series of phonemes corresponding to the vocal tract movements
needed to produce the word. Each language typically has 20-40
phonemes which provide alphabets of sound to unlquely describe
words 1n the language. The alphabet of phonemes i3 Just largé
egnough to allow such differentiation [13].

The physical sound produced when a phoneme is artioulatéd is
called a phone. Since the voecal tggct is not a discrete system and

can vary in an infinite number of ways, an infinite number of
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phones can correspond to each phoneme. The term allophone usually
describes & class phones corresponding to a speclfic variant of
rhoneme, especlally where various vocal tract shapes yleld the
same phoneme, If, in a speech slgnal, one exchanges allophones of
a phoneme, intelligibllity should not be affected, although the
modified signal may sound less natural [13,15]. The artliculatory
phonetics 1s further classified depending on

(1) Manner of articulation, and (11} Place of articulation.

These are described as followus.

MANNER OF ARTICULATION

Manner of articulation 1s concerned with alrflow, the path or
paths it takes, and the degree to which it 1s altered by the vocal
tract conflguration. The largest class of sounds 1in English is
that of vowels and diphthongs, in which alr flows directly through
the pharyngeal and oral cavitles, meeting no constriction narrow
enough to cause friction. For vowels, the area of minimum
constriction range from 0.3 to 2.0 em” [13].

Glides are similar to vowels but employ narrow vocal tract
configuration that, under conditions of unusually strong airflow
may cause frication. Liquids, too, are similar to vowels but use
the tongue as an obstruction in the oral tract, causing air to
deflect around the tip or dorsum.

Velum is lowered durlng nasal sounds, and 1ts position allows
alrflow out at the nostrils. The nasal phonemea in English are
congonants, during which the oral tract 1s completely closed at

the lips or with the tongue agalnst the palate. In many languages




{e.g. French) nasallszsed vowels are also used,
All the phonéﬁes in +the above classes (i.e. vowels,
diphthongs, glides, ligulds and pasals ) enploy voleing and excite
voeal tract solely at the glottlia., These continuous, 1ntense and
periodic phonemes are called gonorants., The remaining obstruent
phonemes (stop and fricatives) are weak and aperiodic and are
Primarily excited at their major vocal tract constriction,

Stop (plosive) consonants involve the complete closure and
subsequent release of a vocal tract obstruction.

Fricatives employ narrow constriction in the oral tract, 1in
the pharynx or at +the glottis. Frication c¢eases when the
constriction wlidens enough to drop aly velocity below about 1300
cm/sec. Alr flow for most fricatives is about 200-500 cc/sec. and
for asplration is 500-1500 cc/sec [13].

Certain phonemes may he viewed as having phonemes
subsequences, Diphthongs can be treated aas vowel followsd by a

glide, and an affricate as stop plus a fricative,

PLACE OF ARTICULATION

While +the manner of articulation and voiclng partition
phonemes  Inbo  the Dbroad categorles, 1t is the place of
articulation that enables finer discrimination of phonemes.
Languages differ considerably regarding the places used for the
various classes described above [13,15,17] and are c¢lassified as

follows.




(1) CONSONANTS

Place of articulation 1is most often associated with the

consonants, rather than vowels because consonants use a relatively

narrow constriction. Along the vocal tract approximately, eight

reglonsg or polnts are traditionally associated as

(a) Labilal

If both the lips constrict, the sound is bilablal, 1if the

lower 1ip contacts the upper teeth, it is lablodental.
(b} Dental

In this the tongue tip or blade touches the - edge of upper

inclsor teeth. 1f the tip protrudes between the upper and the
lower teeth, as in /é/, the sound is inter dental.

(e} Alveolar

In this the tongue tip approaches or touches the alveolar

ridge,

(d) Palatal

In this the tongue blade or dorsum constricts with the hard

palate; if the tongue tip curves up the sound 18 retroflex.
{e) Velar

In such sounds the dorsum approaches the soft palate. Some
linguists wuse the term compact for velar a3 thelr spectrs
concentrate energy in one frequency region.

(£) Uvular

In this type the dorsum approaches the uvula.

(g) Glottal

When the vocal fold is elther c¢losed or constricted +the




sounds are known as glotibal.

(2) VOWELS
Degplite thelr prelatively open veocal tract, 'vowels can
nonetheless be distinguished by points of constriction, but

additional 1nformation 1is regulred about the degree of

constriction. Vowels are primarlly described in terms of tongue

posltion and lip rounding. Vowel's place of articulatlon refers to
a lip constriction and/or the hgrizontal poslitlion of +the tongue-
body (forward, middle, or back). The tonguwe height and degree of
lip rounding are also lmportant.

TABLE A.1 gives English phonemes and their features [1317.
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TraLe AL
ENGLISH PronEmEs Anp THEIR FERTORES
(ApapTen From 1137, Bg Tarwe 319
"Phoneme | Manner of Place of Voiced | Exampla
Articylation Articulation Viord
i vowel high front tense yes bral
1 vowel high frant lax yes bit
e vowel mid front tense yes hait
< vowel mid fronl lax yes het
@ vowel low front tense yes bl
o vowel low back tense yes cot
o vowe! mid back lax reunded "yes caught
o vowe) mid back tense rounded'| yes coat
U vowel high back lax rounded yes beok
W vowel high back tense raunded |  yes boot
A vowel mid back lax yes |- but
3 vowel mid tense (retroflex) yes curt
b vowe] mid lax (schwa) yes about
aj {al} diphthong lew back — high front yes bite
2 {on diphthong mid back — high front yes hoy
aw {aU) | diphthang | low back — high back yes bout
J glide front unrounded yes you
w __glide bad« rounded yes wow
| liquid alveolar yes [
T lquid retroflex yes Toar
m nasal labial yes ynaim
n nasal alveolar yes none
M nasal velar yes bang
f {ricative Iabiodental no flull
v fricative labiodental yes valve
é fricative dental no thin
é fricative dental yes then
S fricgtive alveolar strident no 5355
z fricative alveolar strident yes 2008
f fricative palatal strident no shoe
. fricative palatal strident yes | measure
h Tricative glottal no how
p stop labial ho pop
b stop labial yes bib
3 stap alveplar no tob
d . Stop afveclar ! yes ~ did
k stop velar no kick
g stap velar yes gig
¢ affricate alveopalatal no church
£ | affricate alveopalatal yes Jjudge




APPENDIX B
SPEECH ANALYSIS TECHNIQUES

The speech slgnal can be represented Dby elther waveform
representatlon or the parametrice representation. The main
obJectlive of the various analysls techniques is to obtain a more
useful representation of the speech 3lgnal in terms of parameters
that contain the relevant laformation in an efficient format. The

analysls methods can be broadly classified into two claszsses as

(1) time domain analysis, and (ii) fregquency domailn snalysis,
A short description of these methods, here, 18 lntended merely +o

provide a ready reference.

B.1 SHORT TIME SPEECH ANALYSIS

The speech is time varylng, part of the varlation is8 random,
but much 13 under speaker control. The resultant apeech 1s only
quagl-periodic due to small period to period variations in the
vocal tract vibrations and in the vocal tract shape.

During élmw gpeech, the voeal tract shape and the excltation
form may not alter for durations up to 200 ms., Mostly, however,
this duratlon 1g of about 80 ma. Also co-articulation and changing
FO can render each period different from 1its neighbouring one.
Therefore mosl speech analysis technigues involve the concept of
shorl time windowing of the speech to extract the relevant

paramaters that are presumed to be fixed for the duration of the




window. Thus the most technlques yield the parameters averaged

over the duration of the the window.

Cholce of Length and Type of Window

The choice window size i1nvolves & ‘trade off among three
factors
{a)} the window must be short enough so that the speech properties
of interest do not change slgnificantly ﬁithin the window.
(b) +the window must be long enough to provide the sufficient no.
of samples to calculate the desired parameters,
and | |
(c) a proper frame rate. Frame rate is usually selected +to be
about twlce the inverse of the window duration.
Many different types of windows are dlscussed in the
literature [15,17] and used in the speech analysis, A commonly

used window i3 the Hamning window defined as

w(n) = C [0.54 - 0.46 cos[ crn H 0 <n < N-1

L
= 0, otherwlise,

where C 1s a constant.

The effect of multiplying the signal by & window 1s
equivalent to convolving the window spectrum with the slgnal
gpectrum.

Producing a smoothed output spectrum is an advantage 1in man}

applications. Wide-band spectrograms and formant detectors need
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gpectral representation that smcoth out the harmonic structure
while pressrving the formant structures. For & glven window shape,
the duration of the window 1s inversely proportional +to 1ts
spectral bandwidth. The cholce of the window has to be made as &
trade-cff between time and frequency resolution. The traditional
ywide-band spectrograns use windows of about 3 ms. (good time
resolution, capable of examining the decaying amplitude within the
individual pitch perlod) which correspond to & Bandwidth of 300
Hz, and smoothen out the harmonic structure (ekcept for voices
with FO > 300 Hz). N&rrow—band spectrogram on the other hand, use
a window bandwidth of 45 Hz. and duration of approximately 20 ms.
A good choice of windowing of volced speech would be a
rectangular window having a duration of one pltech perlod.- This
would produce an output spectrum very close to that of the vocal
tract impulse response, to ‘the ;extent +that each pitch perilod
corresponds to such an  impulse response. Unfortunately, it 1is
often difficult to reliably locate the pitch perioda in many
speech waveforms and system complexity increases 1f window size
must change dynamically with the F0O, Furthermore, since piltch
reriods are shorter than the impulse response of-the.vooal tract,
such a ﬁindow woﬁld truncate the impulse response resulting in a

spectral degradation.

B.2 TIME DOMAIN PARAMETERS

Processing the speech signal 1in the +time domain has the

advantage of simpliclty, gquick ccalculatlon and e«asy physical

representation.
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Several speech parameters relevant for codling and recognition
can be determined from time domain analysis, e.g., energy {(or
amplitude}, volelng, and FO.

Most short time processing technlques produce parameters of

the form

o
q(n) = g T{s(m)]w(n-n) c...(B.1)

n=-—cz

The speech signal undergoes & transformation T (possibly non
linear), is welghted by the window w(n) and is summed to yileld a
parameter signal aq(n}) at the original sampling rate, which
represent some¢ speech property averaged over the'wiﬁdcw duration.

Since q(n) is the output of a leowpass filtering due to window .
w{n}), its bandwidth matches that of the w(n}). For efficient

manipulation and storage, a(n) may be decimated by & factor equal

to the ratlo the origlnal sampled speech bandwldth and that of the
window [13]. Some of the time domaln parameters are described as

follows.

(@) PEAK MEASUREMENT

The maximum peak amplitude during an analysis interval can
serve as a slmple indication of the amplitude of the slgnal and as
an ald 1in distingulshing between volced and unvoiced speech
gegments. The tlme between corresponding peaks is FO,

But sinee the speech signal 1s not exactly perlodlic even over

a short time duration, this method 1s not very accurate.
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(b) SHORT AVERAGE ENERGY AND MAGNITUDE

If T in Bgn.B.1 13 a agquare magnitude function or & magnitude
function, then g(n}) corresponds to short time senergy or amplituds
respectively. The large variation in amplitude between volced and
unvolced speech as well as smaller variation between phonemes with
different manners of articulation can be used for segmentation

based on energy q{n).

(¢) SHORT-TIME AYERAGE ZERQ CROSBSING RATE

Normally to obtain spectral measures from - a speech silgnal
requires a Fourier or other transformation or some complex
spectral estimation (e.g. linear prediction).

For certain applications, a simple measure known as ‘“zero
crossing rate” (ZCR) provides adequate spectral information at low

coat. If ZCR i3 expressed in ZCR per sample then

F = (ZCR FS)/E, F5 = gampling frequency.

ZCR 1s mathematlcally defined as q(n) in Egn.B.1 with

Tia{n)] = 0.8 [sign(s(n))-sign{(s(n-1))]

signl{s(n)] 1, for s(n) = 0, and

= ~1, s(n) < 0 ... (BL2)

The ZCR can help in determining whether or not speech 1is
voleced. Host energy in volced speech i3 at low frequencies as the

spectrum of the glottal excltation decays at -12 db/octave. Even




after compensating for the radlation effect at the 1lips, moat
speach energy is stlll found below 3 kHz. In unvoiced sounds, the
broad-band nolse excitation excites primarlily higher frequencies.
While neither voiced nor unvoleed sounds can be classified as
narrow-band slgnals, the ZCR correlates well with the freaquency of
the major ensrgy concentratlon. Thus & high ZCR indicates unvoiced

aound, while low ZCR corresponds to voleced apesch.

(d} SHORT TIME AUTOCORRELATION
| The autocorrelation preserves information about the signsal’s
formant structure as well as 1its periodicity while discarding
rhase, It has applications in pitch determination, volced/unveolced
classification, and 1in linear predictive coding.

The short time auto correlation is obtained as

2.4

Rn(k) = Y s(m) win-m) s(m-k) w(n-m+k)

Mm=—

For the periodic slgnal with perlod P sanmples,

autocorrelatlon 1s also periodice with period P,

For linear predictive coding;Rn(k) for k ranging from O to

10-16 are typlcally needed, depending the signal bandwidth. In FO
determination Rn(k) must be evaluated for Kk near the estimated
number of the samples in a pltch period, if no sultable prior FO
estimate is avallable, Rn(k) is calculated for k ranging Zfrom
shortest possible period (i1.e.3 ms. for a female voice ) to the
longest (20 ms. for a male voice) {13].

For FO detection an alternative to autocorrelation ls  the




average magnitude difference function (AMDE) defined as

o

AMDE(k) = T |[s{m)-s(m-k)| ....{B.4)

m=—<

when Rn{k) has maxima, AMDF has mininma.

Some speech recoghltlion systems have found & computatlonally
simplified version of the autocorrelation of use as

o

(k) = § sign[s(n)ls(m"k) ... {B.B)

m=-—o

B.3 FREQUEMCY DOMAIN AMNALYSIS

Host useful parameters in speech processing are found in the
frequency domain. The vocal tract produces signal that are more
consistently and easily analyzed spectrally than 1in the time
domain. Repeated utterance by one speaker of a sentence often

dlffer considerably in the time domain while remalning qulite

simlilar 1n frequency domain. Some of the frequency domaln

techniques are briefly described as follows,

(a) FILTER BANK ANALYSIS
This 1is one spectral analysis method which 1s popular due to
the avallability of real-time and inexpensive implementation using

a set of band pass filters (elither analog or digital), each

analyzling different range of frequencles of the lnput speech.




SHORT-TIME FOURIER ANALYSIS
The short-time Fourler transform of a signal s(n) 1s defined

as

jo, _ = - ji
Sn(e ) = ¥ s(m) e win-m) .. (BUB)
mI-—x

Assuming that w{n) acts as a lowpass fllter, Sn(ejm) yields a
time signal (a function of n), which reflects +the amplitude and
prhase of 3(n) within a bandwidth equlvalent to that of the wilindow
but centered at « radians. By repesating the calculations of
Sn(ejm) at different w of interest, a two dimensional
representation of the input speech i3 obtained : an array of time
signals indexed on frequency, each expressing the speech energy ln
& limited bandwidth about the chosen frequency.

For computational purposes, the DFT is used 1nstead of the
standard Fourler transform so that the frequency variable w only
takes on N discrete values (N corresponds to the window duration
of the DFT).

Note that the short-time Fourler transform is not wused for
efficlent coding, but rather as an alternatlive speech
representation that has simpler interpretation in terms of the

gpeach production and perceptlion processes,

B.4 HOMOMORPHIC CCEPSTRAL) ANALYSIS

The most common model views speech as the output of a linear,

time-varying system (the vocal’ tract}, exclited by elther

13

guasi-periodic pulses or random noise.




Since the speech signal 1s +the vresult of convolving the
excitation and the vocal tract impulse response, separating the
two components can be a useful approach. Deconvolution of the two
convolved signal is not possible but 1t works in case of the
speech signal as the two slgnals have gulte different spectral
characteristics.

One step in the deconvolution process, transforms a product
of the two signals into & sum of the two signals. If the resulting
signals are sufficiently different spectrally, they may be
separated by linear filltering.

The c¢epstral technlque has not been popular for speech coding
because of its computational complexity. Two Fourler transforms
plus & logarithm operation are necessary to obtaln the cepstrum
whlich is then windowed %bto separate the vocal +tract and the

excltation contributlon.

B.S LINEAR PREDICTIVE CODING .

The most popular methods of speech analysis are based on the
prineciple of linear prediction. This is desecribed 1in Chapter 3.
Two approaches can be used for computing the LPC parameters.

In the block LPC analysis the speech 13 divided into
successive frames of data and the apectral coefficlents are
obtained for e¢ach frame. Alternatively, in adaptive analysals the
LPC parameters are determined sample by sample, updating the model
for each sample.  The two basic ways to implement a linear

praedictor are the transversal form and the lattice form [13].




APPENDIX ©
ANTI-ALIASING FILTER

In the project the speech signal is acquired and digitized
using 12-bit A/D converter at 10 KHz sampling rate. In ordep to
avoid aliasing effects the speech signal must be lowpass filtered
wlth a sharp cut-off near 5 KHz. A seventh order elliptic low rass
filter is being used here. This is the clreuit built ang tested
earlier by Dr. Pandey. A very brief description of the circult is
rrovided here (14, Appendix E].

The filter consists of a cascade of three biquad sections,
€ach tuned independently. The filter cirouit diagram with
component va;ues along with the section vresonant frequency i

quality factor &, and noteh frequency fp are shown in Fig.C.1. 7To

tune each section to its fo, &, and fn following steps should be

followed.

Tune R3 to get a resonance at the band pPass output, node _3
(there should be a 180° phase shift between input and output at
resonance frequency frequency fo).

(2) @

Tuns R1 for unity gain (at node 3) at the resonance frequency

Tune RS to null node 4 output at the notch frequency fn.




With the values given in . Fig.C.1, +the signal frequency

component “below 4.6 KHz are within 0.3 dB of no attenuation at

all, while components above 5 KHa are attenuated by at least 40
daB,
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