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ABSTRACT 

Profoundly deaf persons face difficulty in acquiring and 

producing proper articulation and prosodic features of speech due 

to lack of auditory feedback. This project is almed at developing 

a speech training aid for the deaf which will display a realistic 

vocal tract shape, pitch, and energy corresponding to the input 

speech waveform, with the objective of providing feedback for 

learning place of articulation, intonation, stress, and rhythm. 

In the first stage of ai<l development, processing of sp~ech 

waveform and display for visual feedback were carrled out in 

off-line mode on a PC. A realistic vocal tract shape is estimated 

from t.he reflt=!cti.on coefficients obtained from linear predictive 

coding, and energy and pitch values are estimated from the 

autocorrelation analysis of short segments of the discretized 

input. Vocal tract shape, energy, and pitch for the selected 

segment are simultaneously displayed on the PC screen. 

Finally, a 5ystem for real-time analysis of speech signal and 

display was implemented by using a PC, a DSP TMS-32010 Evaluation 

Module (EVM) from Texas Instruments and extension and 'interface 

hardware developed in an earlier project. Using this system, 

estimates of realistic vocal tract shape and energy values for the 

selected short segments from a speech signal of up to one second 

duration can be displayed. 
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CHAPTER 1 

INTRODUCTION 

1.1 OVERVIEW OF THE PROBLEM 

The deaf people have considerable difficulty in understanding 

speech of others, and they cannot monitor their own speech very 

well resulting in abnormal speech patterns. Thus the deaf people 

become handicapped in two ways. Children who are either born deaf 

or who become deaf very early in life are likely to become dumb 

because their environment does not contain the auditory cues used 

by normal-hearing children in acquiring speech. 

For the most part, the speech training of deaf children is 

based on a method in which the child is taught the speech gestures 

through visual observation of the teacher's lips and face, through 

use of residual hearing, and through tactile sensing of the 

teacher's face, neck, and breath stream (Levitt, Pickett et al, 

1980). Recently, 

flexible, easy 

computer based speech training aids, 

to use, and versatile are being 

which are 

developed 

(Nickerson & Stevens, 1973 and Kushler et al, 1985). It is 

relatively easy with a computer driven display to adjust scale 

factors and other display features through software, store speech 

parameters for future displays, and display reference patterns. 

1.2 PROJECT OBJECTIVES 

This project is aimed at developing a computer based speech 

training aid for displaying speech information in the desired 

format such as temporal patterns of vocal tract shape, pitch, and 
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energy. The hearing impaired person can see his vocal tract shape 

and can compare it with the target one in order to understand how 

he art.i culated and how he should articulate. Information like 

pitch, and energy variation can be used to improve the prosodic 

characteristics of speech. 

A speech processor and display for the deaf has been earlier 

developed by Gupte (1990), for analysing the speech signal in 

real-time using a PC, a DSP TMS-32010 Evaluation Module (EVM) from 

Texas Instruments, and the extension and interface hardware 

developed by him. Although this system handles speech analysis for 

displaying vocal tract shape in real-time, the overall real-time 

performance is not achieved. Also, vocal tract shape display is in 

a staircase form not very suitable for the speech training. The 

present project is essentially an extension of the same, using the 

same hardware set-up. Its objectives are to improve display 

updating functions, achieving natural vocal tract shape, pitch, 

and energy for off-line speech data as well as for real-time 

speech. The display for off-line speech data can be used for 

experimentation and processing of speech signal where 

non-real-time analysis and display is permitted. The .real-time 

.speech analysis and display can be used for developing useful 

speech training aid. 

1.3 OlffLINE OF THE REPORT 

Chapter 2 provides an overview of speech signal and its 

features, speech production mechanism, and speech training aids. 

This is meant to serve as a background for the following chapters. 
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Chapter 3 presents the information about the estimation of vocal 

tract shape from acoustic waveform, along with a brief description 

of the earlier work by Gupte (1990), the development of a speech 

processor and display system . Chapter 4 presents the developement 

of a speech processing and display technique experimented in 

off-line mode, i.e., for synthesised speech data. The display 

procedure for a realistic form of vocal tract shape for real-time 

speech data is discussed in Chapter 5. Test results for the 

off-line and the real-time speech data for the simultaneous 

display of realistic form of vocal tract shape, pitch and energy 

are also presented in Chapter 4 and Chapter 5 respectively. 

Chapter 6 summarises the dissertation. 

The appendices provide the supplementary information and data 

not included in the main body. Classification of the phonemes are 

briefly overviewed in Appendix A. Appendix B provides description 

about linear predictive coding. Program listings are included in 

Appendix C. 
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2.1 INTRODUCTION 

CHAPTER 2 

SPEECH TRAINING AIDS 

Traditionally, speech training for the deaf children has been 

based on a method in which the teacher teaches speech by providing 

the child with a visual observation of his articulatory gestures 

during speech production and those of the student himself with the 

help of a mirror, teaching him to make use of his residual 

hearing, and through tactile sensation of his face, neck and 

breath stream. Now, several electronic devices are being developed 

which display information like voicing, pitch and energy 

variation, vocal tract shape, temporal speech patterns, etc 

(Gulian et al, 1984 and Kushler et al, 1985). 

This chapter begins with a brief introduction to acoustic 

phonetics and the fundamentals of speech production mechanism, and 

provides an overview of some of the speech training aids reported 

in the literature. 

2.2 SPEECH SIGNAL: AN OVERVIEW 

The acoustics of speech production can be understood with the 

help of a schematic diagram of the vocal apparatus as shown in 

Fig.2.1. The air from the lungs is forced through the larynx into 

the mouth, and nose and finally passes to the surrounding acoustic 

medium. The vocal cords (or glottis) are situated roughly in the 

middle of the larynx. The region above the larynx consisting of 

the pharynx, nose, mouth, and lips is known as the vocal tract 
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(Rabiner & Schafer, 1978). 

Speech signals are composed of a sequence of distinctive 

sounds, known as phonemes. These sounds, and the transitions 

between them, symbolically represent the information . Speech 

sounds can be classified into three groups according to the mode 

of exci tat.ion of the vocal tract filter. Voicing refers to the 

excitation consisting of a sequence of quasiperiodic pulses of air 

produced by forcing air through the glottis with the tension of 

the vocal cords adjusted so that they vibrate in a relaxtion 

oscillation. Frication refers to the excitation of a broad 

spectrum noise source which is generated by forcing air at a high 

enough velocity, through a constriction at some point in the vocal 

tract after the larynx. As a r~sult of which, a turbulent flow is 

created though the constriction. Flosi ve sounds are produced by 

making a complete closure (usually toward the front of the vocal 

tract), building up pressure behind the closure and abruptly 

releasing it. 

Vocal tract can be represented by a tube of non- uniform 

cross-sectional area. The frequency selectivity of the tube shapes 

the spectrum of the radiated sound. The resonant frequencies of 

the tract are called formant frequencies which vary with its 

shape, and dimension and can be changed with the movement of the 

articulators (velum, tongue, teeth, lips, and jaw). Diffefent 

speech sounds are produced by varying the vocal tract 

configuration, and its mode of excitation. 

Phonemes of American English sounds are given in Table 2 .1 

and phonemes for Hindi are given in Table 2.2 and Table 2.3. Each 
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of these phoneme can be classified as continuant or 

non-continuant, according to the movement of articulators. 

Continuant sounds are produced by a fixed (non-time varying) vocal 

tract configuration excited by the appropriate source and are 

characterized by steady-state spectral formants. This class 

includes the vowels, the nasals, and the fricatives. The change in 

vocal tract configuration produces non-continuant sounds which are 

marked by changing patterns in the spectrogram (a two dimensional 

pattern in which vertical dimension corresponds to frequency and 

the horizontal dimension to time). The diphthongs, the semivowels, 

the stops, and t.he affricates are included in this category. 

Further details about the classification of sounds ai·e given in 

Appendix A. 

The suprasegmental or prosodic characteristics of speech 

either directly affect the meaning or convey information about 

voice quality (Levitt et al, 1980). Factors that affect voice 

quality are loudness, average pitch, nasality etc. The key 

suprasegmentals that affect the meaning directly are intonation, 

stress, rhythm and phrasing. Intonation is the modulation of the 

voice pitch, i.e., the frequency of vibration of the vocal cords. 

Rhythm is the pattern in which the syllables are stressed. 

Phrasing refers to the way in which the words are grouped together 

according to the linguistic structure of the utterance. 

2.3 LIPREADING AND LIPREADING AIDS 

The visual signals from the speaker· s face provide certain 

cues about the manner and place of articula'tion during speech 
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production. A deaf child is taught to speak using these v.i.sual 

cues along with any available auditory information. This method of 

teaching deaf to speak is known as lipreading or speechreading. 

For profoundly deaf persons, lipreading becomes the most important 

means for speech perception. All kinds of aids, whether they are 

auditory, tactile or visual are used in combination with 

lipreading for this group of hearing impaired people. 

Only 40% of the speech sounds are visible, and out of these, 

several sounds are visually indistinguishable. Further, the 

information about voicing, and nasality and the prosod.i c 

information (intonation contour, syllable stress, word 

segmentation cues) are not available in the visual signal. Here we 

will briefly discuss examples of lipreading aids employing visual, 

residual auditory, and tactile modes for information presentation. 

Upton Eyeglass speechreader (Upton, 1968) extracts certaj n 

acoustic features that are associated with speech distinctions 

that are difficult to lipread, such as high frequency friction, 

low frequency friction, plosives and the low frequency murmur of 

nasal consonants. Whenever a specific acoustic feature occurs in 

the signal, it is displayed as a bar of light. The separate bars 

of light are arranged using segments of very small alpha-numeric 

module of light emmiting diodes. The analyser circuit for 

extracting speech features consists of four bandpass filters, 

l evel detectors, and a logic network. There are limitations of the 

speech analyser like errors in feature extraction or speech 

segment categorization. 

The transposer hearing aid (Martony & Spens, ]97?) ts a two 
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channel amplifying system in which, channel one acts as a normal 

hearing aid while channel two tranAforms the high frequency energy 

in phonemes such as [s] and [J'] into low frequency noise. The 

output of both the channels are then combined, so that listener 

gets normally amplified speech in addition to high frequency 

information now transposed into low frequencies. Therefor~ hearing 

impared listeners with residual hearing may benefit by using 

transposer in addition to lipreading. 

Tactile speech training aids provide the information of 

speech sounds without any visual display. The spatial patterns of 

either vibration (vibrotactile aids) or electrical stimulation 

( electrotactile aids) along the skin can be represented as the 

frequency spectrum or features of speech. Tactile aids are also 

used in combination with lipreading. It provides indications of 

speech features that are difficult to identify by watching the 

talker. The major problem of tactile aids is the limitation of the 

skin to deal with a stimulus as complex as the acoustic speech 

signal. In the tactile vocoder developed by Pickett ( 1963), the 

speech signal is subjected to pre-emphasis of the high frequencies 

and then divided by fil te1·s into ten channels having different 

centre frequencies in the range 200 to 1100 Hz. The output of each 

filter is rectified and smoothed to obtain a control voltage . A 

300 Hz sinusoidal signal is amplitude-modulated by each control 

voltage. The modulated voltage is amplifie~ to drive a bone 

conduction transducer which serves as a vibrator. Each channel has 

a separate 

palms down, 

vibrator. Deaf child has to place his fingertips, 

on the vibrators so as to sense the vibratory 
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representation of the speech patterns. Thus the tactile vocoder 

analyses the frequencies of the speech signal and presents them as 

an array of vibratory stimuli to the fingertips of the deaf child. 

Pickett has reported that using the above tactile vocoder Swedish 

vowels /i/ and /e/ can be discriminated better tactually than by 

lipreading but the tactual discrimination between the Swedish 

vowels /y/ and /u/ is as good as discrimination by lipreading the 

two degrees of rounding. Also, the consonant and vowel durational 

patterns, and the number of syllables in a word can be perceived 

better tactually using the above vocoder than by lipreading. 

2.4 VISUAL AIDS 

Visual aids provide a visual feedback of speech 

characteristics by displaying the information regarding speech 

features like fundamental frequency of voice, energy level of the 

speech signal, .sound speech spectra. These systems are used in 

addition to the conventional hearing aids. Here we will briefly 

discuss a few of these. 

2. 4.1 Visual speech t.raining syst.em 

·vocal-2', a visual speech training system, is presently 

under use in AYJ National Institute for the Hearing Handicapped, 

Bombay (Dr Mani ram, personal communication, from the same 

Institute) . It can be used for speech training in a clinical 

environment. It is a two channel acoustic processing instrument 

that displays the sound speech spectrum on the screen of a video 

monitor. One channel is for the teacher and the another is for the 
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student . Input signal is adjustable over a 40 db range. Processing 

and display can be selected from the two available modes: 

amplitude vs time and frequency vs time. In frequency vs time 

mode, the vertical amplitude of the di.splay represeuts the 

frequency characteristi~s produced durtng vocalisation . There are 

three frequency bands: Fl (70-140 Hz) for males, F2 (140-280 Hz) 

for females and F3 (280-560 Hz) for children. One frequency band 

has been designed for specific practice by the student to allow 

visualisation of fricative info:rmation. This is called band S1 

(4-8 kHz). It is useful in diagnosis and rehabilitation of cases 

with misarticulation, voice disorders, and errors in supra­

segments. 

2.4.2 Voice pitch display 

One of the major difficulties that the hearing impaired 

person has to face while le~tning to speak is l~arning to control 

the pitch of their voice in order to produce intelligible, natural 

sounding speech (Kushler & Misu, 1985). Voice pitch display 

indicator displays the variation of pitch {fundamental frequency 

of vibration of the vocal cords) of the input voice signal with 

respect to time. The display is useful for the training of three 

different aspects of speech production: intonation, voice register 

control, and phonation (Risberg, 1968). 

One such system which has been earlier developed by Nickerson 

& Stevens ( 197 2) gives a simple graph of fundamental frequency 

plotted on a loga.ri thmic scale as a function of time. This is 

shown in Fig. 2.2. The left half of the trace shown in this figure 
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represents the utterance 'Is he Q..Qfiling? ' with the emphasis on the 

third syllable. The right half represents the same question with 

the ~mphasis on -~-. The horizontal line indicates either silence 

or voiceless sounds. 

2.4.3 Rhythm indicator 

Commonly occuring error in the speech of the hard of hearing 

and the deaf is uncorrect rhythm. Rhythm indicator can be used for 

training of intensity, rhythm, and phonation. In one such system 

which is developed by Risberg (1968), the signal is passed through 

a low-pass filter with 100 Hz cut-off frequency and further 

through a high-pass filter with a cut-off frequency of 4 kHz. Both 

the filters are followed by rectification and smoothing. The 

output from the low-pass channel deflects the beam of the 

oscilloscope upwards and the high-pass channel deflects the beam 

downwards. The rhythm pattern of the word [sku: la] is ~hown in 

Fig. 2.3. The unvoiced sounds deflect the beam downwards, voiced 

sounds deflect the beam upwards and the amount of deflection is 

proportional to the intensity. The authors have not given test 

results for other sounds, but the scheme does not seem to be a 

robust one. The basic assumption here is that unvoiced sounds have 

higher freqency components and voiced sounds have frequencies 

below 100 Hz. 

2.4.4 Nasalisation indicator 

In the den~salization and nasalization training, the speaker 

is let to feel the vibration on the nose in nasalized sounds. In 
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......................... -----------------------

the nasalization indicator developed by Risberg (1968), a 

vibration signal is picked up on the nose by means of a contact 

microphone and the intensity gives a reading on a meter. The 

signal picked up by the microphone can also be heard in 

headphones. The author has not reported any of the test 

results. 
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Table 2.1. Phonemes ~n American English. A keyword is given in 

the parentheses along with the phonetic $yrobol fo~ each vowel . 
Adapted froro Pandey (1987). 

Cl.ass 

Vowel 

Diph­
thorq 

Semi­
vowel 

Conso­
nant 

.. 

Subclass 

Front 
Mid 
Back 

Liquid 
Glide 

Nasal 
St.op Voiced 

Unvoiced 
Fricative Voiced 

Unvoiced 

Affrical:e Voiced 
Unvoiced 

Whisper 

Phonemes 

i (beet), J: (bit), e {bet), ae (bat) 
a (b°a1in), A (but}, CM (bought) 
u {~t), U Cb§£k), O (bOre) 

al (b,!!l), oI CboyJ, au Chow), 
el (~), OU (ooat) / ju (nue) 

r (red}, l (led) 
w (Wet), y (~s) 

m {ram), n (ran), ng (rang) 
b (bye> , d c~e>, 9 cguyY­
P <~a), t {teaJ, k ~y) 
v (vision), dh (this), z (zip), 
zh (vision) - -
f (finT, th (thin), s (sin), 
sh Tshin) - -
dzh 1Jail) 
tsh (chain) 
h (hate) 

13 
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Table 2.2. Stop, af'f"ricate~ f'r'icative, and n.asa1 consonants of 

Hindi and En9lish1 along wi{h the plac~ or arliculation. Hindi 

consonants are: shown in Devnagari let:~rs and English consonants 

are shown in IPA (!nternaHonal Phonetic Alphab~t) SYmbols. 

Mw>ted f'ran Q\afekar (.1990). 

W = W'N'Oice!d, W =voiced, fJA = unaspiT'ated , and AS = aspirated .. 

Place of Stop Fricative Affl-icate Nasal 
------------- ---------- -------------

aYticulaHoo w \,() w VO w VO VO ------ ------ ---- ------ ----
U<\ . AS UA AS Ut\ UA U\ AS UA FG VA 

Velar k g ') 

cP ~ OT '£T 5-
..... ..... ' ' ... 

Palatal J tJ' d~ 

~ -q IT \;f ~ ::5J' 
.... ' ... ' 

Alveolar J c 0 5 G; -a "'tTf .... ... ... \.. 
' RE.d:rofll!x 

AlveolaY t d s n 

• ~ ...... 

Dental g. 
• 

fr ~ C( u 
...... ....... ' '\. 

labi<J~ntal v 

, 
Bi-labial p b 11\ 

-q i:n ~ ~ d1" 
...... ' '-

" ' 

. I 

14 
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Table 2.. 3. P.ronounciation keys for vowels in Hindi. Vo~el in the 

roiqdle position ln each ~rd ls the pronounciation ~ey. 

vowel word containing the vowel 

3r I/\ I q503 I kA l / 

an I a. I CbT3 I ko L/ 

~ , II.I faa:r I?, In/ 

~ It I ~ lg i.n/ 

3 /U' I ~ /sV>: I 

3' /u/ ~ /SU~/ 

~.le/ ~ lkES I 

3ft- /o I ~ /koJ/ 



MUSCLE FORCE 
I 
I 

NASAL NOSTRIL 

WNGS TRAC}-IEA VOCAL VOCAL TRACT MOUTH . 
BRONCHI CORDS 

Fig. 2.1. Schemaiic djag~am of the vocal appa~atus. Adap~ed ~rorn 

Rabiner ~ SchaTer (1979). 

-Fo 

t 
_ __,,..~ time 

Fig. 2.2. Fundamental ~requehcy Vet"'Sus time. Adapted f~orn 

Nickerson & Stevens Cl973). 

t 
~ 

Hme 

• 

Fig. 2.3. Rhythm patte~n of the word (sku: laJ. Adapted ~rom 

Risberg C1968). 

I tf"' 
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CHAPTER 3 

ESTIMATION OF VOCAL TRACT SHAPE 

3.1 INTRODUCTION 

This chapter is concerned with estimating the vocal tract 

shape from the acoustic waveform. The vocal tract shape can be 

determined from low formant frequencies or by using linear 

predictive coding (LPC) (Mermelstein, 1967 and Crichton et al, 

1974). The display of vocal tract shape helps in understanding the 

movement of articulators, i.e., tongue, lip, jaw, and velum while 

speaking. If a target trace is also displayed, the deaf child can 

attempt to match his trace with the target one in ord~r to correct 

his manner of articulation. 

Here, the techniques of estimating the vocal tract shape from 

formant frequencies and LPC coefficients will be reviewed. A 

system for displaying the vocal tract shape estimated from LPC 

coefficients developed by Gupte (1990) will also be discussed. 

3.2 VOCAL TRACT SHAPE FROM FORMANT FREQUENCIES 

The speech wave results from the exci tat.ion of the vocal 

tract either by a quasiperiodic source at the glottis or by a 

noise source. The vocal tract modulates the excitation signal and 

thereby gives linguistic character to the generated signal. The 

time-dependent positions of the various articulators, e.g . , 

tongue, velum, lips, and jaw are represented in the short-time 

power spectrum of the speech signal from which the formant 

frequencies, i.e., the resonant frequencies of the vocal tract may 
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be determined (Mermelstein, 1967). 

This section gives information about the extent to which the 

cross-sectional area functions are obtained from formant 

frequencies. The direct information about the shape of the entire 

vocal tract and the position of the articulators is available only 

through X-ray studies (Fant, 1959) . The indirect. way of obtaining 

articulatory data from acoustic data has got importance because of 

the difficulties in obtaining direct articulatory data like 

limited time resolution by exposure limitations etc. 

The vocal tract. may be modeJled (Merifielstein, 1967) as a 

lossless acoustic tube with a sufficiently small rate of chm1ge of 

cross-sectional area with distance ·x· along the tract. Th~ sound 

pressure p(x) is represented by Webster's horn equation, 

d [ A ( x) dp ] + _).,_ A ( x) p = 0 ax ax ( 3. 1) 

where A(x) = cross-sectional area 

A. = eigen value 

The formant frequencies are the frequencies of the normal modes of 

vibration of the vocal tract. From the first-order perturbation 

theory, the area function can be represented as 

00 

log A(x) = log A(O) + j~l aj cos (jrrx/L) (3.2) 

where L = length of vocal tract 

The output admittance of the vocal tract measured at the lips as a 

function of frequency ·w· is represented as follows, 



Yt(w) = -U(L,w)/p(L,w) o<:_ (6 [p(L.w)]/6x) /p(L,w) (3.3) 

where U = volume veloc ity 

The closed-lip boundary condition eigen-freqllencies are the 

frequencie:::; for which Y t ( w) _.., 0, open-lip eigen-freque1wj es are 

obtained from the condition Y t ( w) ~ t.'O. The infinite sets of poles 

and zeros of the admittance function thus correspond to the eigen 

frequencies under the two sets of boundary conditions, 

respectively. At least up to first-order perturbations frorn t:.he 

uniform-tract shape, they uniquely determirne the perturbing area 

Fourier components. 

The vocal tract area functions band limited to six components 

determine<i from the first. six admittance po] es/zeros along with 

the X-ray derived area func~ion are show11 in Fig. 3.1. 

3.3 VOCAL TRACT SHAPE FROM LPC 

He.re, we will review · estimation of vocal tract shape from 

linear predictive coding, as reported by Crichton & Fallside 

(1974). An all-pole digital filter model is used in this 

technique. The speech signal is analysed using LPC to obtain 

autocorreJ at-1.on and reflection coefflc;lents ( detai.ls of LPC are 

given in Appendix B). The transfer function of an idealised 

acoustic tube is equivalent to that of the linear prediction 

model. The acoustic tube is terminated at the lips by an 

infinite-length, infinite-area tube, and the transfer function 

An(z) of the inverse tube is the ratio of U (z), the forward n 
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......................... ----------------------

volume velocity at the point of excitation to UR(z), the radiant 

volume velocity at stage 'n'. B ( z) is the ratio of the backward 
n 

volume velocity V (z) at the point of excitation to the radiated 
n 

volume velocity UR(z). 

(3.4) 

(3.5) 

The area A(n) at stage 'n' is given by 

A(n) = A(n-1) [l+FK(n)]/[1-FK(n)J (3.6) 

where FK(n) is the reflection coefficient at stage 'n'. If the 

area A ( 0) at the lips is given, the area of each stage can be 

calculated backward from the lips to the glottis . 

Crichton & Fallside (1974) have used the foregoing technique 

as an aid to deaf speech training . In this application the 

computer is used to di~play the smoothed area functions (which are 

generated by a parabolic interpolation between discrete areas) 

plotted logarithmically against linear distance along the vocal 

tract. A fixed target trace produced by a child with normal 

hearing can also be displayed and the deaf child tries to match 

visually his trace to the target trace. Fig. 3. 2 shows typical 

attempts by deaf child to match target. 
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3.4 A SPEECH PROCESSOR AND DISPLAY SYSTEM 

A PC based real-time system for analyzing and displaying the 

vocal tract shape by LPC coefficients and digital signal 

processing techniques was earlier developed by Gupte (1990). A 

block diagram of the system is shown in Fig. 3. 3. The digital 

signal processor TMS-32010 Evaluation Module (EVM) from Texas 

Instruments is used in this system. Apart from it, the analog 

pre-processor consisting of pre-amplifier, low pass filter 

(anti-aliasing filter), an extension card to the EVM and an 

interface to the IBM-PC are also incorporated in the system. After 

acquiring and analysing the speech signal in real-time, by the 

TMS-32010, the relevant information is transferred to the PC. Then 

the information about the vocal tract shape and energy contour is 

displayed by the PC. Using this system, one can speak into 

microphone for about one second and observe the variation of the 

vocal tract area function and the energy. 

Although the speech analysis done here is in real-time, 

overal 1 real-time performance is not achieved. The vocal tract 

shape display is in staircase form. By writing programs for the 

communication between the PC and the TMS-320 in the assembly 

language, the parameters could be transferred on a frame by frame 

basis. As mentioned in Section 1.2, the current work is an 

extension of this work by Gupte (1990), in which he has developed 

a speech processor and display for speech training for the 

deaf. 
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CHAPTER 4 

OFF-LINE SPEECH ANALYSIS AND DISPLAY 

4.1 INTRODUCTION 

In the first stage of development. of the aid, a system for 

analysing the f'>peech waveform and providing a display for a visual 

feedback ln off-line mode i~ implemented. The program for off-line 

speech analysis and display developed by Gupte (1990) is modified 

in this project. The mod1fied program provides a display of <:t 

realistic form of vncal tract shape, pitch and energy values for 

the selected frames of speech data input. A realistic vocal tract 

shape is estimated from the reflection coefficients which are 

obtained from linear prediction coding, and energy and pitch 

values are estimated from autocorrelation analysis of short 

segment of the 

synthetic data 

discretized input. 

(Klatt, 1980), 

The algorithm for aenerating 

the autocorrelation algorithm 

(Morris, 1983), the Leroux & Gueguen algorithm (Leroux & Gueguen, 

1977), are earlier implemented by Gupte (1990) and have been used 

in this project. The modified program SPEECH_l.PAS and the 

algorithms used in it are described in this chapter. 

4.2 DESCRIPTION OF THE PROGRAM SPEECH_1.PAS 

In the program SPEECH_l.pas, the speech data file is divided 

into a number of frames (speech segments). The frame length, i.e., 

the number of samples per frame can be changed. The data for 

successive frames are read and analyzed, one frame at a time.After 

reading the data for a frame, the autocorrelation coefficients are 
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computed using autocorrelation algorithm (Morris, 1983 & Guptc, 

1990) as follows, 

1. The speech data samples D(O) to D(N-1) for one frame are read 

from a speech data file which is a file of integers. 

2. Pre-emphasis and windowing of data is done using either 

rectangular or Hamming window to get the data samples D"[OJ to 

D"[N-1]. 

3. For I = 0 to N-1 do 

(i) R.[ I] = 0' where R[ I] is the Ith autocorrelation 

coefficient. 

(ii) For J = I to N-1 do 

R[I] = R[I] + D"[J] * D"[J-I] 

From the autocorrelation coefficients, pitch period is 

estimated. The largest peak of the autocorrelation function is 

located and the peak value is compared with a fixed threshold 

(e.g. ~0% of R[O]). If the peak value is less than the threshold 

then the speech segment is classified as unvoiced and if it is 

larger, then the pitch period is defined as the location of the 

largest peak. The total energy in a speech signal is represented 

by zeroth autocorrelation coefficient for that particular frame 

(Rabiner & Schafer, 1978) . 

The reflection coefficients are computed from autocorrelation 

coefficients using L-G algorithm which is described in 

Appendix-B . The vocal tract area functions are computed from the 

reflection coefficients using the formula, 

') 0 
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A(n) = A(n-1) [l+FK(n)]/[1-FK(n)] 

where A(n) = area coefficient at stage 

FK(n) = reflection coefficjent at stage 

, n, 

, n, 

and vocal t.rcict is considered to be a lossless acoust.i c tube 

terminated by infinite length, infinite area-tuhe (Crichton & 

Fallside, 197 4) . 

Only the area coefficients, pitch, and energy values are 

stored for each frame. After the analysis has been completed, any 

particular frame can be selected for display. For obtaining the 

realistic vocal tract shape display, the discrete area 

coefficients are scaled and then interpolated. The speech analysis 

and display program, finally provides a display of a typical human 

vocal tract shape which is based on the model given in Fig. 4.1. A 

realistic form of vocal tract is displayed in the form of a 

variation of a lower portion of the vocal tract according to the 

interpolated area coeffici~nts. The energy and pitch values are 

displayed in the form of bars. Thus the changing positions of 

lips, jaw, and tongue for different speech segments can be seen on 

PC screen along with the variation of energy and pitch values. 

The speech analysis and display program can b~ summarised as 

follows, 

1. The parameters like speech data file, sampling frequency, 

starting frame number (SFNO), total number of frames (NF) can 

be selected from menu. 

2. Pre-emphasis and windowing is done after reading the speech 

data for SFNO. 

3 . Autocorrelation coefficients are computed using autocorrelation 
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algorithm. 

4. Pitch is determined using autocorrelation coefficients. Energy 

value is computed from zeroth autocorrelation coefficient. 

5. Reflection coefficients are comput.ed from 

coefficients using L-G algorithm. 

autocorrelntion 

6. Area coefficients are computed from reflection coefficients. 

7. A typical human vocal tract shape is displayed on PC screen 

along with the variation of its lower portion according to the 

interpolated area functions. The area fnctions in the staircse 

form is also JisplayeJ along with the variation of energy and 

pitch values. 

8. Key ·c· can be pressed 

completely or key · S · , 

in orde1· to ref re sh 

to refresh the 

area functions 

area functions 

segment.wise. 

9. Key ·+· or can be pressed for the display of next or 

previous frame respectively. Any 

selected for display if the key 

partjcular frame can 

is pressP-<l. Beep 

be 

is 

produced if the selected frame is not in the given range. Key 

'E' can be pressed in order to exit from the display at any 

time. 

4.3 TEST RESULTS 

The Russian vowels (/a, e, i, u/) and a sample sound /ex1/ 

were synthesized by Gupte (1990) using Klatt-synthesizer 
0

(Klatt, 

1980). The control parameters used for this synthesis are given in 

1able 4.l and Table 4.2. From Table 4.1 and Table 4.2, it is clear 

that there is a variation in formant frequencies and also the 
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bandwidths for different vowels. The intensity variation for 

synthetic data is given in Fig. 4. 5 which is a plot of voicing 

amplitude AV in db against +· L•lme. The speech data originally 

available as ASCII fileg was storP.d in integer data files using 

program INF.PAS. 

The program SPEECH_L PAS is run on the IBM-PC. The test 

results with simultaneous display of realistic vocal tract shape, 

pitch, and energy variation fur different frames are shown in Fig. 

4.3. Display of vocal traut area is in the form of variation of 

lower portion of the vocal tract as well as the area functions in 

staircase form. The general shapes of the area functions computed 

by SPEECH_l. PAS clearly match to those given by Fant ( Rabiner & 

Schafer, 1978) as shown in Fig. 4.2. Tt is clear from Fig. 4.3 

that for vowel /a/, there is a ~onstriction in back side, while 

for vowel /e/, there is a constriction in the front side and 

degree of constriction is medium. Also, for vowel /i/, the 

constriction is in the front side but degree of constriction is 

high, and for vowel /u/, constriction is in the back side and 

because of lip rounding the area between two ljps is coming out to 

be very small. 

The energy and pitch values are shown in the form of bars.The 

energy values obtained for the first and last few frames are very 

small compared to the maximum one. Thus the energy variation 

tali es with the one given in Fig. 4. 5. In order to study the 
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variation of pitch, pitch values for a synthetically generated 

sample sound /exl/, which is an /a/ like sound are obtained for a 

duration of 500 ms. As shown in Fig. 4.4, except for two or three 

points, pitch variation obtained matches with the reference one. 
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Table 4.1. Fundamental ~requency, .formant ~requencies, 

.for some vowels, ic_ sample sound /e><.1/ which are 

~latt-Synthesizer, and pitch variation fo~ /ext/ . 

Rabiner ~Schafer (197S), and Gupte (1990). 

& bandw1dths 

9enet-ated by 
Adap~ed ft-om 

sound FO F1 F2 F3 BW1 SW2 BW3 

la/ j25 65'0 1076 2463 94 91 io7 

le/ 125 415 1')79 2810 54 10.1 318 

Ii I 125 223 2317 2974 53 59 388 

/u/ 12~ 232 507 2395 61 57 66 

lex11 •• 700 1220 2600 130 70 160 

----------------------------------------------~-------------

l>~ration soo ms, voicjng amplitude AV (db) 

Time 0 100 395 495 

AV 0 60 60 0 

•• fot" lex 1/ 

Time o 50 80 140 160 220 260 

Fo 125 125 175 175 125 125 225 

versus ti me. 

395 

225 

415 

175 

500 

175 
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CHAPTER 5 

REAL-TIME SPEECH ANALYSIS AND DISPLAY 

5.1 INTRODUCTION 

For the real time analysis of the speech samples, the 

hardware developed by Gupte (1990) is used. Using this system and 

the modified display procedure one can speak into the microphone 

for around one second, and observe the energy and area function 

variation on the screen for that particular duration of speech. 

The system does not provide pitch information.This chapter 

describes the procedure for the hardware set-up and its testing. 

It also presents the description of the program developed for 

real-time analysis of speech, and display of realistic form of 

vocal tract shape and energy. 

5.2 SYSTEM SET-UP & HARDWARE TESTING 

The operating procedure for setting up of the speech a11alysis 

and display system is as follows, 

(i) Connect the emulator cable of the EVM to the extension 

card through socket-Ul, with the setting of the clock switches as 

follows, Sl, & S2 OFF and 53, & S4 ON. 

(ii) Connect the extension card to the PC interface through 

the connector C-1 using 40 pin flat ribbon cable. 

(iii) Connect the proper supply voltages to TMS-32010, 

extension card, and anti-aliasing filter. 

(iv) Set jumper JS on the EVM to position 2-3 in order to use 

external BIO & INT but internal clock. 
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(v) Set the various jumpers on the extension card referring 

to Table 5.1. 

(vi) By running KERMIT software (or some other terminal 

emulation program) on the PC, estabJ i.sh a serj al communication 

link hetwe~n the RS-232C connector of the PC and t.he connector 

C-1 of the EVM (parity is set to none). 

(vii) Initialize .EVM using INIT command, set CLOCK to EXTERNAL 

and PROGRAM MEMORY to INTERNAL. 

After this initialization, the hardware system is tested as 

follows, 

(a) Testing of A/D section 

In order to get 10 kHz start of conversion pulses for ADC, the 

number 524 is sent to the cascade of bi i., rate multiplier ICs 

(7497) on the extension card. 

fout = (M/64*64*64) * fin 

for fout = 10 kHz and fin = 5 MHz, M = 524. Then the ADC is 

connected in the circuit and ADC data is read using hardware 

interrupt by running program TEST_l.TMS on TMS-32010. The status 

and interrupt pulses are ob.served on the CRO. For analog inputs of 

0 and +10 volt, the ADC data is checked which is in the offset 

binary form. The respective values for 0 and +10 volt are +2040 & 

+4096. 

(b) Testing of Host Interface 

A program TEST_?.. 'l'MS is first run on TMS-32010. Then the 

program TEST_2.PAS is run on the PC which reads data from data 

memory of TMS-32010, using acknowledgement register of the 
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extension car<l. Also, the other way communication from PC t o 

TMS-32010 is verified using command register of the extension 

card. Simul-Laneously, the I/0 decode, WR, RD, and DEN signals are 

verified. 

(c) Testing of extended data memory CEDM) 

A small program TEST_3 . TMS is run on Tf'lS-32010 which reads 

and writes data from and to the data memory respectively. Various 

control signals and the status of address and data lines are 

verified. 

After checking of the hardware set-up, f •.)r the real-time 

analysis of speech and display following steps are carried out. 

(i) Transmit the assembly language program STRAIN.TMS which 

is developed by Gupte ( 1990) to the EVM (the character 17H is 

transmitted with the command XON). 

(ii) First run the program STRAIN.TMS on TMS-32010 and then 

run the modified PASCAL program SPEECH_2.PAS on PC. 

5.3 DESCRIPTION OF THE PROGRAM SPEECH_2.PAS 

The real-time speech data is acquired and processed by 

TMS-32010 by executing the program STRAIN.TMS. After every 

interrupt from ADC, the data is read by the TMS-32010 and stored 

in the program memory. The display procedue is handled by PC. The 

number of samples per frame, total number of frames to be 

acquired, offset value for the ADC, etc are set by software. The 

program SPEECH_2 . PAS first reads all t.he above parameters and 

sends them to TMS-32010 data memory. After storing the data for 
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each fi·ame pre-emphasis and windowing is done by the assembly 

language program. Then the autocorrelation and reflection 

coefficients are computed using autocorrelation and 1-G algorithm 

(these algorithms are already described in Chapter 4). After the 

processing of all frames, the reflection coefficients and zeroth 

autocorrelation coefficients are acquired by PC. The area 

coefficients are computed from the reflection coefficients using 

the Eqn. B.$1. The area coefficients are scaled and interpolated to 

get a realistic form of vocal tract shape. Energy values are then 

computed from zeroth autocorrelation coefficients by 

normalization. A typical vocal tract shape is displayed on the 

screen, the data points for which are stored in the file 

COORD. PAS. The lower portion of the vocal tract shape is varied 

according to the new area coefficients. The upper portion of the 

vocal tract is fixed. Also, the energy for each frame is displayed 

along with the variation of originally developed staircase area 

functions. Thus the tongue, and lip movements for the given 

utterances (vowels) can be easily seen on the PC screen using the 

program SPEECH_2. PAS. Any random frame can .be selected for 

display. By pressing keys ·+·or·-·, the succeeding or preceeding 

frames can be selected for display respectively. The area 

functions can be refreshed completely or segment.wise by pressing 

keys ·c· or ·s·, respectively. 

5.4 TEST RESULTS 

The results are shown in Fig. 5.1 which provides a display of 

a1·ea functions and energy values for the sustained Hindi vowels 



spoken by the author herself. It can be observed from Fig. 5.1 (a) 

and (b), for vowel /a/, the constriction is in the back side and 

degree of constriction is low whereas for vowel /e/, the 

constriction is in front side and degree of constriction is 

medium. As shown in Fig . 5.1 (c) & (d), for vowel /i/, the 

constriction is in the front side but degree of constriction is 

high whereas for vowel /u/, constriction is in the back side and 

because of lip rounding the area between lips is coming out to be 

very small. Thus the degree of constriction and tongue hump 

position while speaking vowels match with the scheme given in 

Table 5.2 (Flanagan, 1972). 

The energy values for the first and last few frames of the 

spoken vowels are very small compared to the maximum one. For rest 

of the frames energy is almost remains constant. Thus energy 

variHtion matches with the plot of voicing amplitude AV vs time as 

shown in Fig. 4.5. 

An extensive testing of the system with speech from normal 

and deaf, male and female, child and adult speakers with different 

languages needs to be carried out. Also, the system has so far 

been tested with sustained vowels only. This should be extended to 

sounds of other categories as well. 

13 



Table 5 . 1. J"umper settings for t.he extension card. Adapt.eQ from 

Gupte (1990). 

JUMPER CONNECTION FUNCTION 

J-1 3-4 Directional signal for 

ADDRESS and DATA buffers. 

J-2 2-4 Fo:r reading ADC data in 

off set binary form. 

J-6 3-4 Provides clock syncronisation 

to lNT si e;nal . 

J-4 1-2, 5-6, Provides HOST communication 

0-10, 13-14 through BIO & ADC through IMT 

Table 5,~. Classification of vowels according to the tongue-hump­

position & degree-of-constriction. Adaptect fro~ Flanagan (1972). 

Degree. 0£ Tongue hunnp position 
constriction 

front. central back 

high Ji/ eve Iii bi:rd /u/ boot 

II/ it /cl/ over /U/ foot 

medium Je/ hate. /A/ up /o/ obey 

IE/ met /0>/ ado /c:J/ all 

l ow /eel at /a/ father 
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(a) vowel /a/ 

(b) Vowel /e/ 
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0 
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c. C) VO w el I i I 

.(d1 vowel /u/ 

too 
80 

6'0 

40 
20 

0 

frame 30 

fOO 

80 

E::. 7?3 

GO e.~ 5~ 

40 

20 

0 

Fl9. i:,.1. D'1spl21y of qre4 -Func-l-io05 onci e..neTgy V2'll!e 

+oi- spcl<.e..n '\/Dwe..I.~ in Hindi 
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CHAPTER 6 

SUMMARY AND CONCLUSIONS 

The objective of this project 1
. c: 

•CJ to develop a simple, 

computer based speech training aid using realistic vocal tract 

shape, pitch, and energy display. This can help deaf children to 

learn the movement of articulators while speaking, since realistic 

vocal tract shape display can give the actual position of tongue, 

lip, jaw, etc. while uttering speech sounds and pitch, and energy 

display can provide information about pitch, intonation, and 

stress patterns (the way in which the syllables are stressed). 

In the first stage of development of the aid, a system for 

analysing the speech waveform in off-line mode · and displaying a 

realistic vocal tract shape, pitch and energy simultaneously, for 

a visual feedback is implemented in software. A realistic vocal 

tract shape is estimated using reflections coefficients which are 

obtained from linear predictive coding. The energy and pitch 

values are obtained from autocorrelation analysis of short 

segments of the discretized input. The system wos successfully 

tested for Russian vowels (/a, e, i, u/) generated by 

Klatt-synthesizer and area functions of which were available from 

Fant (using X-ray data). 

In final stage, speech is analysed in real-time using a system 

which consists of a PC, a DSP TMS-32010 evaluation module, 

extension and interface hardware developed in an earlier project. 

Using this system, a realistic form of vocal tract shape as well 

as energy values for the spoken vowels of duration upto one second 



are estimated and displayed on the PC. The system was tested for 

the sustained vowels in Hindi spoken by the author herself . 

Presently the system does not provide pitch information, but 

one could write a separate program for pitch estimation using the 

same system. In order to obtain a simultaneous display of vocal 

tract shape, pitch and energy values, one cou 1 d possibly use a 

multiprocessor system, such as the one recently developed by 

Rampal ( 1991). In the existing system, eventhough aualysis is 

achieved in real-time, display is non-r~al-tirue, due to delays in 

t.ransferring data from the DSP board to the PC a11d then to the 

graphics interface of the PC. A possible solution may involve use 

of two D/A converters on the DSP board for directly controlling a 

CRT . 
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APPENDIX-A 

ACOUSTIC PHONETICS 

Sounds in American English can be generally de~cri bed in 

terms of 42 phonemes as given in Table 2.1. The four broad classes 

of sounds are vowels, diphthongs, semivowels, and consonants. Each 

of these classes may be further classified into sub-classes which 

are related to the manner, and place of articulation of the sound 

within the vocal tract. 

A.1 VOWELS, DIPHTHONGS~ SEMIVOWELS, AND WHISPER 

Vowels are produced by exciting a fixed vocal tract. with 

quasi-periodic pulses of air caused by vi bra ti on of the vocal 

cords. Different vowel sounds are produced by different vocal 

tract configurations and therefore characterised (in a simple 

manner) by the vocal tract resonances or . the formants. However, 

even for perceptually equivalent vowels, there is a great deal of 

variability in the formant frequencies among speakers, mainly due 

to the differences in the individual vocal tracts. 

Diphthongs are usually defined as sounds that are proJuced by 

.smoothly moving the vocal tract configuration from the 

articulatory position of one vowel to (or toward) that of another. 

Therefore, in spectrograms, the diphthongs are characterized by 

smooth glide of formant frequencies. Semivowels are generally 

characterized by a gliding transition in vocal tract area function 

between adjacent phonemes, and therefore, their acoustic 

characteristics strongly depend on the context in which they 



'.I) <._) \. 

occur. 

Phoneme /h/, also known as whisper, is produced by excitjng 

the vocal tract by a steady air flow i.e. the turbulent flow at 

the glottis without vibration of vocal cords. The characteristics 

of /h/ are invariably tbose of the vowel which follows /h/ since 

the vocal tract assumes the position for the following vowel 

during the production of /h/. 

A.2 NASALS, STOPS, FRICATIVES, AND AFFRICATES 

The nasal consonants /rn, n, and n/ are produced by the 

glottal excitation with the total consriction at some point along 

the oral passage in the vocal tract. The velum is also lower~d and 

the air flows through the nasal tract with the radiation of sound 

at the nostrils. The three nasal consonants are distinguished by 

the place along the oral tract at which a total constriction is 

made. 

Stops are transient sounds produced by plosive exci tat.ion. 

The voiced stop consonants (/b, d, g/) are produced by hui1ding up 

pressure behind a complete closure somewhere in the oral tract and 

then suJdenly releasing thA pressure. Us11al]y, no energy is 

radiated during the closure duration. The particular stop produced 

depends on the location of the constriction. Because of the 

dynamical nature of stop sounds, their properties depend upon the 

following vowels. 

For unvoiced stops (/p, t, k/), the vocal cords do not • 

vibrate during the period of total closure. Following the closure 

period, there is a brief interval of frication (turbulent) 



excj ta ti on of the vocal tract. This is foJ lowed by a period of 

aspiration (steady air flow without the vocal cord vibration) 

before the onset of voicing for the following vowel. Duration and 

frequency content of the frication and aspiration vary greatly 

with the stop consonant. 

Unvoiced fricatives are produced by exciting the vocal tract 

by a steady air flow which becomes turbulent in the region of a 

constriction in the vocal tract . The location of the constriction 

dete:rmines the fricative sound produced. As the source of the 

excitation is at the constriction, the back cavi t.y introduces 

antiresonances in the spectrum. For voiced fricatives, the 

exci ta ti on is different in that the vocal co1·ds are vibrating. 

Thus, there is a quasiperiodic excitation source at the glottis 

and a noise like excitation source at the point of constriction. 

The affricates are dynamically sounds that can be generally 

modelled as a stop followed by a fricative with the same place of 

constriction. The unvoiced affricate /tsh/ may be mode] led RS a 

concatenation of /t/ and /sh/, and the voiced affricate /dzh/ as a 

concatenation of /d/ and /zh/. 
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APPENDIX B 

LINEAR PREDICTIVE CODING 

B. 1 INT.RODUCTI ON 

In this project 1 in ear predictive coding technique is used 

for speech analysis. Linear prediction is a mathematical model of 

the speech signal that assumes the speech signal as the output of 

a linear, time invariant, recursive filter excited by eithe1· a 

sequence of quasiperiodic pulses or a white-noise source. In this, 

the current sample of speech is predicted by a linear combination 

of previous known speech samples. Linear predictive coding 

technique involves the concept of short time analysis of speech to 

extract the relevant parameter~; of speech that remain constant 

over a short interval of time. 

B.2 ALL-POLE MODEL OF VOCAL TRACT FILTER 

Linear prediction can be used to obtain the transfer function 

of the vocal tract ( Rabiner &. Schafer, 1978). In the all pc>l~ 

model of vocal tract filter, the signal s(n) is assumed to be a 

linear combination of past output values and the present input 

u(n). This model is shown in Fig. B.1. 

For applying time series analysis, continuous-time signal 

s ( t) is sampled with a sampling inter·val T ( = 1/Fo, wher.e Fo is 

the sampling frequency) to obtain a discret-time signal s(nT). 

Here the signal s(n)= s(nT) is given as, 
p 

s(n) = - ~ ak s(n-k) + G u(n) (B.1) 
1~ - 1 

where G is the gain factor. 
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The transfer function of an all pole model is given by 

G 
H (~) = 

p 
1 + I: ak 

k = 1 
z -k 

(B.2) 

Assuming s(n) as a sample of a random process and using least 

square approach, the predictor coefficients ak and the gain fa~tor 

G can be determined (Makhoul, 1375). Let the predictAd signal be 

s (n). Then 

p 
s(n) = - ~ ak s(n-k) 

k = 1 
(B.3) 

The error between the actual value s (n) and the predicted value 

s(n) is gtvAn as 
p 

e(n) = s(n) - s(n) = s(n) + Z 
l~ -

ak s(n-k) 
1 

(B.4) 

The error e(n) is also a sample of a random process. The expect~d 

value of tbe square of the error is minimized in the least aquares 

met.hod. 

2 E - E [e (n)] - E [s(n) 

E is minimized by setting 

6E/6a. = 0 
l 

Hence we get 

p 
ak E [s(n-k), s(n-i)] 

k = 1 

= - E [s(n), s(n-i)] 

2 
+ ~ ak s(n-k)] 

k = 1 

The minimum average error is given by 

2 
Ep = E [ s ( n ) ] + 

k = 
ak E [s(n), s(n-k)] 

1 

(B . 5) 

(B.6) 

(B.7) 



Assuming that the speech signal remains cc,nstant for a short 

interval of time, for a stationary process s(n), 

R(i-k) = £ [s(n-k), s(n-i)] (B.8) 

wherA R(i) is the autocorrelation of tbe process. 

B.3 COMPUTATION OF PREDICTOR PARAMETERS 

For a stationary and ergodic process, the autocorrelation can 

be approximated as a time average instead of ensemble average, 

R(i) = ~ s(n) s(n-i) 

Hence Eqn. B.6 can be written as 

-R(i) --
k 

p 
2: 
--

ak R(i-k) 
1 

1 ~ i ~ p 

The predictor coefficients ak, 1 ~ k < p can be computed by 

solving a set of p equations with p unknowns. 

The reflection c;oeff icients c:an be computed from 

autocorrelation coefficients by Le-roux-Gueguen ( L-G) algorithm 

without extracting polynomial coefficients of the transfer 

function. The intermediate variables are less than unity . Hence 

L-G algori thrn can be implemented in the fixed point ari thrnetic 

(Leroux & Gueguen, 1977). 

As shown in Fig. B.2, the central kernel is a lattice 

structure (Morris, 1983). This can be represented as 

Y
1
(I) = R(I) I - 1, P. - # • • • ' 

B
1

(1) = R(I) I = 0, . ; .. ' P. 

FK(I) - - YI ( T) /BI (I-1) -
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YJ+l(I) = Y._1(1) + FK(J) BJ(I - 1) 

BJ+l(T) = B .. 1CI-1) + FK(J) YJ(I) 

for I = 1 ' 
') P. '-'' ...... ' 

for .. 1 = 1, ') 

'"'' • " .. . > I - 1. 

FK(I) are the reflection coefficients. 

The transfer function of an idealistic acoustic tube is 

equivalent to that of the linear prediction model. The. acoustic 

tube is terminated at the lips by an infinite-length, 

infinite-area tube, and the transfer funci..ion of the inverse tube 

is defined as the ratio of the forward volume velocity at the 

point of exci ta ti on to the radiant volume velocity (Crichton & 

Fallside, 1974). The area A(n) at stage n is given by, 

A(n) = A(n-1) [l+FK(n)J I [l-FK(11)] (B.9) 



t&(n) 

· L.inear 
"---1 Predictor 

of order p 

sen) 

Fig. B¥ 1. Al.1-}?ole ITTodel of vocal t .ract fi 1 tEr. Adapted from 

Crichton & Fallside (1974). 

B,r(:t] -_-,-z 1--~ ...... ~~~----~~~~~ 

Fi9· B~ 2. Kernel used in L-G- i"!lgorithm. AdaE>·l:.ed from (Morris, 

1'9Bl) ~ 



C.1 Programs 

Hardware 

(1) TEST 

(2) TEST 

(3) TEST 

(4) TEST 

APPENDIX C 

PROGRAM LISTINGS 

for testing of 

set.-up 

_1.TMS 

_2.TMS 

_2.PAS 

_3.TMS 

C.2 For off-line speech analysis 

and display 

INP. PAS 

SPEECH_1.PAS 

C.3 For real-tin\€' speech analysis 

and display 

SPEECH_2.PAS 



r.3 t J 

P~OGRAMS FOR H4RDWARE TESTING 



*> 
**PROGRAM TEST 1.TMS 
ZERO EQU 0 
ONE EQU 1 
DATA EQU 2 
ADDR EQU 3 
COUNT EQU 4 
PULSE EQU '? 

* B LLl 
8 ISR ~ 

ISR IN DATA,§ ;INPUT DATA FROM ADC 
ZALS ADDR 
TBLW DATA ;STORE ADC DATA IN PROG MEMORY 
ADD ONE 
SACL ADDR 
ZALS COUNT ;NO. OF DATA POINTS 
SUB ONE 
SACL COUNT 
BNZ LL2 
OUT ZER0,4 ;STOP CONVERSION PULSES 
RET 

LL2 EINT 
RET 

LLl DINT 
OUT PULSE,4 ;START CONVERSION PULSES 
EINT 

LL3 8 LL3 
*< 

r9 d.._ 



*PROGRAM TEST_2.TMS 
*FOR DATA TRANSFER BETWEEN 
*TMS-32010 AND PC 
*>XO EQU 0 

** 

Xl EQU 1 
X2 EQU 2 
X3 EQU 3 

*DATA TRANSFER FROM 
*TMS-32010 TO PC 

ZALS XO ;XO=COUNT 
LL 1 IN X 1 , 0 ; CLEAR BI 0 
Ll2 BIOZ LL3 

B LL2 
LL3 OUT X2,2 

SUB X3 
BNZ LLl 

** 
*DATA TRANSFER FROM 
*PC TO TMS-32010 

LAR o,x2 
LARP 0 
ZALS XO 
IN Xl,O ;CLEAR BIO 

LL4 BIOZ LL? 
8 LL4 

LL? IN *+, 0 
SUB X3 
BNZ LL4 
END 

*< 

co 



PROGRAM TEST_2; 
<FOR THE TRANSFER OF DATA BETWEEN DATA MEMORY 

OF TMS-32010 AND PC> 
LABEL 1,2; 
VAR 

I 'J 
A,B 

BEGIN 

: INTEGER; 
:ARRAY[l .. 10] OF BYTE; 

FOR I:=l TO 10 DO 
BEGIN 

A[IJ:=O; 
B[IJ:=O; 

END; 
<DATA TRANSFER FROM TMS-32010 TO PC > 

< FOR J:=l TO 10 DO 
BEGIN 

PORT[$319J:=O; 
1: I:=PORT[$320J AND ($2); 

IF I =2 THEN 
A[JJ:=PORT[$318J 
ELSE 
GOTO 1; 

END;> 
<DATA TRANSFER FROM PC TO TMS-32010 > 
FOR J:= 1 TO 10 DO 
BEGIN 

PORT[$319J:=O; 
2: I:=PORT[$320J AND ($2); 

IF 1=2 THEN 
PORT[$319J:=8[JJ 

END; 
EMO. 

ELSE 
GOTO 2; 

el t) . 



*PROGRAM TEST 3.TMS 
*FOR DATA TRANSFER BETWEEN 
*EXTENDED DATA MEMORY <EDM) & 
*DATA MEMORY OF TMS-32010 
*>ADR EQU 0 

ONE EQU 1 
COUNT EQU 2 ;SET COUNT=COUNTl 
COUNTl EQU 3 
DATA EQU 4 
BACK EQU '? 

* OUT ADR,? 
LOOPl OUT DATA,6 

;STARTING ADD FOR EDM 
;DATA TRANSFER TO EDM WITH 

INCREMENTATION OF ADDRESS 
LOCATION 

ZALS COUNT 
SUB ONE 
SACL COUNT 
BNZ LOOPl 
LAR O,BACK ;ARO=STARTING ADD FOR DATA 

COMING FROM EDM TO DATA MEMORY 
LARP 0 
OUT ADR,? 
LACK COUNTl 

LOOP2 IN *+ ,6 

SUB ONE 
BNZ LOOP2 

;DATA TRANSFER FROM EDM TO 
DATA MEMORY 

(\? . . -



l.MP•PAS 
SPEF:CH_1.. PAS 



PBOGRt~M INP; 
VAR 

I 
INVAR 

:INTEGER; 
:TEXT; 

OUTVAR 
INFTLE,OUTFILE 

:FILE OF INTEGER; 
:STRING[14]; 
:ARRAY[O .. 4000] OF INTEGER; s 

BEGIN 

END. 

WRITELN('input file name= '); 
READLN (INF ILE); 
ASSIGN(INVAR,INFILE); 
WRITELN('output file name= '); 
READLN(OUTFILE); 
ASSIGN (OUTVAR,OUTFILE); 
RESET (INV l\R) ; 
REWRITE(OU'l'VAR); 
FOR I:= 0 TO 4000 DO 
BEGIN. 

READLN(INVAR,S[I]); 
WRITE(OUTVAR,S[I]); 

END; 
READLN; 

CLOSE (INV AR); 
CLOSE(OUTVAR); 

, 



PROGRAM SPEECH_l; 
USES GRAPH,DOS,CRT; 
LABEL ?,100,110,120; 
TYPE 

DARRAY=ARRAY[l .. l?JOF REAL; 
SARRAY=ARRAY[-l .. 200JOF INTEGER; 

CONST 

VAR 
FRCNT=60; 

SP :ARRAY[0 .. 300JOF REAL; 
LR,SR :ARRAY[0 .. 300JOF REAL; 
Sl,Yl :ARRAY[O .. 300JOF REAL; 
S :SARRAY; 
E :ARRAY[-1 .. 300JOF REAL; 
WC ;ARRAY[0 .. 300JOF REAL; 
FK :ARRAY[O .. FRCNT,1 .. l?JOF REAL; 
AA :ARRAY[l .. FRCNT,0 .. 20JOF REAL; 
R,BI,BIM,BIMl,BII :DARRAY; 
J,TS,GRAPHDRIVER,TL,NFMAX, 
GRAPHMODE,ERRORCODE,LAST,CODE,TIM,EXCODE, 
X,M,FR,FL,FORM,NF,DUMMY,TEMP,FS,SFNO,PAR,P, 
KK,WIND,PREMPH,Y : INTEGER; 
I :LONGINT; 
K,C,KPRE,DSC,EMAX :REAL; 
BIG1,BIG2,BIG3,PITS,D?, 
PITCHS,PITL,PITCHL :ARRAY[l .. FRCNTJOF REAL; 
BIG :ARRAY[l .. FRCNTJOF INTEGER; 
PS,PL ,PSl :STRING[40J; 
YI : REAL; 
FILEPOS :LONGINT; 
FILEVAR,OFILEVAR,OUTFILE, 
ENVAR,PIVAR,INFILE :TEXT; 
DFILEVAR :FILE OF INTEGER; 
DFILE,OFILE,ENFILE, 
PIFILE,COORD :STRING[14J; 
CH,C_H,CHH,CHHH,DDUMMY :CHAR; 
CHS,PREEMPH,CH1,CH2:STRING[?J; 
Dl,02 :ARRAY[l .. 200J OF INTEGER; 
03,04 :ARRAY[O .. ?OJ OF INTEGER; 

<**** PROCEDURE AUTOCORRELATION BEGINS *******> 

PROCEDURE AUTOCORRELATIONCFLAGl: INTEGER); 
lJAR 

II,MM :INTEGER; 
BEGIN 

IF FLAGl=l THEN 
BEGIN 

BI G3 [ I J : = 0 ; 
FOR II:=O TO FL-1 DO 
BEGIN 

END; 

SR [ I I J : = 0 . 0 ; 
FOR MM:=II TO FL-1 DO 
BEGIN 

SR[llJ:=SR[llJ+SP[MMJ 
*SP [ (MM- I I ) J ; 

END; 
IF <SR[IlJ)>8IG3[IJ THEN BIG3[IJ:=SR[IIJ; 

IF 8 I G3 [ I J = 0 THEN PI TCHS [ I J : = 0 
ELSE 
BEGIN 

PITS[IJ:=O; 
FOR II:=25 TO FL-1 DO 
BEGIN 



END; 

THEN 
BEGIN 

PITSCIJ:=CSRCIIJ ); 
PITCHS[IJ:=II; 

END; 
END; 
IF PITS(IJ /8IG3CIJ >0 .3 
THEN 

PITCHSCIJ:=FS/ PITCHS[IJ 
ELSE 

PITCHSCIJ:=O; 

END 
ELSE 
BEGIN 

8 I G2 ( I J : = 0 ; 
FOR II:=O TO FL-1 DO 
BEGIN 

LR [ I I J : = 0 . 0 ; 
FOR MM:=II TO FL-1 DO 
BEGIN 

LRCIIJ:=LR[lIJ+E[MMl 
*E [ (MM- I I ) J ; 

END; 
IF CLR[llJ)>8IG2[IJ THEN BIG2CIJ:=LRCIIJ; 

END; 
PITL[IJ:=O; 
IF BIG2[IJ=O THEN PITCHL(IJ:=O 
ELSE 
BEGIN 

FOR II:=2? TO FL-1 DO 
BEGIN 

IF CLR[IIJ)>PITL[IJ 
THEN 
BEGIN 

PITL(IJ:=CLR(IIJl; 
PI TCHL [ I J : = I I ; 

END; 
END; 
IF PITL[IJ/8IG2[IJ >0.3 
THEN 

PITCHL[IJ:=FS/ PITCHL(IJ 
ELSE 
PITCHLCIJ:=O; 

END; 
END; 

END; 

<***** PROCEDURE AUTOCORRELATION ENDS *******> 

<PROCEDURE Le-roux-Gueguen ALGORITHM BEGINS ******> 

PROCEDURE LGSOL; 
VAR 

II,IMl,JJ : INTEGER; 
BEGIN 

IF SRCOJ=O THEN 
BEGIN 

FOR J:= 1 .TO P DO 
BEGIN 

FK [ I , J l : = FK [ I - 1 , J J 
END; 

END 
ELSE 
BEGIN 

GG 



END; 

BI Ml [ 1J: =SR[ 1J; 
BIM1(2J:=SRfOJ+FK[I,lJ*SR[lJ; 
FOR II:=2 TOP DO 
BEGIN 

YI: =SR [I I J; 
B![lJ:=YI; 
IMl:=ll-1; 
FOR JJ:=l TO !Ml DO 
BEGIN 

Bl[JJ+lJ:=BIMl[JJJ+FK[I,JJJ*YI; 
YI:=YI+FK[l,JJJ*BIMl[JJJ; 
BIMl[JJJ:=BI[JJJ; 

END; 
FK[I,IIJ:=-YI/BIMl[llJ; 

<WRITELNC 'FK[ I ,I,'' I ,II, I]=' ,FK[I,IIJ);} 
BIMl[ll+lJ:=BIMl[llJ+FK[l,IIJ*YI; 
BIMl[IIJ:=BI[IIJ; 

END; 

END; 

<***** PROCEDURE Le-roux-Gueguen ENDS ******> 

<***** PROCEDURE LPCERROR BEGINS ***********> 

PROCEDURE LPCERROR; 
IJAR 

I I , KK, J J : INTEGER; 
BEGIN 

BIM(lJ:=SP(OJ; 
FOR KK:=2 TOP DO BIM[KKJ:=O; 
FOR II:=l TO FL-1 DO 
BEGIN 

YI : =SP [ I I J ; 
BI I [ 1 J : =SP [ I I J ; 
FOR JJ:=2 TO P+l DO 
BEGIN 

BI I [ J J J : =BI M [ J J-1 J +Ff< [ I , J J - 1 J *YI ; 
YI:=YI+FK[I,JJ-lJ*BIM[JJ-lJ; 
BIM[JJ-lJ:=Bll[JJ-lJ 

END; 
E[IIJ:=YI; 

END; 
E[OJ :=SP[OJ; 
BIG 1 ( I J : =ABS CE ( 0 J ) ; 
FOR II:=l TO FL-1 DO 
BEGIN 

END; 

IF ABS CE ( I I J ) >BIG 1( I J 
THEN 
BEGIN 

BIGlCIJ:=ABSCE[IIJl; 
END; 

END; 

<******* PROCEDURE LPCERROR ENDS *********> 

<******* PROCEDURE DISPLAY BEGINS ********> 
PROCEDURE DISPLAY; 
LABEL ?0,?1,70,80; 
VAR 

Zl,Z2,Z3,Z4,Jl,J2,XX,YY1,XX1,XX2,SRR,XX11 :INTEGER; 
YY,YYll :LONGINT; 

PROCEDURE DRAW_LINESCYST,YEND,XST,COLOR: INTEGER); 
BEGIN 

e7 !.) 



FOR J:= YST TO YEND DO 
LINE<XST,J,XST-10,J); 

END; 

BEGIN 
ASSIGN<INFILE,'COORD.PAS '); 
RESET ( I MF I LE) ; 
FOR J := 1 TO 12? DO 
BEGIN 

END; 

READLN<INFILE,D1CJJ,D2CJJ); 
DlCJJ:=l?O-Dl[JJ; 

FOR J := 126 TO 137 DO 
BEGIN 

END; 

READLNCINFILE,D3CJ-12?J,D4CJ-125J); 
D3[J-12?J:=1?0-03[J-12?J; 

CLOSE ( I NF I LE) ; 
GRAPHDRIVER:= DETECT; 
INITGRAPHCGRAPHDRIVER,GRAPHMODE,'C: ~' ); 
DIRECTVIDEO:=FALSE; 
ERRORCODE:=GRAPHRESULT; 
IF ERRORCODE<>GROK THEN 
BEGIN 

END; 

WR I TE ( I GRAPH I cs ERROR: I ) ; 

WRITELN<GRAPHERRORMSGCERRORCOOE))j 
WRITELNC 'PROGRAM ABORTED'); 
HALT ( 1); 

I:=SFNO; 
FOR J := 1 TO 64 DO 
LINE<2*01[JJ,02[JJ,2*Dl[J+1J,D2[J+1J); 
FOR J := 66 TO 76 DO 
LINE<2*0l[JJ,02[JJ,2*D1CJ+lJ,D2[J+1J); 
FOR J := 78 TO 105 DO 
LINEC2*01CJJ,D2[JJ,2*01[J+1J,D2CJ+1J); 
FOR J := 107 TO 124 DO 
LINEC2*Dl[Jl+2,D2[JJ,2*Dl[J+1J+2,D2[J+1J); 
LINEC4?0,117,4?0,197);MOUETOC?B0,117);LINET0(580,197); 
YY1:=117; XXl := 583; 
FOR J:=O TO 4 DO 
BEGIN 

END; 

STRC<400-J*100),CH1); 
MOVETOCXX1+4,YY1-5);0UTTEXTCCH1); 
YYl := YY1+20; 

YYl := 117; 
FOR J := 0 TO 8 DO 
BEGIN 

PUTPIXELC?Bl,YYl+J*lO,WHITE); 
PUTPIXELC?82,YY1+J*10,WHITE); 

END; 
YY1:=117;XX1:=4?0; 
FOR J:=O TO ? DO 
BEGIN 

END; 

STR<<100-J*20),CH1); 
MOVETO<XX1+?,YY1-5);0UTTEXT<CH1); 
YY1:=YY1+16; 

YYl := 117; 
FOR J := 0 TO 10 DO 
BEGIN 

PUTPIXELC4?1,YY1+J*B,WHITE); 
PUTPIXELC4?2,YY1+J*8,WHITE); 

{' 8 
t) 



{ 
Zl:= ROUNDC(D?[!J/EMAX)*l00); 
Zl:= ROUNOCD?[!J/100000); > 

Z2:=ROUND(PITCHS[ll); 
STRCZ1,PS);MOVETOC368,160); 
OUTTEXTC'E = ');OUTTEXTCPS); 
STRCZ2,PS1);MOVETOC?00,160); 
OUTTEXTC'FO = ');OUTTEXTCPSl); 
SRR:=ROUNDC4*Zl/?); 
Z2:=197-ROUNDCZ2/?); 
DRAW_LINESCZ2,197,?79,1); 
Z1:=197-SRR; 
DRAW_LINESCZl,197,449,1); 
MOVETOC400,0) ;OUTTEXTC 'Fi le:') ;OUTTEXTCDFILE); 
MOVETOC400,2?); 
LINETOC400+CP+l)*l?,2?); 
MOVETOC400,110); 
LINETOC400+CP+l)*l?,110); 
XX:=400; 
FOR J:= 1 TO 12 DO 
BEGIN 

YYl: = 109; 
YY:=YYl-ROUNDCDSC*lO*AA[I,P-J+lJ/6); 
LINECXX,YY,XX+l?,YY); 
IF J <> 12 THEN 
BEGIN 

YYll:=YYl-ROUND< 
DSC*lO*AA[l,P-Jl/6); 
LINECXX+l?,YY,XX+l?,YYll); 

END; 
XX:=XX+l?; 

END; 
FOR J := 0 TO 7 DO 
BEGIN 

IF J=O THEN 
BEGIN 

XX1:=244;YY1:=10?; 
END 
ELSE 
BEGIN 

XX1:=2*03[JJ;YYl:=D4[JJ+ROUND<DSC*AA[l,JJ/(2.0)); 
END; 
YYll := D4[J+lJ+ROUNDCDSC*AA[I,J+lJ/(2.0)); 
XXll := 2*03[J+1J ; 
SE_TCOLOR ( 1) ; 
LINECXXl,YYl,XXll,YYll); 

END; 
FOR J := 8 TO 11 DO 
BEGIN 

E"lD; 

IF J=B THEN 
BEGIN 

XX1:=2*03[JJ;YY1:=04[JJ+ROUNDCDSC*AACI,JJ/(2.0)); 
END 
ELSE 
BEGIN 

YYl : = 04 [ J l; 
XXl := 2*03[JJ+2*ROUNDCDSC*AA[l,JJ/(2.0))+10; 

END; 
YYl 1 : = 04 [ J + 1 l ; 
XXll := 2*03(J+lJ+2*ROUNDCDSC*AA[I,J+lJ/(2.0))+10; 
LINECXX1,YY1,XX11,YY11); 
SETCOLORCl); 

Z4:=-Z2;Z3:=Zl; 
MOVETOC400,8);STRCl,CH1); SETCOLOR(l); 
OUTTEXT ( 'Frame: ' ) ; OUTTEXT ( CHl); 



OUTTEXT ( 1 , t : 1 ) ; OUTTEXT (CH 1 ) ; OU TT EXT ( ' ms . 1 
) ; J 1 : = 0 ; 

50: Z2:=Z4;Zl:=Z3; 
51: MOVET0(400,16);5ETCOL0R(l);OUTTEXT< 1 ExitCY/N)? 1

); 

REPEAT 
BEGIN 
END; 

UNTIL KEYPRESSED; 
CH:=READKEY; 
IF <CH= 1 Y1 ) OR CCH= 1 y 1 )THEN 
BEGIN 

EXCODE:=l;EXIT; 
END; 
MOVETOC400,16);SETCOLORC0);0UTTEXTC 1 Exit(Y/N)? 1

); 

MO VETO ( 4 0 0 , 16 ) ; SETCOLOR ( 1 ) ; OUTTEXT ( 1 Refresh : ( 1 1 C ' ' or 1 
' S ' 

1 
) ? ' ) ; 

REPEAT 
BEGIN 
END; 

UNTIL KEYPRESSED; 
C_H:=READKEY; 
MOVETO ( 40 0, 16) ; SETCOLOR ( 0); OUTTEXT ( 'Ref re sh: ( 1 1 C' ' or 1 'S 

1 1 
) ? 

1 
) ; 

IF (C_H<> 1 C 1 ) AND (C_H<> 1 C 1 ) AND cc_H<> 1 5') AND CC_H<> 1
5

1
) THEN 

BEGIN 
GOTO 51; 

END; 
MOVET0<400,16);SETCOLORC1);0UTTEXT( 'NextCE,+,-,=)? 1 

); 

STR<SFNO,CHl); 
OUTTEXT (I -- > I ) j OUTTEXT ( CHl); 
STRC(SFNO+NF-l),CHl);OUTTEXT< 1

-
1 );0UTTEXTCCHl); 

80: REPEAT 
BEGIN 
END; 

UNTIL KEYPRESSED; 
CH:=READKEY; 
IF (CH= I E I ) OR (CH< > I + I ) AND (CH< > I - I ) AND (CH< > I = I ) THEN 
BEGIN 
MOVE TO ( 4 0 0 , 16 ) ; SETCOLOR ( 0 ) ; OUT.TEXT ( 1 Next ( E, + , - , = ) ? ' ) ; 
STR<SFNO,CHll; 
OUTTEXTC 1 --> I );SETCOLORCO);OUTTEXT<CHl); 
STR<<SFNO+NF-l),CHl);SETCPLOR(O);OUTTEXTC 1

-
1 );0UTTEXTCCHl); 

GOTO ?O; 
END; 
Z2:=Z4;Zl:=Z3; 
IF CH= 1 + 1 THEN 
BEGIN 

Jl:=l+l; 
DDUMMY:= 1 0'; 

END; 
IF CH= '-' THEN 
BEGIN 

Jl:=I-1; 
DDUMMY:= 1 0 1

; 

END; 
IF (CH= 1 + 1 ) OR (CH= 1

-
1

) THEN 
BEGIN 

IF CJl < SFNO) OR (Jl > CSFNO+NF-1)) THEN 
BEGIN 

END; 
END; 

SOUNDC800); 
DELAY(500); 
NOSOUND; 
IF CH='+' THEN Jl:=Jl-1; 
IF CH='-' THEN Jl:=Jl+l; 
GOTO 80; 

IF CH= 1 = 1 THEN 



END; 

WHILE NOT KEYPRESSED DO 
BEGIN 
END; 
CHH :=READKEY;<Z2:=Z4;Zl:=Z3;> 
VAL(CHH,Jl,CODE); 
WHILE NOT KEYPRESSED DO 
BEGIN 
END; 
CHHH :=READKEY;<Z2:=Z4;Zl:=Z3;> 
VAL(CHHH,J,CODE); 
Jl:=lO*Jl+J; 
IF (Jl < SFNO) OR CJl > (SFNO+NF-1)) THEN EXIT; 

MOVETOC400,8);STR<I,CH1); SETCOLORCO); 
OUTTEXT ( 1 frame: ' ) ; OUTTEXT ( CHl); 
TIM:=I*lO;STRCTIM,CHl); 
OUTTEXT ( 1 , t: 1 

) ; OUTTEXT ( CHl) ; OUTTEXT ( ' ms. ' ) ; 
MOVET0(400,8);STRCJ1,CH1); SETCOLOR(l); 
OUTTEXT ( 1 Frame: ' ) ; OUTTEXT ( CHl); 
TIM:=Jl*lO;STRCTIM,CHl); 
OUTTEXT ( ,·, T: 1 ) ; OUTTEXT C CHl) ; OUTTEXT ( 1 ms. 1 

) ; 

SETCOLORCO); 
MOVET0<?00,160);0UTTEXTC'FO = ');OUTTEXT<PSl); 
MOVETOC368,160);0UTTEXTC 'E = I )jOUTTEXT<PS); 
Z4:=ROUNDCPITCHSCJ1J);STRCZ4,PS1); 
MOVETOC?00,160);SETCOLORC1);0UTTEXTC 'FO = I );OUTTEXT(PSl)j 
Z4:=197-ROUNDCZ4/5); 
IF PITCHSCJl) >= PITCHSCIJ THEN . 
BEGIN 

DRAW_LINESCZ4,Z2,579,1); 
El'lD 
ELSE 
BEGIN 

DRAW_LINESCZ2,Z4,579,0); 
END; 
Z3:=ROUNDCCD?CJ1J/EMAX)*100);STRCZ3,PS); 
MOVETOC368,160);SETCOLORC1);0UTTEXTC 'E = ');OUTTEXTCPS); 
SRR:=ROUND<4*Z3/5);Z3:=197-SRR; 
IF Z3 < Zl THEN 
BEGIN 

DRAW_LINESCZ3,Zl,449,1); 
END 
ELSE 
BEGIN 

DRAW_LINESCZ1,Z3,449,0); 
END; 
WHILE NOT KEYPRESSED DO 
BEGIN 
END; 
CHH:=READKEY; 
FOR J := 0 TO 7 DO 
BEGIN 

IF J=O THEN 
BEGIN 

XX1:=244;YY1:=105; 
END 
ELSE 
BEGIN 

XX1:=2*D3CJJ;YY1:=04(JJ+ROUNDCDSC*AACI,JJ/(2.0)); 
END; 
YY11 := D4CJ+1J+ROUND<DSC*AACI,J+lJ/(2.0)); 
XXll := 2*D3CJ+1J ; 
SETCOLORCO); 
LINECXX1,YY1,XX11,YY11); 
IF CC_H = 'S') OR CC_H='s') THEN 
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END; 

WHILE NOT KEYPRESSED DO 
BEGIN 
END; 
CH:=READKEY; 

IF J::Q THEN 
BEGIN 

XX1:=244;YY1:=10?; 
END 
ELSE 
BEGIN 

XX1:=2*D3CJJ;YY1:=D4CJJ+ROUND<DSC*AA[Jl,JJ/(2.0)); 
END; 
YYll := D4[J+1J+ROUNDCDSC*AACJ1,J+l] /(2.0)); 
XX 11 : = 2 *D3 [ J + 1 J ; 
SETCOLOR(l); 
LINECXXl,YYl,XXll,YYll); 
IF (C_H = 'S') OR CC_H='s') THEN 
BEGIN 

END; 
END; 

WHILE NOT KEYPRESSED DO 
BEGIN 
END; 
CH:=READKEY; 

FOR J := 8 TO 11 DO 
BEGIN 

IF J=B THEN 
BEGIN 

XX1:=2*D3[JJ;YY1:=D4[JJ+ROUNDCDSC*AACI,JJ/(2.0)); 
END 
ELSE 
BEGIN 

YYl : = D4 [ J J ; 
XXl := 2*D3CJJ+2*ROUNDCDSC*AACI,JJ/(2.0))+10; 

END; 
YYl 1 : = D4 [ J + 1 J; 
XX11 := 2*D3[J+1J+2*ROUND<DSC*AACI,J+lJ /(2 .0))+10; 
SETCOLOR(Q); 
LINE<XX1,YY1,XX11,YY11); 
IF (C_H = 's') OR <C_H='S') THEN 
BEGIN 

END; 

WHILE NOT KEYPRESSED DO 
BEGIN 
END; 
CH:=READKEY; 

IF J=8 THEN 
BEGIN 

XX1:=2*D3(JJ;YY1:=04[JJ+ROUND<DSC*AA[Jl,JJ/(2.0)); 
END 
ELSE 
BEGIN 

yy 1 : = D4 [ J J ; 
XXl := 2*D3CJJ+2*ROUND<DSC*AACJ1,JJ/(2.0))+10; 

END; 
YYl 1 : = D4 [ J + 1 J ; 
XXll := 2*D3CJ+1J+2*ROUND<DSC*AACJ1,J+l]/(2.0))+10; 
SETCOLORCl); 
LINE<XX1,YY1,XX11,YY11); 
IF (C_H = 'S') OR (C_H='s') THEN 
BEGIN 

WHILE NOT KEYPRESSED DO 
BEGIN 
END; 
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END; 
END; 
XX:=400; 
FOR J:= 1 TO 12 DO 
BEGIN 

YY1:=109;YY11:=0;YY:=O; 
YY:=YYl-ROUND(DSC*lO*AA[I,P-J+lJ/6); 
SETCOLOR(O); 

END; 

END; 

LINE(XX,YY,XX+l?,YY); 
IF J <> 12 THEN 
BEGIN 

END; 

YYll:=YYl-ROUND(DSC*lO*AA[l,P-JJ/6); 
SETCOLOR(O); 
LINECXX+l?,YY,XX+l?,YYll); 

IF (C_H = 'S') OR (C_H='s') THEN 
BEGIN 

END; 

WHILE NOT KEYPRESSED DO 
BEGIN 

CH:=READKEY; 
END; 
YY:=O;YYll:=O; 
YY:=YYl-ROUND(DSC*lO*AA[Jl,P-J+lJ/6); 
SETCOLOR(l); 
LINECXX,YY,XX+l?,YY); 
IF J <> 12 THEN 
BEGIN 

END; 

YYll:=YYl-ROUND(DSC*lO*AA[Jl,P-JJ/6); 
SETCOLORCl); . 
LINE(XX+15,YY,XX+15,YY11); 

IF (C_H = 'S') OR (C_H='s') THEN 
BEGIN 

WHILE NOT KEYPRESSED DO 
BEGIN 
END; 
CH:=READKEY; 

END; 
XX:=XX+l?; 

IF CC H = 'S') OR (C H 
BEGIN 

I 5 I) THEN 

SOUNDC800); 
DELAYC500); 
NOSOUND; 

END; 
l:=Jl; 
IF DDUMMY = '0' THEN 
BEGIN 

DDUMMY:='2'; 
END; 
GOTO 80; 

<****** PROCEDURE DISPLAY ENDS *********> 

PROCEDURE MENU; 
VAR 

XM1,YM1,XM2,YM2 :BYTE; 
BEGIN 

WINDOW<l,1,80,11); 
CLRSCR; 
GOTOXY(10,1); 
WRITELN<'* SPEECH ANALYSIS & DISPLAY PROGRAM MENU*'); 

,_. ') 

' t) 



END; 

GOTOXY(XMl,YMl); 
WRITE( '1) DATA FILE: 
GOTOXY(XMl,YMl+l); 
WRITE( '2) DATA FILE FORMAT: 
GOTOXY<XM1,YM1+2); 
WRITE('3) SAMPLING FREQ: 
GOTOXY(XM1,YM1+3); 
WRITE( '4) WINDOW TYPE: 
GOTOXYCXM1,YM1+4); 
WRITE(''?) PRE-EMP. COEFF: 
GOTOXY(XMl,YMl+'?); 
WRITE( '6) PREDICTOR ORDER: 
GOTOXY(XM1,YM1+6); 
WRITEC '7) TO QUIT MENU'); 
XMl : = 40; YMl : = 3; 
GOTOXY(XMl,YMl>; 
WRITEC' 8) FRAME LENGH: 
GOTOXYCXMl,YMl+l); 
WRITEC' 9) FRAME RATE: 
GOTOXYCXM1,YM1+2); 
WRITEC '10) PRE-EMPHASIS: 
GOTOXYCXM1,YM1+3); 
WRITEC '11) STARTING FRAME: 
GOTOXYCXM1,YM1+4); 
WRITEC'12) TOTAL FRAMES: 
GOTOXYCXMl,YMl+'?l; 
WRITEC '13) DISPLAY SCALE: 
GOTOXYCXM1,YM1+6); 

I 'DF I LE); 

I 'FORM) ; 

I 'FS) ; 

I 'w I ND) j 

',K:4:2); 

I } p) ; 

I 'FL) ; 

I 'FR) j 

I 'PREEMPH) ; 

I 'SFNO) j 

I 'NF) ; 

I 'DSC: 4: 2 ) ; 

WRITE( '14) TO EXIT PROGRAM'); 
GOTOXYC1,YM1+7); 
WRITE('*********************************'>; 
WRITE('*********************************'>; 

<****** MAIN PROGRAM BEGINS ************> 

BEGIN 
P:=12; DFILE:='SPEECH.DAT'; FS:=lOOOO; FORM:=l; 
DSC:=l; WIND:=l; K:=0.9; FL:=200; FR:=lOO; 
SFNO:=l; NF:=3; PREEMPH:='ON'; 

'?: TEXTCOLOR C 1'?); 
WINDOWCl,1,80,2'?); 
CLRSCR; 
x := 19; y := 1; 
GOTOXYCX,Y+6); 
WRITELN(' *SPEECH ANALYSIS & DISPLAY PROGRAM* '); 
GOTOXYCX,Y+7); 
WRITELNC' *FOR OFF-LINE SPEECH DATA* 1 >; 
GOTOXYCX,Y+9); 
WRITELN(' **************************************'>; 
GOTOXYCl,2'?); 
WRITELNC'* FOR MENU PRESS ANY KEY*'); 
WHILE NOT KEYPRESSED DO 
BEGIN 
END; 
CH := READKEY; 

<******* SELECTION OF PARAMETERS ********> 

llO:MENU; 
WINDOWCl,12,80,2'?); 
GOTOXY<l,13); 
WR I TE ( I PARAMETER CODE TO BE ALTERED: I ) ; 

GOTOXYC3'?,13); 
READLNCCHS); 
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FOR I:=l TO 8 DO 
BEGIN 

GOTOXYCl,I); 
CLREOL; 

END; 
GOTOXY<l,1); 
CASE PAR OF 

1 : BEG IN 

END; 

WR I TE ( I DATA FI LE : I ) ; 

READLNCDFILE); 
IF DFILE='' THEN DFILE:='SPEECH.DAT'; 

2 :BEGIN 
1.i..IR I TELN ( I DATA FI LE FORMAT (1/2) : I ) ; 

WRITELN; 
WRITELN; 
WRITEC'FORMAT 1: FIRST LINE CONTAINS '>; 
WRITELNC'TOTAL NO. OF SAMPLES'>; 
WRITEC' NEXT A DATA SAMPLE IS '); 
WRITELNC'STORED PER LINE'>; 
WRITEC'FORMAT 2: FIRST LINE CONTAINS 1

); 

WRITELNC'TOTAL NO. OF DATA LINES '); 
WRITEC' NEXT EIGHT DATA SAMPLES 1 

); 

WRITELNC 1 ARE STORED PER LINE'); 
GOTOXY<30, 1); 

100: READLNCCHS>; 
VALCCHS,FORM,CODE); 
IF CFORM<>l) AND CFORM<>2) THEN 
BEGIN 

END; 
END; 

3 :BEGIN 

GOTOXYC30,1); 
CLREOL; 
GOTO 100; 

WRITEC'SAMPLING FREQUENCY I); 

GOTOXYC30,1); 
READLNCCHS); 
VALCCHS,FS,CODE>; 
WHILE CFS<1000) OR CFS>20000) DO 
BEGIN 

END; 
END; 

4 :BEGIN 

GOTOXYC30,1>; 
CLREOL; 
READLNCCHS>; 
VALCCHS,FS,CODE>; 

WR I TELN ( I w I NDOW TYPES ARE: I ) ; 

WRITELN; 
WR I TELN ( I 1 ) : HAMM I NG w I NDOW: I ) ; 

WRITELN< '2) 
WR I TELN ( I 3 ) 
WRITELNC'4) :RECTANGULAR 
WRITELN; 
WR I TE ( I SELECT w I NDOW : I ) ; 

GOTOXYC30,Bl; 
READLNCCHS>; 
VALCCHS,WIND,CODE>; 
WHILE CWIND<l)ORCWIND>4) DO 
BEGIN 

GOTOXYC30,8); 
CLREOL; 
READLNCCHS); 
VALCCHS,WIND,CODE); 

: I ) ; 

! I ) ; 

: I ) j 
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END; 

IF WIND=l THEN 
BEGIN 

GOTOXYCl,8); 
CLREOL; 

END 

WR I TE C ' HAl1M I NG WINDOW IS : ' ) ; 
WRITEC'WC[IJ = C0.?4-0.46*COSC2*PI*I/'); 
WRITEC'CFL-1)))'); 

? :BEGIN 

END; 
END; 

WRITEC'PRE-EMP. COEFFICIENT : '); 
GOTOXYC30,1); 
READLNCCHS); 
VALCCHS,K,CODE); 
WHILE CK<O) OR CK>0.99) DO 
BEGIN 

GOTOXYC30, 1); 
CLREOL; 
READLNCCHSl; 
VALCCHS,K,CODE); 

6 :BEGIN 
WRITEC'ORDER OF LINEAR PREDICTOR '); 
GOTOXYC30,1); 
READLNCCHSl; 
VALCCHS,P,CODE); 
WHILE CP<8) OR CP>20) DO 
BEGIN 

GOTOXYC30,ll; 
CLREOL; 
READLNCCHS); 
VALCCHS,P,CODE); 

END; 
END; 

8 :BEGIN 
WRITEC'~RAME LENGTH IN NO. OF SAMPLES:' l; 
GOTOXY C3?, 1) ; 
READLNCCHS); 
VALCCHS,FL,CODE); 
WHILE CFL<100) OR CFL>200) DO 
BEGIN 

END; 
END; 

9 :BEGIN 

GOTOXYC3?,1l; 
CLREOL; 
READLNCCHS); 
VALCCHS,FL,CODE); 

WRITE( 'FRAME RATE IN NO. OF SAMPLES:'); 
GOTOXYC3?,1); 
READLNCCHSl; 
VALCCHS,FR,CODE); 
WHILE CFR<?O) OR CFR>200) DO 
BEGIN 

END; 
END; 

lO:BEGIN 

GOTOXY C3?, 1); 
CLREOL; 
READLNCCHS); 
VALCCHS,FR,CODE); 

WRITEC'PRE-EMPHASIS APPLIED CON/OFF) : '>; 
READLNCPREEMPH); 
WHILE CPREEMPH<> 'ON') AND CPREEMPH<> 'OFF') DO 



END; 
END; 

GOTOXY 07, 1); 
CLREOL; 
READLN<PREEMPH); 

ll:BEGIN 
WRITE( 'STARTING FRAME NUMBER:'); 
READLN(CHS); 
VAL<CHS,SFNO,CODE); 
WHILE (SFNO<l) OR (SFN0>60) DO 
BEGIN 

END; 
END; 

GOTOXYC30,1); 
CLREOL; 
READLN<CHS); 
VAL(CHS,SFNO,CODE); 

12:BEGIN 

ELSE 

WRITEC'TOTAL NO. OF FRAMES:'); 
READU-1 (CHS) ; 
UALCCHS,NF,CODE); 
WHILE (NF<l) OR <NF>FRCNT) DO 
BEGIN 

GOTOXYC30, 1); 
CLREOL; 
REA DU~ (CHS) ; 
VALCCHS,NF,CODE); 

END; 
END; 

13:BEGIN 
WRITE<'DISPLAY SCALE FACTOR: 1

); 

READLMCCHS); 
UAL(CHS,DSC,CODE); 
WHILE CDSC>20)ANDCDSC<l) DO 
BEGIN 

GOTOXYC30, 1); 
CLREOL; 
READU~ (CHS) ; 
VALCCHS,DSC,CODE); 

END; 
END; 

14:BEGIN 
GOTOXY(l,13); 
CLREOL; 

END; 

WRITEC'ARE YOU SURE YOU WANT TO EXIT(Y/N)?' ); 
CH := READKEY; 
IF CCH='Y') OR CCH='y') THEN EXIT; 

BEGIN 

END 

CLRSCR; 
GOTOXYCl,13); 
WRITE< 'PARAMETER SELECTION OVERCY/N)?'>; 
WHILE NOT KEYPRESSED DO 
BEGIN 
END; 
CH .- READKEY; 
IF CCH='Y') OR CCH='y') THEN GOTO 120; 

END; 
GOTOXYC37,13); 
CLREOL; 
GOTO 110; 

<****** PARAMETER SELECTION OVER *******> 
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<****** APPLY PRE-EMPHASIS AND WINDOWING *****> 

120: GOTOXYC1,13);CLREOL; 
IF PREEMPH='ON' 
THEN KPRE:=K 
ELSE 

KPRE:=O; 
FOR I:= 0 TO 300 DO 
WC [ I J : = 0; 
IF WIND=l THEN 
BEGIN 

C:=O.?; 
FOR I:=l TO FL DO 
WC[JJ:=C*C0.?4-0.46*COSC2*Pl*(I-l)/CFL-l))); 
WC[I-lJ:=WC[IJ; 

END; 
EXCODE:=O; 
FOR J:=l TO FRCNT DO 
D?[J]:=O; 
FOR J:=l TOP DO FKCO,JJ:=O; 
ASSIGNCDFILEUAR,DFILE); 
RESETCDFILEUAR); 
FOR J:=-1 TO 1000 DO 
S[JJ:=O; 
FOR J:=O TO 1000 DO 
SP[JJ:=O; 
FOR I:=SFNO TO CNF+SFN0-1) DO 
BEGIN 

GOTOXYCl,13); 
CLREOL; 
GOTOXYC43,13); 
CLREOL; 
GOTOXYC30, 13); 
WR I TE ( I ** I ) ; 

TEXTCOLORC143); 
WRITEC'READING & PROCESSING FRAME-');WRITECI); 
TEXTCOLORCl?); 
WR I TE ( I ** I ) ; 

SEEKCDFILEUAR , (100*(1-l))); 
FOR J:=O TO FL-1 DO 
BEGIN 

READCDFILEUAR,S[JJ); 
END; 

< FOR J:=O TO FL-1 DO 
S[J-1] :=S[J] ;> 
IF WIND = 1 THEN 
BEGIN 

S[-lJ:=O; 
FOR J:=O TO FL-1 DO 
BEGIN 

END; 
END 
ELSE 
BEGIN 

SP[JJ:=WC[JJ*CS[JJ-KPRE*S(J-lJ); 

FOR J:=O TO FL-1 DO 
BEGIN 

SP[J]:=S[JJ-KPRE*S[J-lJ; 
END; 

END; 
AUTOCORRELATIONCl); 
LGSOL; 
LPCERROR; 
AUTOCORRELATIONC2); 
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END. 

AA [ I , P + 1 l : = 1 ; 
FOR J:= 0 TO P-1 DO 
BEGIN 

AA[I,P-Jl:= (l+FK[I,P-Jl)/(1-FK[I,P-Jl)*AA[I,P-J+ll; 
END; 

END; 
CLOSE<DFILEVAR); 
EMAX:=D5[SFNOl; 
FOR I:=SFNO TO SFNO+NF-1 DO 
BEGIN 

END; 

IF D?CIJ >EMAX THEN 
EMAX:=D5CIJ; 

WRITELN( 'name of energy file?'); 
READLNCENFILE); 
ASSIGNCENVAR,ENFILE); 
REWRITECENVAR); 
FOR J:=SFNO TO (SFNO+NF) DO 
WRITELNCENVAR,D?CJJ); 
DISPLAY; 
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SPEECH_2.PAS 



PROGRAM SPEECH_2; 
USES GRAPH,DOS,CRT; 
LABEL 2,3,4,?,6,10,20,2?,30,?0,60; 
CONST 

Pl=l4;N=200;FRMAX=90;P=12; 
VAR 

A 
EN 
FK 
AR 
ENBIG,ENTH,TEMPENT 
ENTHL,ENTHH 
Xl,Yl,X2,Y2,X3,Y3,XX,YY, 
XXl,YYl,Nl 

:ARRAY[l .. FRMAX,1 .. 2*P1J OF BYTE; 
:ARRAY[O .. FRMAXJ OF LONGINT; 
:ARRAY[l .. FRMAX,1 .. PJ OF REAL; 
:ARRAY[l .. FRMAX,1 .. P+lJ OF REAL; 
:LONG INT; 

c 
D 
I,J,FLAG,FLAG2,CODE 
LFILE,DFILE,S 
LVAR,DVAR,FILEVAR,INFILE 
IBPTR 
ICPTR 

:WORD; 

: INTEGER; 
:ARRAY[O .. 2047JOF 
:ARRAY[O .. 2001 OF 
:INTEGER; 
: STRING [ 14 J ; 
:TEXT; 
:"'INTEGER; 
: "'LONGINT; 

NINI,OFFSET,WPTR, 
FR,NMFR,PATl,CLOCK,APR,Jll, 
GRAPHDRIVER,GRAPHMODE,ERRORCODE, 
PAT3,PAT6,FRCNT,FS,WIND,PAR :INTEGER; 

BYTE; 
INTEGER; 

FL TEST :BYTE; 
INI :ARRAY[l .. 2201 OF WORD; 
WIN :ARRAY[l .. 2201 OF INTEGER; 
PREEMPH,CHS,CH1,CH2 :STRING(?J; 
SCR :REAL; 
DUMMY,TEMP,TIM,DSC :INTEGER; 
PITCHS,PITL,PITCHL :ARRAY[l .. FRMAXJOF REAL; 
PS,PL ,PSl :STRING[40J; 
DFILEVAR :FILE OF INTEGER; 
OFILE,LPFILE,PIFILE,COORD :STRING[l4J; 
CH,CHH,C_H,CHHH,DDUMMY :CHAR; 
Dl,D2 :ARRAY[l .. 200J OF INTEGER; 
D3,D4 :ARRAY[O .. 2001 OF INTEGER; 

<** INTERRUPT PROCEDURE, PC RECEIVES PARAMETERS FROM 
TMS-32010 ON AN INTERRUPT BASIS. **> 

PROCEDURE ADCINT; 
INTERRUPT; 
BEGIN 

END; 

FLAG:=l; 
IF FLAG2=0 THEN 
A[J,IJ:=PORT[$318J 
ELSE 
C[IJ:=PORT[$318J; 
PORT[$20]:=$67; 

<** DISPLAY PROCEDURE BEGINS **> 

PROCEDURE DISPLAY; 
LABEL ?0,70,80; 
VAR 

Zl,Z2,Z3,Z4,Jl,J2,XX,YY1,XX1, 
XX2,SRR,XX11,SFNO,EXCODE : INTEGER; 
YY,YYll :LONGINT; 

PROCEDURE DRAW_LINES(YST,YEND,XST,COLOR:INTEGER); 
BEGIN 

SETCOLOR(COLOR); 
FOR J:=YST TO YEND DO 

l 
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END; 
BEGIN 

ENBIG:=EN[lJ; 
FOR I:=l TO FRCNT DO 
BEGIN 

IF EN[IJ >ENBIG THEN ENBIG:=EN[IJ; 
AR[I,P+lJ:=l; 
FOR J:=O TO P-1 DO 
BEGIN 

AR[I,P-JJ:=(l+FK[I,P-JJ) /(l-FK[I, P-JJ)*AR[I,P-J+lJ; 

END; 
END; 
ASSIGN(INFILE,'COORD.PAS '); 
RESET ( I NF I LE) ; 
FOR J:=l TO 125 DO 
BEGIN 

READLN<INFILE,Dl[JJ,D2[JJ); 
0l[J]:=150-Dl[J]; 

END; 
FOR J:=126 TO 137 DO 
BEGIN 

READLN<INFILE,D3[J-125J,04[J-125J); 
D3[J-125]:=150-D3[J-125]; 

END; 
CLOSE<INFILE); 
GRAPHDRIVER:=DETECT; 
INITGRAPH<GRAPHDRIVER,GRAPHMODE,'C: ' ' ); 
DIRECTVIDEO:=FALSE; 
ERRORCODE:=GRAPHRESULT; 
IF ERRORCODE<>GROK THEN 
BEGIN 

WR I TE ( I GRAPH I cs ERROR: I ) ; 

END; 

WRITELN<GRAPHERRORMSGCERRORCODE)); 
WRITELNC'PROGRAM ABORTED'); 
HALT(l); 

SFNO:=l;DSC:=20;I:=l; 
FOR J:=l TO 64 DO 
LINE<2*Dl[JJ,D2[JJ,2*Dl[J+lJ,D2[J+lJ); 
FOR J:=66 TO 76 DO 
LINEt2*Dl[JJ,D2[JJ,2*Dl[J+lJ,D2[J+ll); 
FOR J:=78 TO 105 DO 
LINE(2*Dl[Jl,D2[JJ,2*Dl[J+ll,D2[J+l]); 
FOR J:=107 TO 124 DO 
LINE(2*Dl[JJ+2,D2[Jl,2*Dl[J+ll+2,D2[J+ll); 
LINE(450,117,450,197);MOVET0<580,117);LINETOC580,197); 
YY1:=117;XX1 := 583; 
FOR J:=O TO 4 DO 
BEGIN 

STR((400-J*l00),CH1); 
MOVETO(XX1+4,YY1-5);0UTTEXTCCH1); 
YYl := YY1+20; 

END; 
YY1:=117; 
FOR J:=O TO 8 DO 
BEGIN 

PUTPIXELC581,YYl+J*lO,WHITE); 
PUTPIXEL(582,YYl+J*lO,WHITE); 

END; 
YY1:=117;XX1:=450; 
FOR J:=O TO 5 DO 
BEGIN 

STR((100-J*20),CH1); 
MOVETO(XX1+5,YY1-5);0UTTEXT(CH1); 
YY1:=YY1+16; 
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YY1:=117; 
FOR J:=O TO 10 DO 
BEGIN 

PUTPIXELC4?1,YY1+J*8,WHITE); 
PUTPIXELC4?2,YYl+J*8,WHITE); 

END; 
21:= ROUNDCCENCIJ/ENBIG)*l00);22:=ROUNDCPITCHSCIJ); 
STRCZ1,PS);MOVETOC368,160); 
OUTTEXT ( I E = I ) ; OUTTEXT (PS) ; 
STRCZ2,PSl);MOVETOC?00,160); 
OUTTEXTC'FO = I );OUTTEXT<PSl); 
SRR:=ROUNDC4*Zl/5); 
22:=197-ROUNDCZ2/?); 
DRAW_LINESCZ2,197,?79,l); 
21:=197-SRR; 
DRAW_LINESCZl,197,449,1); 
MOVETOC400,2?); 
LINETOC400+(P+1)*1?,2?); 
MOVETOC400,110); 
LINETOC400+(P+1)*1?,110); 
XX:=400; 
FOR J:=l TO 12 DO 
BEGIN 

END; 

YY1:=109; 
YY:=YYl-ROUNDCDSC*ARCI,P-J+lJ); 
LINECXX,YY,XX+l?,YY); 
IF J <> 12 THEN 
BEGIN 

END; 

YYll:=YYl-ROUNDCDSC*AR[I,P-JJ); 
L INECXX+l?,YY,XX+l?,YYll); 

XX:=XX+15; 

FOR J:=O TO 7 DO 
BEGIN 

IF J=O THEN 
BEGIN 

XX1:=244;YY1:=10?; 
END 
ELSE 
BEGIN 

XX1:=2*D3[JJ;YY1:=D4[JJ+ROUNDCDSC*ARCI,JJ/(2.0)); 
END; 
YYll := D4[J+lJ+ROUNDCDSC*ARCI,J+lJ/(2.0)); 
xx 11 : = 2 *D3 [ J + 1 ] ; 
SETCOLORCl); 
LINECXX1,YY1,XX11,YY11); 

END; 
BEGIN 

END; 

FOR J : = 8 TO 11 DO 
BEGIN 

IF J=8 THEN 
BEGIN 
XX1:=2*D3[JJ;YY1:=04[JJ+ROUNDCDSC*ARCI,JJ/(2.0)); 
END 
ELSE 
BEGIN 

yy 1 . - D4 [ J ] ; 
XXl .- 2*03[J J +2*ROUNDCDSC*ARCI,JJ/(2.0))+10; 

END; 
YYl 1 : = 04 [ J + 1 J ; 
XXll : = 2*03[J+lJ+2*ROUND<DSC*ARCI,J+lJ/(2.0))+10; 
LINECXX1,YY1,XX11,YY11); 
SETCOLOR(l); 
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MOVETOC400,0);STR<I,CH1); SETCOLORCl); 
OUTTEXT ( 'Frame: ' ) ; OUTTEXT ( CHl) ; 
TIM:=I*lO;STRCTIM,CHl); 
OUTTEXT ( ' , T: ' ) ; OUTTEXT ( CHl) ; OUT TEXT ( ' ms. ' ) ; J 1: = 0; 

?O: Z2:=Z4;Zl:.=Z3; 
70: MOVETOC400,8);SETCOLORC1);0UTTEXTC'ExitCY/N)?' ); 

REPEAT 
BEGIN 
END; 

UNTIL KEYPRESSED; 
C_H:=READKEY; 
IF CC_H='Y') OR CC_H='y' )THEN 
BEG I t-4 

EXCODE:=l;EXIT; 
END; 
MOVETOC400,Bl;SETCOLOR(0);0UTTEXTC 'Exit(Y/ N)?' >; 
MOVETOC400,8);SETCOLORC1);0UTTEXT('Refresh: '); 
MOVET0(400,16);SETCOLORC1);0UTTEXTC 'Complete(C)' ); 
OUTTEXT( 1 / Segmentwise(S)'); 
REPEAT 

BEGIN 
END; 

UNTIL KEYPRESSED; 
C_H: =REAOKEY; 
MOVE TO ( 4 0 0 , 8 ) ; SETCOLOR ( 0 ) ; OUTTEXT ( ' Refresh : ' ) ; 
MOVETOC400,16);SETCOLOR(0);0UTTEXT('Complete(C)' ); 
OUTTEXT('/ Segmentwise(S)'); 
IF CC_H<> 'C') AND CC_H<> 'c') ANO CC_H<> 'S') AND CC H<> 's') THEN 
BEGIN 

GOTO 70; 
END; 
MOVE TO ( 4 0 0 , 8 ) ; SETCOLOR ( 1 ) ; OUT TEXT ( ' Next ( E, + , - , = ) ? ' ) ; 
OUTTEXT(' -->I );OUTTEXTC'Ol' ); 
STRCFRCNT,CHl>;OUTTEXTC'-' >;OUTTEXTCCHl); 

80: REPEAT 
BEGIN 
END; 

UNTIL KEYPRESSED; 
CH:=READKEY; 
IF CCH='E') OR CCH<>'+') AND CCH<>'-') AND CCH<>'=') THEN 
BEGIN 

MOVETOC400,Bl;SETCOLORC0);0UTTEXTC 'Next CE,+,-,=)?'); 

END; 

OUTTEXTC I -->I );OUTTEXT( '01' >; 
STRCFRCNT,CHl);OUTTEXTC'-');OUTTEXTCCHl); 
GOTO 70; 

IF CH= I + I THE~-l 

BEGIN 

END; 

Jl:=I+l; 
DDUt1MY: = I 0 I ; 

IF CH='-' THEN 
BEGIN 

Jl:=I-1; 
DDUMt1Y: = I 0 I ; 

END; 
IF CCH='+') OR CCH='-') THEN 
BEGIN 

IF (Jl<SFNO> OR (Jl>(SFNO+FRCNT-1)) THEN 
BEG IM 

SOUNDCSOO>; 
DELAYC?OO); 
NOSOUND; 
IF CH='+' THEN Jl:=Jl-1; 
IF CH='-' THEN Jl:=Jl+l; 

84 



END; 
END; 
IF CH='=' THEN 
BEGIN 

WHILE NOT KEYPRESSED DO 
BEGIN 
END; 
CHH :=READKEY; 
VAL<CHH,Jl,CODE); 
WHILE NOT KEYPRESSED DO 
BEGIN 
END; 
CHHH :=READKEY; 
VAL<CHHH,Jll,CODE); 
Jl:=Jl*lO+Jll; 
IF (Jl<SFNO) OR CJl><SFNO+FRCNT-1)) THEN EXIT; 

END; 
MOVET0<400,0);STRCI,CH1);SETCOLOR<O); 
OUTTEXT< 'Frame:') ;OUTTEXT<CHU; 
TIM:=I*lO;STR<TIM,CHl); 
OUTTEXT ( ' , T: ' ) ; OUTTEXT (CHU ; OUTTEXT ( ' ms. ' ) ; 
MOVET0(400,0);STR<Jl,CH1); SETCOLOR(l); 
OUTTEXT ( 'Frame: ' ) ; OUTTEXT ( CHl); 
TIM:=Jl*lO;STR<TIM,CHl); 
OUTTEXT ( ' , T: ' ) ; OUTTEXT (CH 1 ) ; OUT TEXT ( ' ms . ' ) ; 
SETCOLOR(Q); 
MOVET0(?00,160);0UTTEXT( 'FO = I );OUTTEXT(PSl); 
MOVET0(368,160);0UTTEXT<'E = ');OUTTEXT<PS); 
Z4:=ROUND<PITCHS[J1J);STR<Z4,PS1); 
MOVET0<?00,160);SETCOLOR(l);OUTTEXT<'FO = ');OUTTEXT(PSl); 
Z4:=197-ROUND<Z4/?); 
IF PITCHS[JlJ >= PITCHS[IJ ~HEN 
BEGIN 

DRAW_LINES(Z4,Z2,?79,1); 
END 
ELSE 
BEGIN 

DRAW_LINES<Z2,Z4,?79,0); 
END; 
Z3:=ROUND<<EN[IJ/ENBIG)*100);STR(Z3,PS); 
MOVET0<368,160);5ETCOLOR<l);OUTTEXT<'E ');OUTTEXT<PS); 
SRR:=ROUND<4*Z3/?);Z3:=197-SRR; 
IF Z3 < Zl THEN 
BEGIN 

DRAW_LINES<Z3,Zl,449,1); 
END 
ELSE 
BEGIN 

DRAW_LINES<Zl,Z3,449,0); 
END; 
WHILE NOT KEYPRESSED DO 
BEGIN 
END; 
CHH:=READKEY; 
El'lD; 
FOR J := 0 TO 7 DO 
BEGIN 

IF J=O THEN 
BEGIN 

XX1:=244;YY1:=10?; 
END 
ELSE 
BEGIN 

XX1:=2*D3(JJ;YY1:=04[JJ+ROUND<DSC*AR[l,JJ/(2.0))j 
END; 
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END; 

XXll := 2*D3[J+ll ; 
SETCOLORCO); 
LINECXXl,YYl,XXll,YYll); 
IF CC_H='S') OR CC_H='s') THEN 
BEGIN 

WHILE NOT KEYPRESSED DO 
BEGIN 
END; 

CH:=READKEY; 
END; 
IF J=O THEN 
BEGIN 

XX1:=244;YY1:=105; 
END 
ELSE 
BEGIN 

XX1:=2*D3(Jl;YY1:=D4[Jl+ROUNDCDSC*AR[Jl,Jl/(2.0)); 
END; 
YYll := D4[J+ll+ROUNDCDSC*AR[Jl,J+ll/C2.0)); 
XXll := 2*03[J+ll ; 
SETCOLORCl); 
LINECXXl,YYl,XXll,YYll); 
IF CC_H='S') OR CC_H='s') THEN 
BEGIN 

END; 

WHILE NOT KEYPRESSED DO 
BEGIN 
Etm; 
CH:=READKEY; 

FOR J:=B TO 11 DO 
BEGIN 

IF J=B THEN 
BEGIN 

XX1:=2*D3[Jl;YY1:=04[Jl+ROUNDCDSC*AR[I,Jl/(2.0)); 
END 
ELSE 
BEGIN 

yy 1 : = D4 [ J l ; 
XXl := 2*D3[Jl+2*ROUNDCDSC*AR[I,Jl/C2.0))+10; 

END; 
yy 11 : = 04 [ J + 1 l ; 
XXll := 2*D3[J+ll+2*ROUNDCDSC•AR[I,J+l]/(2.0))+10; 
SETCOLORCO); 
LINECXXl,YYl,XXll,YYll); 
IF CC_H='S') OR CCH='s') THEN 
BEGIN 

END; 

WHILE NOT KEYPRESSED DO 
BEGIN 
END; 
CH:=READKEY; 

IF J=B THE!'~ 

BEGIN 
XX1:=2*D3CJJ;YY1:=D4CJJ+ROUNDCDSC•AR[Jl,Jl/C2.0)); 

END 
ELSE 
BEGIN 

yy 1 : = D4 [ j ] ; 
XXl .- 2*D3[J]+2*ROUNDCDSC*AR[Jl,JJ/(2.0))+10; 

END; 
YYl 1 : = D4 [ J + 1 l; 
XXll := 2*03[J+ll+2•ROUNDCDSC*AR[Jl,J+lJ/(2.0))+10; 
SETCOLOR(l); 
LINECXXl,YYl,XXll,YYll); 

8G 



BEGIN 

END; 

WHILE NOT KEYPRESSED DO 
BEGIN 
END; 
CH:=READKEY; 

END; 
XX:=400; 
FOR J:=l TO 12 DO 
BEGIN 

END; 

YY1:=109;YY1l:=O;YY:=O; 
YY:=YYl-ROUNDCDSC*AR[I,P-J+lJ); 
SETCOLORCO); 
LINECXX,YY,XX+15,YY); 
IF J<>12 THEN 
BEGIN 

END; 

YY11:=YY1-ROUNDCDSC*AR[I,P-JJ); 
SETCOLORCO); 
LINECXX+15,YY,XX+15,YY11); 

IF CC_H='S') OR CC_H='s') THEN 
BEGIN 

WHILE NOT KEYPRESSED DO 
BEGIN 
END; 

CH:=READKEY; 
END; 
YY:=O;YY11:=0; 
YY:=YYl-ROUNDCDSC*AR[Jl,P-J+lJ); 
SETCOLORCl); 
LINECXX,YY,XX+15,YY); 
IF J<>12 THEN 
BEGIN 

END; 

YY11:=YY1-ROUNDCDSC*AR[Jl,P-Jl); 
SETCOLORCl); 
LINECXX+15,YY,XX+l5,YY11); 

IF CC_H='S') OR CC_H='s') THEN 
BEGIN 

WHILE NOT KEYPRESSED DO 
BEGIN 
END; 
CH: = READf<EY ; 

END; 
XX:=XX+15; 

IF CC_H='S') OR CC_H='s') THEN 
BEGIN 

SOUNDC800); 
DELAYC500); 
NOSOUND; 

Et-lD; 
I:=Jl; 
IF DDUMMY='O' THEN 
BEGIN 

DDUMMY:='2'; 
END; 
GOTO 80; 
END; 

<****** PROCEDURE DISPLAY ENDS *********> 

PROCEDURE MENU; 
VAR 

XMl,YMl : INTEGER; 
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WINDOWCl,1,80,12); 
CLRSCR; 
XMl:=l;YMl:=l; 
GOTOXYCXMl,YMl); 
WRITE('* SPEECH ANALYSIS & DISPLAY PROGRAM MENU*'); 
WRITELN; 
GOTOXYCXM1,YM1+2); 
WRITE( I 1) FRAME LENGTH I ,NINI); 
GOTOXYCXM1,YM1+3); 
WRITE( I 2) FRAME OVERLAP(%) I ,FR); 
GOTOXYCXM1,YM1+4); 
WRITE(' 3) SAMPLING FREQUENCY I ,FS); 
GOTOXYCXM1,YM1+5); 
WRITE( I 4) ADC OFFSET I ,OFFSET); 
GOTOXYCXM1,YM1+6); 
WRITE(' 5) SELECT WINDOW TYPE ',WIND); 
GOTOXYCXM1,YM1+7); 
WRITE(' 6) QUIT MENU I )j 

XMl := 40; YMl:=l; 
GOTOXYCXM1,YM1+2); 
WRITE( I 7) WINDOW COEFF. POINTER I ,WPTR); 
GOTOXYCXM1,YM1+3); 
WRITE( I 8) PRE-EMPHASIS I ,PREEMPH); 
GOTOXYCXM1,YM1+4); 
WRITE( I 9) PRE-EMPHASIS COEFF. I ,APR); 
GOTOXYCXMl,YMl+?); 
WRITEC'10) ENERGY THRESHOLD ',ENTH); 
GOTOXYCXM1,YM1+6); 
WRITE( '11) NO. OF FRAMES ACQUIRED: ',PAT3l; 
GOTOXYCXM1,YM1+7); 
WRITEC'12l QUIT PROGRAM '); 

END; 

<***** MAIN PROGRAM STARTS HERE *****> 

BEGIN 
NINI:=N; OFFSET:=2020; ENTHL:=$0;ENTHH:=O; WPTR:=1800; 
FR:=50; NMFR:=O; PAT1:=2400; CLOCK:=?24; APR:=7; 
PAT3:=10; PAT6:=10;PREEMPH .- 'OFF' ;FS := 10000; 
WIND := 2;ENTH := O; 
WINDOWCl,1,80,25); 
CLRSCR; 
GOTOXYC22,3); 
WRITELNC'* SPEECH ANALYSIS & DISPLAY PROGRAM *'l; 
GOTOXYC22,4l; 
WRITELNC'* FOR REAL-TIME SPEECH*'); 
GOTOXYC22,5); 
WRITELNC'****************************************' ); 
GOTOXYCl,2?); 
WRITEC'* FOR MENU PRESS ANY KEY*'); 
CH:=READKEY; 
GOTOXYCl,25); 
CLREOL; 

<*** SELECTION OF PARAMETERS STARTS *****> 

50: MENU; 
WINDOWCl,13,80,2?); 
GOTOXYC1,12l; 
WRITEC'SELECT THE PARAMETER YOU WANT TO ALTER '); 
READLNCCHS); 
UALCCHS,PAR,CODE); 
FOR I:= 1 TO 8 DO 
BEGIN 
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END; 
GOTOXY(l,1); 

CASE PAR OF 

1 : BEGIN 
WRITE ( 'FRAME LENGTH IN NO. OF SAMPLES '); 
READLN(CHS); 
UAL<CHS,NINI,CODE); 
WHILE CNINI<150) OR (NINI >200l DO 
BEGIN 

GOTOXY(34,ll; 
CLREOL; 
WRITECt7l;WRITE(t7 ); 
READLNCCHSl; 
VAL<CHS,NINI,CODEl; 

END; 
END; 

2 :BEGIN 

END; 

WRITEC'SUCCESSIVE FRAME OUERLAPCO% TO 50%) ')j 

READLN(CHSl; 
VALCCHS,FR,CODE); 
WHILE (FR<O) OR (FR>50) DO 
BEGIN 

GOTOXY (38, 1); 
CLREOL; 
WRITE<t7);WRITE(t7l; 
READLNCCHSl; 
VAL(CHS,FR,CODE); 

END; ' 

3 : BEGH~ 
WR I TE ( I SAMPLING FREQUENCY : I ) ; 

READLN(CHSl; 
UALCCHS,FS,CODEl; . 
WHILE CFS<1000) OR CFS>10000 ) DO 
BEGIN 

END; 
END; 

4 :BEGIN 

GOTOXYC22,1); 
CLREOL; 
WRITECt7);WRITECt7l; 
READLNCCHS); 
VAL(CHS,FS,CODEl; 

li..IR I TE ( I ADC DATA OFFSET : I ) ; 

READLNCCHSl; 
UALCCHS,OfFSET,CODEl; 
WHILE COFFSET<2000l OR COFFSET>2060) DO 
BEGIN 

END; 
END; 

5 :BEGIN 

GOTOXYC19,ll; 
CLREOL; 
WRITE(t7l;WRITECt7l; 
READLNCCHS); 
VAL(CHS,OFFSET,CODE) 

WRITELNC 'WINDOW TYPES ARE : 'l; 
liJR I TELN; 
WR I TELN ( I 1 : HAMM I NG : I ) ; 
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WR I TELN ( I 3 : : I ) ; 

WR I TELM ( I 4 : : I ) ; 

WRITELN; 
WR I TE ( I SELECT w I NDOVJ T\'F'E I ) ; 

READU~ (CHS) ; 
UALCCHS,WIND,CODE); 
1~1H I LE (WI MD< 1 ) OR ( W lt...JD > 4) DO 
BEGIN 

GOTOXYC23,8); 
CLREOL; 
WRITEC17l;WRITECl7); 
READLNCCHS ); 
UALCCHS,WIND,CODE); 

END; 
END; 

6 :BEGIN 
GOTOXYCl,12); 
CLREOL; 
WRITEC'IS PARAMETER SELECTION OVER ?CY/N) '); 
CH:=READKEY; 
l1JR I TE (CH) ; 
IF CCH='Y') OR CCH='y') THEN GOTO 60; 

END; 

7 : BEG 11'1 
WRITELNC 'STARTING ADDRESS OF THE WINDOW '>; 
WRITEC'COEFFICIENT TABLE IN TMS-32010 PROGRAM'); 
WR I TE ( I MEMORY : I ) ; 

READLNCCHS); 
UALCCHS,WPTR,CODE); 
WHILE CWPTR<1750) OR CWPTR>2000) DO 
BEGIN 

END; 
END; 

8 :BEGIN 

GOTOXYC48,2); 
CLREOL; 
WRITECl7l;WRITEC17l; 
READLN C CHS) ; 
UALCCHS,WPTR,CODE); 

tiJR 1 TE c 'PRE-EMPHAS Is c ON/OFF) : ' ) ; 
READLNCPREEMPH); 
WHILE CPREEMPH <>' ON') AND CPREEMPH<>'OFF') DO 
BEGIN 

END; 
END; 

9 : BEGH~ 

GOTOXYC24,1); 
CLREOL; 
WRITECl7);WRITECl7); 
READLNCPREEMPH); 

tiJRITEC •PRE-EMPHASIS APPLIED IS : •); 
WR I TELN ( I x [ N] = s [ N] - A * s [ N-1 ] I ) ; 

WRITELNC 'A= APR/8 1 
)J 

WRITELM; 
WRITE( 'ENTER APR CO TO 8) '); 
READLNCCHS); 
UALCCHS,APR,CODE); 
WHILE CAPR<O) OR CAPR>B) DO 
BEGIN 

GOTOXYC26,4); 
CLREOL; 
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ELSE 

END; 

READLN(CHS); 
VAL(CHS,APR,CODE); 

END; 

10 :BEGIN 
WRITEC 'IT INDICATES THE LOWER LIMIT FOR THE'); 
WRITELNC' SHORT TIME ENERGY IN THE FIRST FRAME'); 
l>JR I TELN; 
l>JR I TE ( I ENTER ENERGY THRESHOLD : I ) ; 

READLNCCHS); 
VALCCHS,ENTH,CODE); 
WHILE CENTH<O) OR CENTH>99999) DO 
BEGIN 

END; 
END; 

GOTOXYC24,3); 
CLREOL; 
WRITECt7);WRITECt7); 
READU'-1 (CHS) ; 

11 : BEGIN 
WRITE< 'ENTER TOTAL NO. OF FRAMES TO BE ACQUIRED:'); 
READLNCCHS); 
VALCCHS,PAT3,CODE); 
WHILE CPAT3<1) OR CPAT3>90) DO 
BEGIN 

GOTOXYC43,1); 
CLREOL; 
WRITECl7);WRITE(#7); 
READLNCCHS); 
VALCCHS,PAT3,CODE); 

Et'-ID; 
EMO; 

12 :BEGIN 
GOTOXY(l,12); 
CLREOL; 
WRITE('ARE YOU SURE YOU WANT TO EXIT?'); 
CH := READKEY; 
IF CCH='Y') OR CCH='y') THEN EXIT; 

EMD; 

BEGIN 
GOTOXYCl,12); 
CLREOL; 
WRITE<' IS PARAMETER SELECTION OVER?' l; 
CH := READKEY; 
IF CCH='Y') OR CCH='y') THEN GOTO 60; 

El'lD; 
END; 
GOTOXYC41,12); 
CLREOL; 
WRITE C ~p); 
GOTO ?O; 

<**PARAMETER SELECTION OVER**>; 
60: TEMPENT := ENTH AND $0000FFFF; 

ENTHL .- TEMPENT; 
TEMPENT := ENTH AND $FFFFOOOO; 
ENTHH := TEMPENT DIV 65536; 
CLOCK .- TRUNCCFS/?000000*64*64*64); 
INI[6] .- TRUNCCNINI*(lOO-FR)/100); 
PAT6 .- TRUNC(((NINI*PAT3)-(NINI-INI[6]))/lNl[6l); 



NMFR 
PATl 

:= NINI-INI[6l; 
:= WPTR + 2*NINI; 

IF WIND=l THEN 
BEGIN 

FOR I:=l TO NINI DO 
BEG I t--1 

END; 
END 
ELSE 
BEGIN 

SCR :=4096*(0.?4-0.46*COSC2*PI*CI-l)/(NINI-1))); 
WIN [ I l . - ROUND ( SCR) ; 

FOR I:=l TO NINI DO 
WIN[Il := 4096; 

END; 

<** WRITELN( 'DO YOU WANT TO CHOOSE HAMMING WINDOW?'); 
READLN(CH); 

**> 

IF CCH='Y' )ORCCH='y') THEN 
BEGIN 

WRITELNC'ENTER WINDOW FILE NAME'); 
READLN C l>JF I LE) ; 
ASSIGN(WFILVAR,WFILE); 
RESET ( L<JF I LVAR) ; 
FOR I:=l TO NINI DO 
BEGIN 

READLNCWFILVAR,WIN[IJ); 
END; 
CLOSECWFILVAR); 

END 
ELSE 
FOR I:=l TO NINI DO 
BEGIN 

WIN[IJ:=4096; 
END; 

IF CPREEMPH='OFF') THEN APR:=O; 

IN I [ 1 l : = t--1 IN I ; IN I [ 2 l : =OFFSET; IN I [ 3 l : = ENTHL; IN I [ 4 l : = ENTHH; 
INI[?J:=WPTR; INI[6J:=TRUNCCNINI*C100-FR)/l00); 
INI[7J:=NMFR; INI[8J:=PAT1; 
FOR I:=l TO NINI DO 
BEGIN 

INI[I+BJ:=WIN[Il; 
END; 
IN I [ 2 09]: =CLOCK; 
INI[210J:=APR; INI[211J:=PAT3; INI[212J:=PAT6; 

CLRSCR; 
FOR I:=l TO 9 DO WRITELNCINI[ll); 
FOR I: =208 TO 212 DO WRITE( INl[ I] JI I); 

<******* TRANSFER PARAMETERS TO TMS-32010 **********> 

PORT[$319J:=INI[ll AND $OOOOOOFF; 
2: FLTEST:=PORT[$320l AND ($2); 

IF FLTEST=2 THEN 
PORT[$319J:=HICINI[l]) 
ELSE 
GOTO 2; 
FOR 1:=2 TO 209 DO 
BEGIN 

3: FLTEST:= PORT[$320l AND ($2); 
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4: 

6: 

EMD; 

PORT[$319J:=LO<INI[JJ) .ELSE GOTO 3; 
FLTEST:= PORT[$3201 AND ($2); 
IF FLTEST=2 THEN 
PORT[$319J:=HI<INI[lJ) ELSE GOTO 4; 

FOR 1:=210 TO 212 DO 
BEGIN 

END; 

FLTEST:= PORT[$320J AND ($2); 
IF FLTEST=2 THEM 
PORT[$3191:=IN![IJ ELSE GOTO 6; 

<********* TRANSFER OF PARAMETERS COMPLETE ***********> 

FRCNT := PAT6; 
?: CLOSEGRAPH; 

INLINE($FB);FLAG :=O;FLAG2:=0; 
I:=l;J:=l; 
A[l,1J:=PORT[$318J; 
SETIMTVECC$F,@ADCINT); 
PORT[$21J:=PORT[$2ll AND $7F; 
PORT[$201:=$67; 
GOTOXY<l,1); 
CLREOL; 
WRITELN( 'PRESS ANY KEY TO START'); 
WHILE NOT KEYPRESSED DO 
BEGIN 
END; 
CH:=READKEY; 
PORT [ $ 31 9 J : = 0 ; 
l.JH I LE FLAG< > 1 DO 
BEGIN 
END; 
WRITELN('ACQUIRING LPC COEFF.FROM TMS-320' ); 

10: BEG IN 
IF FLAG =l THEN 
BEGIN 

FLAG :=O; 
I:=I+l; 
IF I>2*Pl THEN 
BEGIN 

J:=J+l; 
I:= 1; 

END; 
IF J>FRCNT THEN GOTO 20; 
PORT [ $ 31 9 l : = 0 ; 

END; 
GOTO 10; 

END; 
2 0 : FLAG2 : = 1 ; 

I:= 1; 
PORT [ $ 31 9 l : = 0 ; 

2?: IF FLAG = 1 THEN 
BEGIN 

FLAG:=O; 
I:=I+l; 
IF I>2*NINI THEN GOTO 30; 
PORT [ $ 319 J : = 0 ; 

END; 
GOTO 2?; 

30: PORTC$21J:=PORT[$21J OR $80; 
FOR J:=l TO FRCMT DO 
BEGIN 

ICPTR:=@A(J,11; 
EN[JJ:=ICPTR"; 



END. 

BEGIN 

END; 
END; 

IBPTR:=@ACJ,2*l-ll; 
FKCJ,I-2J:=IBPTRA/32768; 

DISPLAY; 
SETCOLORCBLACK); 
CLEARVIEWPORT; 
CLOSEGRAPH; 
WRITELNC'DO YOU WANT TO RESTART THE MAIN PROGRAM?'); 
WHILE NOT KEYPRESSED DO 
BEGIN 
END; 
CH :=READKEY; 
IF CCH='Y') OR (CH='y') THEN 
BEGIN 

PORT [ $ 3 1 9 J : = 1 ; 
GOTO Si; 

END 
ELSE 
PORT [ $ 31 9 J : = 0 ; 
CLRSCR; 
WRITELNC 'ENTER NAME OF THE LPC COEFF.+ENERGY FILE TO BE CREATED:' )j 

READLNCLFILE); 
ASSIGNCLVAR,LFILE); 
REWRITECLVAR); 
WRITELNCLVAR,FRCNTl; 
WRITELNCLVAR,Pl; 
FOR J:= 1 TO FRCNT DO 
BEGIN 

FOR I:=l TOP DO 
BEGIN 

WRITELNCLVAR,FK[J,IJ); 
END; 

END.; 
WRITELNCLVAR,ENBIG); 
FOR I:=l TO FRCNT DO 
BEGIN 

WRITELNCLVAR,EN[IJ); 
END; 
CLOSECLVAR); 
WRITELNC 'ENTER NAME OF THE DATA FILE TO BE CREATED'); 
READLNCDFILEl; 
ASSIGNCDVAR,DFILE); 
REWRITECDVAR); 
WRITELNCDVAR,N); 
FOR J:=l TO N DO 
BEGIN 

END; 

IBPTR:=@C[2*J-1J; 
D[JJ:=IBPTRA; 
WRITELNCDVAR,D[JJ); 

CLOSE C DVAR) ; 

-
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