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Abstract

Frashant S. Gavankar, "Speech training aid for the deat,” M. iech
dissertation, Dept. of Elec. Enga. . Indian Institute exf

Technology. Bombay., Jan 1%%25.

fne cf the ways Gf training the profocundly cdest pecple to
acquire proper articulatory features of speech, 1s by providing &
visual agr tactile feedback aof vocal tract shape, pitch, and energy
level. Such & training aid should be capable ocf estimating anc
displaving these parameters in resl time gn the monitor. The &id
should alsa provide the facility of slow moticn review.

The hardware setup af the project cansists af analog
signal conditioning unit, DSP board FPCL DSPZ25, and PC. The speech
signal is input through & microphcone, passed through preampiitfier
and 7th order active elliptic low pass filter with & cutorr
frequency 4.6kHz. The signal is then fed tc the ADBC of the DSF
baard. The signal conditicning unit alsoc provides the facility for
Tour dirfferent cutputs ftor microphone, tape recarder, test signel,

and speaker.

In this project the vocal tract shape is estimated

considering it as a cascade of cviindrical tubes. The Le—-Roux
Gueguen algorithm is used tc estimate the rerfliection coefricients
Trom the autocorrelaticon coefficients. The area functicn Is
calculated from the reflection coefficients cn the PC. The pitch
and the energy is estimated from the autccaorrelatiaon coefficients
ocn the PC. The center clipping is done to remave the extranecus
pesks due to the fFormant structure of the vocal tract. To increase
the accuracy of esctimated parameters the block overlap technique
iz implemented. The sire af each frame is 256 samples. The
slgorithm is then tested for varicus speech files at different
intensity levels.

The system can also display the target vocal tract shape.
In addition tc the real time made the system offers the facility

for slow maoticn review of the analysis results.
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CHAPTER 1

INTRODUCTION

i.1. OVERVIEW OF THE PROBLEM

The prelingually deaf people have considerable difficulty
in uttering an intelligible speech because of the lack of auditory
feed back. There is no physioleogical disorder in  their speech
production mechanism. A deaf person may be trained tc produce
normal speech sounds if a feedback is provided by alternative
non—auditory means.

Natural methods used to understand and acquire speech by
the deaf are lipreading, tactile speech reading. and finger
spelling. A deaf person can also be taught to produce correct
speech gestures though tactile sensing of teacher’'s face, neck,
and breath stream (Nickerson 198@). Each speech phoneme has 1its
own characteristic vocal tract shape, pitch., intensity level. and
voicing pattern. The pitch and intensity variation convey the
suprasegmental information. Thus the vocal tract shape, pitch. and
intensity are the important features that convey the information
present in the speech sound produced (Fadro 1982). Hence by means
of providing the feedback in terms of these parameters the deaf
person can be trained to acquire proper features of speech.

A speech training aid extracts these parameters and
display them on a monitor screen, offers a great flexibility in
terms of presentation, storage, and quick review of the data
(Levitt et al 1988). In such &a training aid, the deaf person
undergoing training speaks into a microphone and is able to see
the vocal tract shape, pitch, and intensity wvariations for the
speech sound uttered in real time on the screen in the graphical
form. The speech training aid should "be able to extract and
display the parameters on the screen with the minimum processing

delay in order to establish the correspondence between the sound
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produced and the parameters displayed (Fandey 195/}.
1.2. SPEECH TRAINING AIDS

Spectrographic display of speech signals have alsoc been
experimented with as wvisual speech training aid(Bolt 1969).
Information available in the spectrographic displays include  the
formant frequencies and their transitions and the fundamental
frequency of voicing. Though the fermant frequencies are related
to the wvocal tract shape the information presented is really hard
to interpret for achieving the correct articulation.

A system developed by Bernstein et al used a FPC screen
for the display and the signal processor THMSZ2012 for extracting
pitch informatiuﬁ from the speech signal in real time (Bernstein
198&). The drawback of this training aid is that it does not
convey any information about the actual effort required to produce
speech of intended gquality.

Bristow et al have reported a vocal tract shape display
aid using a microprocessor fast enough for real time processing
and a domestic television set for the display (Bristow et al}.
Display provides the plot of vocal tract area verses the liner
distance alang the vocal tract from glottis to the lips. In speech
training design by Fadro area function was extracted using linear
predictive coding (FPadro 1982). A special interpolation algorithm
is designed to improve the performance of the aid. In & modified
form of this aid a realistic vocal tract shape is displayed on the
screen and is manipulated according to the area function values
available after processing the speech signal trame by frame.
Signal processor micro p772@ from NEC is used to perform speech
analysis.

A speech training aid developed by Shigenaga and HKubo
aiso intends to train the deat in articulation of vowels and some
consonants (Shigenaga et al 198&). It shows the place and manner
of articulation required to produce the intended vowel by

displaving the reference vocal tract shape and that of the

7
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actually uttered sound superaimposed an 2ach other. lhe display has
more physical understandability in terms of i1dent:ifyving ditferent

articulatars such as tongue, lips etc.
1.3. THE EFFORTS AT 1.I.7. BOMBAY

In earlier efforts at 1.1.7. Eombay. a hardware setup and
programs are developed for implementing & speech training aid (
Gupte 1990, Taklikar 1991, Gracias 1991, rhambete 1992, Ehagwat
1994). Speech segment i1is uttered through a microphone, processed
on the signal processor, and the extracted parameters are
transferred to the PL for display.

The input speech signal is processed on  Trame by frame
basis with a frame length of Z@ ms. Acquisition of the data for
the next 2@ ms is done simultaneously when the previcus Tframe 1is
analyzed. These analysis parameters are to be transferred to the
FC for the display while +the newly acguired frame 135 being
analyzed. Analyzed parameters are to be processed and displaved on
the screen by the PC in the following time frame of 30 ms. ithus
for a particular frame the display of the vocal tract shape for it
will he displayed aftter a delay equal to 920 ms. This wvalue 1s
within the acceptable limits of the delay which i1is ncoct disruptive
for the perception of the speech while viewing the =speaker’'= face
(Fandey 1%87}. Speech parameters analvzed by the signal processor
are tranmsferred toc the FC for the display on the screen. The

The overall real time performance can not be achieved by
Gupte (1998} as oroarams running on FC  are in  hicher level
language.

The system by Taklikar (1991) gives a graphical display
ot the vocal tract from the estimated parameters. She tried to
make the vocal tract shape display more realistic.

Gracious (1991) developed a saoftware on THMSIZ2G18@ that
estimates the vocal tract and the pitch of the data fiie on
gif-line basis. Due to some hardware fault in the board he could

not achieve the real time performance.

g
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Fhambete (1994 has impisment=2d the speech training SREe
in real time display and slow moticn review modes But he couid
not display piteh as  well as viaral tract on the men s tor

simultaneously.

In the system developed by Ehagwat (1994). craphical
display of vocal tract shape, pitch, and energy level 1s passitble
on the manitor. The vocal tract image 1s generated in the externat
memory of the DEF board and is then transferred by the FL  to the
video RAPM. It can capture and store the vocal tract shape Tfor a
number of analysis frames and provides the facility to browse
through previously captured frames.

The systems developed till now treat the incoming
digitized speech signal on block by block basis. Each block 1= of
the size of 25386 samples which is the same as the Hamming window
length. The parameters estimated in disjcint blocks should be

correlated tc one another. Also to improve the accuracy 1in  th

M

estimated parameters, the parameter estimation should be carried
out on overiapping block basis. For data acquisition and signatl
conditioning a general purpose unit should be built. Extensive
testing of the algorithm for different speech files at wvarious
energy levels has to be carried out.

The block diagram of the hardware setup used is as  shown
in the Fig 1.1. The speech segment uttered through the microphone
is amplified by input preamplifier. The output of the preamplifier
is passed tnrough a 7th order active giliptic lowpass filter with
a sharp cutoff at 4.6 kHz. The signal is then sampled at 18 kHz by
on board ADC af the PCL DSP25 add—on card. The Farameters are
estimated on the DSF board and the i1mage is generated on the FC.

The image i= directly transferred toc the video RAM for display.
1.4. PROJECT OBJECTIVES
The aim of the project is to develop a real time speech

training aid for the deaf and as mentioned earlier 1t is in

continuation with ear tier work done at 1.1.T7T. Bombay.The software

e L



in the system is tou be tested extensively for different spEech
files at various energy levels. The system should also be tEst e
for various natural and synthetic sounds.

The present system estimates the speech parameter .
without window overlapping. So to improve the accuracy of the
estimated parameters the overlapping window technigue 1s to ULe
used.

The vocal tract shape in pnot reliable in case ot
utterances where there 1= complete closure. So the algorithm 1= o
be modifised accordingly.

1.5. OUTLINE OF THE REPORT

Chapter 2 "VYocal tract shape estimation"”, describes the
model of speech production. Vocal tract shape estimat 1o
algorithms are discussed.

In the third chapter "Fitch and Energy estimaticn'. A
descraiption about various pitch estimation algorithms 15 given.
The estimation of energy from the auvtocorrelation coefficients 15
also discussed. Various non linegar transformations for eliminating
the effect of formant structure of the vocal tract for accurate
estimation of pitch is also discussed.

"Implementation sstup”,. is the Ffourth chapter which
explains the analog signal handling units built a= a part of the
project. Unit at the input of the D5F board has preamplifier and
active elliptic filter. While the unit at the analog output of the
DSF board has elliptic filter and the output board.

Chapter 5 "Software development", presents the software

description in the form of modules. The allocation of varicus

taskese between FC and the DSF board 1s discussed.
In the sixth chapter "Test results”, the results Tor
varicus speech filecs are listed. The speech fTiles generated &t

=3

various snergy levels at the output of the data acguisition Car
are processed to estimate the parameters. The results are found to

be consistent.




it | naptar gives ithe Lmmar =YalE gnecst:aon= ¥
Turther work. The chaoter stmmarires the warl dose in the theoe

stages of the projsct and sugQgests the plans T3r the further viori
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CHAPTER 2

VOCAL TRACT SHAPE ESTIMATION

2.1. INTRODUCTION

X—ray technigues have been used as direct techniques for
the determination of the wvocal +tract shape. But there are
difficulties in the measurement of the lateral dimensions of the
vocal tract. The indirect methods for estimating the vocal tract
shape are based on the principle of the inverse filter model. This
method makes possible the simultaneous extraction of the veocal
tract area function. Any such estimation method should have

following properties for its real time implementation.

1 Algorithm should be polynomial type.

2 Its implementation should be possible uwusing fixed point
arithmetic.

3 It should be accurate.

4 It should be numerically stable even with round off and

truncation errors.
2.2. SPEECH PRODUCTION MODEL

A block diagram of the model o©of the speech gproduction
system is as shown in the Fig 2.1. The speech signal is modeled as
the output of a cascade of three filters driven by an impulse

train for voiced sound ar random noise for unvoiced sound (Rabiner

1978 )4
S5(z) = V(z) 6(z) L{z) Ri(z) 2.1
where
S(z) = z—transform of the speech signal.
V(z) = vocal tract transfer function.
G(z) = glottis characteristics.
1=
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R{z) radiation characteristics.

Uiz) = excitation.

The excitation in this model 1s either periodic 1mpulse
train or random noise for the voiced and unvoiced souds

respectively. Hence U{z) = 1.

Lossless tube model:

A widely used model for the speech. product:on 1= based
upon the assumption that the vocal tract can be represented as a
concatenation of lossless acoustic tubes of uniform lengths and
varying areas of cross—section as shown in the Fig 2.2. The ares
function of the vocal tract is defined as the variation of its
cross—sectional area with respect to its distance from the
glottis. If large number of tubes of short lengths is us=d. i1t can
reasonably be expected that resonant frequencies of the
concatenated tubes to be close to those of a tube with
continuously wvarying area function. Since this approximation
neglects the loses due to fricticn, heat conduction, and wall
vibration, the bandwidths of the resonances differ from those of
detailed model which includes these losses.

et the vocal tract be divided into an arbitrary number
of sections, M each of length I. The soclution of the acoustic wave
equation results in the waves travelling in the forward and
backward directions. The pressure pm(x,t) and the volume velocity

u {(x,tl) at the mw'section are given by

m
¥ = -
a (Ryt)] = 8 {(Haet) = u (Rt} 2se
m m m
p (x,t) = Ll [ (x,t) + & (x,¢8)] 2.3
m m m
Am
where,
u;(x,t) = wvolume velocity in the forward direction.
(Glottis to lips)
u_(x,t) = volume velocity 1in the backward direction.
m

(Lips to Glottis)

i4
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|
E {x,.t}) = pressure.
m
e = density of air. ‘
- : )
C = velocity of sound. .

Am = cross—secticnal area ot the m”‘tube. 1
= distance from the lips. ’

The relationship between travelling waves in the adjacent
tubes can be obtained by applying the principle that pressure wave

and the volume velaocity are continucus in both time and sSpace

everywhere in the system.

§l 2 = & 2.4
um+1(}m' t} u_ (}m' )

-
x
"
"+
~—
I

Bk . £ 2

: |
m+i m° m m

-+
where x is the distance from the 1'ps to the boundary of mkhand

(m + Ijt section. As the tube is assumed to ke lossless,

e m——

+ +
. 1 "y + : = .
um+1(Lm+1’ t} is same as um+1(Lm’ t) delayed by time 7t i/7¢c H
- £) = ul g . - |
hm+i€\m' ) o= um+1 }m+z’ i 2 l
dm+1(km’ tl = um+1(xm+1; t + . 2l

Using equation 2.2 to 2.7 w= get, |

= I
t) = u fe) t) = u ¥ (¢ ) - + 71 ) 2.8 h
u i = um(t um[ J = Lm+1(t T o +1it T 2
£ + - - - ) ‘
B_ft) = ——9—_—[u (t) + v (t)] = __Q_Q_[u+_ (t + ) + E & 73] ‘
m m m m+7 1+ ] |
A A
m m+1 2.9
By rearranging,
= S i e Tt 2.10
v By = 1+ r " [um( ) Yo Myt ] =
Uty o= i [-r o« (t) + u (£)] 2.11
‘m+3 =17 r m iy £ m s




4
where, i m m+ 1

If the volume velocity is digitized using the sampling interval

b +
I = 1 2¢ = /2, and writing u&( no> = umC t> we get,
S 4
S
¥ : 1 ! + —_ -
u SR = = = e ———— u Cto> - r  u CtD Zel3
m+1 & ) i + rr [ m mooom ]
m
- 1 + - L
u Cn + —3 O = —=——__ E=# w CES + w Cto] 2.14
m+1 < I + r mom m

=20 21 = 1 = uT C'z.';!
m+ 1 = —=Towaoo m m Z2.15
U a2 f + r -1 -1 U~ (2%J
m+1 m =F = = m
- m -

At the front end of the vocal tract ie lips the tube
opens into an infinite area ie Th =!. The entire wave is reflected
from the lips. While at the other end of the vocal tract i=s at the
glottis the vocal tract is terminated into Characteristics '
impedance hence there ic no reflection ie r_. = O.

o
Hence equation take the form,

T s
=0 + e 1 = i . . .
Uneg$22| emblsrg K Ba $221e trens - U Cadd 2,16
= - & )
Um_'__' & Dm C=0
— _ _
D" cz> 7 —r ot oc=d P
m = m m—1 T
D ¢ 2o ~-f -1 L Czo
m _J —r & = m—1
L m -
Dt oz [_ ! 2.18
o = -7
D Cal Lf;z
L. 9 -
Km 15 a gain factor given by
16




2.3. WAKITA INVERSE FILTERING

Wakita inverse filtering is used for the estimation of
the reflection coefficients (Wakita 1973})}. It 1s a modification of
the Levinson—Durbin algorithm used for LPC analysis. The speech
signal 5{(n} is the output of an all pole filter with impulse train
or the random noise as the input excitation. This assumption is
valid for all sounds except for a few fricatives and for nasals
where velum is lowered and nasal cavity is coupled.

It p is the order of the all-pole Ffilter then its

transfer function is given by,

O R —— B - O Z.20
£ -k H(z)
I+ ¥ &, 7 '
k=1 ’
S5(zr} = z—transform of the speech =signal.
Ui} = z—transform of the input.
In time domain,
P
s{n) = - %, a# sin—kj} + &5 U{n} 2 .31
k=1 ’
e P
sqn) = = ¥ aF S(n—¥k) & 28
k=1 :

the expected value of the sgure error with respect to =,

£ = E { s(n) — s{n) 7 ' 2. 25

The minimum occcurs when,

de ) 2.24

This results in the following condition,

rJ
pJ
n

MM ©

aj Efsi{n—k) s(n—3J)}7 = — Efs{n) s{n—%)7
1 ‘

F

17




E{=s(n—¥) sin—35}7 = R (F—=3) = R (3-k) S

where R(i) i1s the autocaorrelation function.

- [ ] — =
R(&) R(1) R(p—1} a, R(1)|
R(1) R(@) R(p-2) ' Rff:l e
- : : |
R(p-1) R(p-2) ...... R(@) a Pt?:J
VI o N S S -
i.e R.a = r The matrix AR is symmetric and Toeplitz. The

solution of these equations can be cbtained using Levinson—-Durbin

algorithm. The recursive algoritnm is as follows,

i R o _ i e
EEJ 1) a&_.(73)

bt
)
fJ
o

i

IR . 2.29
3 i

L =.(1) R (i)

= =

P + 1y = + = . 250
a3 J a.05) i _;+1—1U}
e = k. O

aj+1(3 ¥ ) k. 1

The indices in the parenthesis indicate the iteration
number (@ < ; =p-1) and the subscripts are the filter coefficients

numbers. Let,

i ;
-..1_ 5 -
A.(z}) = ¢ .85} = 252
2 i=g¢
& ) :
Ej(z} = =i g & (3) T e
1=
From cquations 2.32 and 2.33 wet,

i8




A, () ‘ sl A iz }
3 _ ) ) 3 L
= (=} - =4 e {7}
| J*1 ] [ 3 | 3
ar (z) [~ % =
o] ’ s
LE_ {z. J h —3“1J
it can be shown by induction that r. _= k.
Fd 3
The intermediate wvariahkles in the Levinsan—Durbin
algorithm correspond to the boundary conditions Fpi= i. The

cross—sectional area can be calculated as,

2.4. LE-ROUX GUEGUEN ALGORITHM

The algorithm discussed above is not suitable for the
fixed point arithmetic implementation as the filter coetfficients
e caiculated using this algorithm can be any real number. The D&F
processor TMEI28C25 does not support loating point &arithmetic.
For fixed point implementation of this algorithm Le Roux—SGueguen
slgorithm can be used (Roux =2t al l???}, This algorithm i1is a

modification of the Levinson Durbin algorithm. It calculates the

auxiliary variables ei{j) such that,

[ ]

4}
e (1) = L& (3 R (i—-m) 2By
m::

15




The recursive equation is given by

e.43+l} = e (7)) + 1=

J is the iteration number (8 = § = p} The auxiliary variables

initialized as e (@) = Rt} 4 |)-p = 1 = fs
4

The auxiliary variables are in the range of [—Ri@).

R(ZJ)3. The algorithm €an be implemented using i xed point

arithmetic. This i=s 3 Polynomial type algorithm with the niimber of

multiplications on the arder of (NP + PZJ where N 15  the window
length.

2@
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PITCH ESTIMATION

3.1. INTRODUCTION
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algorithms can be classified as,

1. Time domain algorithms.
2. Frequency domain algorithms.

3. Hybrid algorithms.

Only time domain algorithms are considered here as the
aim of the project is to develop a real time implementation of aid
for the deaf. The other two types of algorithms involve the
transformation from time to the frequency domain which is
computationally very expensive. A true real time performance can

not be achieved using these two types of algorithms.

3.2.1. Parallel processing method

This pitch detection scheme has been proposed by Gold and
later modified by Gold and Rabiner (Rabiner 1978). It has been
used successfully in a wide variety of applications. It is a time
domain processing technique.

The pitch signal is processed so as to create a number of
impulses which retain the periodicity of the original signal and
discard features which are irrelevant to the pitech detection
process. The speech waveform is sampled at a rate sufficient to
give adequate time resolution. The speech is low pass filtered at
998 Hz to produce a relatively smooth waveform. The peaks and
valleys are located in the speech signal and from their location
and amplitudes several impulse trains are derived. Each impulse
train consists of positive impulses occurring at the location of
either the peak or the valley. Impulse train 1is processed by a
time varying nonlinear system. When an impulse of sufficient
amplitude is detected at the input, the output is reset to the
value of that impulse and then held for a blanking interval, 7 (n)
during which no pulse can be detected. At the end of the blanking
interval the output begins to decay exponentially. When an impulse

exceeds the level of the decaying output, the process is repeated.
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The rate of decay and the blanking interval depends upon the most
recent estimates of pitech period. The pitch period 1s estimated
periodically by measuring the length of the pulse spanning the
sapmpling interval.

This procedure produces very good estimates of the period
of the voiced speech. For unvoiced speech distinet lack of
consistency is found. When this lack of consistency is detected

then the speech 1is classified as unvoiced.
3.2.2. The short time autocorrelation method

The autocorrelation of a discrete time signal i1s defined
as,

(s8]

¢(k) =L x(m)} x(mo+k) = 10 4
n=—.0o

If the signal is periodic with period p samples ¢ (k) = ¢ (k+p)
It is an even function, ie @ (k) = ¢ (-k).
It attains its maximum value at k=@, ie |¢ (k)| = ¢ (#) for all k.
The gquantity ¢(#4) is equal to the energy for the
deterministic
signals.

The autocorrelation function peaks at the shift
corresponding to the time period of the periodic signal as the
signal and its shifted version match. With windowed data the peaks
of the autocorrelation function are tapering. This helps in
avoiding the false detection of secondary peaks at the multiples
of the pitch period. The peak of the autocorrelation function are

selected and the pitch is estimated (Sondhi 1968).
3.2.3. The short time average magnitude difference method
The ‘conputation of autocorrelation function 1involves

considerable arithmetic. A technique that eliminates the need for

multiplications is based upon the fact that for a truly periodic




input of period p the function

@
dCk> = T |x(n> - xCn—-k2| s I

would be zero for k=0, + p, +Zp

Thus for short segments of voiced speech dCnd will b
small at the multiples of the period. The AMDF function i
implemented with subtractiomn, addition and sbsolute value
operations, in contrast to addition and multiplicatici. operations
for the autocorrelation function (Fess et al  1974). With Tixed
point arithmetic the AMDF have the advantage. In this case the
multiplies often are more time consuming and double precision
accumulator is reguired to hold the sum of the large products.
Therefore the AMDF functien has been used in many real time speech

processing systems.

J3.2.4. Linear predictive analysis

The basic discrete time model for the speech production
system is as shown in the Fig 3.1. In this case, the composite
spectrum effects of radiation, vocal tract, and glottal excitation
are represented by time varying digital filter whose steady cstate

response is of the form,

SC=D g
Hemh = ~Eeftan 5 e - B B
UCzo pa
-k
f = E a, =
k=1

This system is excited by an impulse train for voiced
speech or random noise sequence for unvoiced speech. This
simplified all pole model is a natural representation of non-nasal
voiced sounds, but for nasals and fricative sounds, the acoustic
theory calls for both poles and zeros in the vocal tract transfer
function. But if the order P is high enough, the a1l pole model
provides a good representation for almost all sounds of speech.

The gain parameter G and the filter coefficients @, £an be




estimated in a very straight forward and computationally efficient
manner (Rabiner 1978).

{_'5
s(p2 = ¢ a, s(n-k> + G ulnd
- R
k=1
A linear predictor with predictor coefficients, & is defined as

-

a system with output,
~ o4
sCn> = T, o sCn—k2> B B
. k
k=1
The predictor error., e(n2, is defined as

- p
eln) = s(n> - sCno = sCno

S

sCn-RD

[
=™
0
&

Thus predictor error sequence is the output of a system whose

transfer function is

ACzld = § = Y & = i A

Thus 1if the speech signal obeys the model of egquation 2.2 exactily,
and akz a, then e(no = 6 uCn>. Thus the prediction error filter,

ACz20 will be an inverse filter for the system, H(zD ie

‘2 = ——=C____ > g
HC=z22 AC25 .8
The basic problem of the linear predictive analysis is to

determine the set of predictor coefficients oy directly from the
speech signal in such a manner as to obtain a good estimate of the
spectral properties of the speech signal through the use of
equation Z.6. Because of the time varying nature of the speech
signal the predictor coefficients must be estimated from =hort
segments of the speech signal. The basic approach is to find a set
of predictor coefficients that will reduce mean—squared prediction
error over a short segment of the speech waveform. The resulting

. parameters are then assumed to be the parameters of the function

HCz> in the model of the speech production.




One of the major limitations of the autocorrelation and
AMDF function as that in a sense they retain too much information
in the speech signal As a result the autocorrelation function has
many peaks and AMDF has many valleys. Most of these peaks and
valleys can be attributed to the damped oscillations of the vocal
tract response. In the cases when the autocorrelation peaks due to
the vocal tract response are bigger than those due to the
periodicity of the wvocal excitation, the simple procedure of
peaking the largest peak 1in the autocorrelation function will
fail. To avoid this problem it is necessary to process the the
speech signal so as to make the periodicity more prominent while
suppressing other distracting features of the signal. The
techniques which perform this type of operations on the speech
signal aré called "spectrum flatteners” since their objective is
to remove the effects of the vocal tract transfer function

In the scheme proposed by Sondhi (Sondhi 1968), the
centered clipped speech signal is obtained by a nonlinear

transformation,
y(n) = C [x(n)] 3.9

where C is shown in Fig 3.2 (a). The clipping level CL is set
equal to a fixed percentage of Amax, the maximum amplitude. The
output of the center clipper is equal to the input minus the
clipping level. For the samples below the clipping level the
cutput is zero. For higher clipping levels, fewer peaks will
exceed the clipping level and thus fewer pulses will appear at the |
output, and therefore, fewer extraneous peaks will sppear in the |
autocorrelation function. There i1s a difficulty with using too
high a clipping level. 1t is possible that amplitude of the speech
signal may vary appreciably across the duration of the speech
segment so that if the clippingA level is set at a higher
percentage of the maximum amplitude of the whole segment, there is

a possibility that much of the waveform will fall below the
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clipping level and be lost. For this reason Sondhi s proposal was
to set the clipping level at the 38X of the maximum amplitude.
Another difficulty with the autocorrelation function 1s
the large amount of computation that is required. A simple
modification of the center clipping function leads to a great
simplification in computation of the autocorrelation function with
essentially no degradation in utility for the pitch detectiocon.
This modification is shown in the Fig 3.3 (b). The output of the
clipper is +1 if x(n) > CL and -1 if x(n) <« —CL. Otherwise the
output is zero. This function is called a 3-level center clipper.
The conbutation of the autocorrelation function for a 3-level
center clipped signal is simple. The autocorrelation function
N-k-1

Rn(k) = b y(n+m) y(n+mt+k) 3.10
n=¢

can have only three different values.
Rn(k) = ¢ if y(p+m) = @ or y(n+m+k) = ¢ 3.11
= +1 if y(n+m) = y(n+m+k)
= -1 1if y(n+m) = y(n+mtk)

3.3. ENERGY ESTIMATION

The amplitude of the speech signal wvaries appreciably
Wwith time. In particular the amplitude of the unvoiced segments is
generally much lower than the amplitude of the voiced segments.
The short time energy function is a convenient way of representing
the amplitude variations. The short time energy function is

defined as,

E= T I[xm) wnml° g.12

where x(n)
w(n)

If the window function is of smaller duration on the

speech signal.

]

window funection.

order of the pitch period, energy function will fluctuate rapidly
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depending upon the exact variations of the speech signal and will
not provide sufficient averaging to produce a smooth energy
function. On the other hand if the window function is of longer
duration on the order of several pitch periods the short time
ciergy function will change very slowly and will not adequately
reflect the changing properties of the speech signal (Rabiner
1978). Thus no single value of N ie window length 1s entirely
satisfactory as pitch period varies from 20 samples for a high
pitch female and a child voice up to 208 samples for a low pitch
male voice. Therefore a suitable practical choice for N is on the
order of 108-208 for 19 kHz sampling rate.

The window function chosen for the short timc energy

function is Hamming window represented by,

h(n) = 8.54 - 8.46 ¥ cos( 2 ¥ n ¥n / (N-1)) #g< n = N-1
=4 : otherwise.
3.13

The bandwidth of the Hamming window 1s twice the

bandwidth of the rectangular window. The Hamming window gives much
more attenuation outside the pass band than that given by
corresponding rectangular window of the same duration. The
attenuation of the window is independent of the window duration.
The short time energy function can also be used to locate
approximately time at which voiced speech segments become unvoiced

and vice versa and for very high quality speech (high signal to

noise ratio) the energy function can be used to distinguish speech

from silence.
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CHAPTER 4

ANALOG SIGNAL CONDITIONING.

4.1. INTRODUCTION

As a part of the project a general purpose analog signal

conditioning system is built up (Shah 192%). The system consistis

of two units, one at the input ADC chanmel of the D5SFP25 board and
the other unit i=s at the output DAC channel of the DSF board. The
overall block diagram of the unit is as shown in the Fig 4.1. The
box at the input has & preamplifier and an active elliptac et

pass filter. The box at the ocutput has another section of the
filter and the output board. The ocutput board has the facility of
providing four outputs at different voltage levels for test, tape
recorder, microphone, and speaker. The pcbkb layouts of thie
preamplifier, filter, and the output board are given in appendi:

A.
4.2. INPUT PREAMPLIFIER STAGE

The circuit of the input preamplifier stage 1s as =l

F
[ § =

in the Fig 4.2. The capacitor coupling at the input of
preamplifier prevents any DC shift that may be pre=ent at the

output of the microphone. The RC circuit acts as a high pas

filter with a cutoff fregquency of {éﬂHz. Two diodes at the Linput
of the IC protects the IC against excessive voltage at the input.
The series resistance limits the current entering the IC inpu=
terminals.

The preamplifier circuit provides the Tfacility of two
gains for different microphones. This circuit ensures that output

of the amplifier is in the range of *5 volts. The circuit operates

on the 12 volts power =supply.
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4.,3. LOW PASS FILTER

All the phonemes and other speech segments are digitized
using an ADC which is on the DSF board. These speech segments  are
sampled at sampling rate of 1@ kHz. In order to avoid aliasing,
the analog signal must be passed through low pass filter. All the
voiced speech segments span the freguency range up to a few hertszs
while the speech seagments in  the higher freguency range are
unvoiced. Therefore the low pass filter should have a sharp cutoff
near 5 kHz. A seventh order active elliptic filter is used faor
this purpose. The signal frequency components below 4.6 kHz are
within 8.3 db of no attenuation at all, while components above 3 k
Hz are attenuated by at least 48 db (Pandéy 1287 Y. The freguency
response of the filter is as shown in the Fig 4.4.

It is a cascade of three bigquad sections. each tuned
independently. The filter circuit diagram is as shown in the Fig
4.3. For each section the resonant fregquency fo. the gquality

factor g, and the notch frequency fn is as follows,

Section one:

Il

fo = Z.4 kH=z g = 1.24 fn 8.37 kH=z
Section two:

fo = 4.35 kHz g = 4.60 fn = 5.57 kH=z
Section three:

fo = 4.864 kHz q = 22.8 fn = 3.84 kH=z

Each section can be tuned to its fo, g, and fn as follows:
fo = Tune R3 to get a resonarnce at the bandpass output,
node 3 (there should be 180 phase shift between input and output

at resonance fregquency fo).

q = Tune R1 for unity gain (at node 3) the resonance

frequency fo.

fn = Tune RS to null the node 4 Dutpdt at the notch

frequency fn.




4.4. OUTPUT BOARD

fhe circuit diagram of the output board is as zhown in
the Fa 4.5, The output board consists of four modules IE

provides four options.

1% * 53 volts output which can be fedback to the filter input.
2 * 300 mvolts output option for the recording the signal on

the tape recorder.

Zr» * 253 mvolts output which can act as an 1input to the
micraophone.

4> The output from the power amplifier which can drive the

loud speaker.

The output from the DAC i1s fed to the filter. The filter
output is fed to the buffer on the Du%put board. The output aof the
buffer is fed to all the modules simultaneocusliy. *5 valts 1is the
direct output of the buffer provided as test signal. Using a
suitable gain the inverting amplifier can be used to generate the
* 3068 mvolts output for the tape recorder. Similarly the suitable
gain of the inverting amplifier can give * 2@ mvolts output fYor
the microphone. A class B push pocl amplifier is used to drive the
speaker. A complementary symmetry combination of KNPFN  and FRNF
transistors is used at the output of the opamp. Both the
transistors are emitter followers hence have unity gain and
provide current boosting. The transistors used are power
transistors ( HL 1@® and HK 1@@ : with ! ampere rating. Only one
transistor conducts at a time. Two emitter resistors eliminate the
Cross over distortion. Two collector resistors ensure that
Circuit drives the sufficient current for the speaker. The speaker

used is a B@.5% watts 4 ohms speaker.

4.5. PCL DSP-25 BOARD

The block diagram of the DSF-25 board is as shown in the




Fig 4.6 (FPCL DBF25). The add-on card DSF board FCL-DSFZ5  from

Dynalog MicroSystemse Fvt. Ltd. is suitable for real T a4 e
implementation of the speech traaining &id. It is based
TMSIZ20C25 digital signal processor operating at 43 MHz. The O5F
card has &4k words of program memcry and &4k words of data memor v .

On board ADC converter has a 25 ws conversion time. The 1& oux
programmable timer clocked at 5 MH:z is programmed to provide star i
of conversion pulse to ADC at required sampling interval. The o
pulse from ADC interrupts the processor ftor reading the digitized
sample. The DSF board fits in the one of the espansion slots o
the FC motherboard. The digital signal pProcessor has A
instruction cycle of 1900 ns  for all instructions except for
branching and memory exchange instructions. It has 544 words of oo
chip RAM divided into three blocks. A block of 256 words can  be
configured either as program memory or data memory. With L it
ALU and single machine cycle multiplicatio:. 1t is ideally suited
for signal processing applications. The speecch signal acguired by
the microphone is amplified., filtered. digitized and analyzed by
the TMSIZ20CZS to display the vocal tract area function, pitci &

energy on the PC screen in real time. ’

-
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TMS320C25 BOARD
BLOCK DIAGRAM

DIGITAL /0 EXPANSION (50 Pin Connector) (Manual Pg 2-9)
/O Ports, Global Memory, BIO, INTO, INT1, READY, WAIT, RESET

TMS320C25 PROCESSOR
(100ns Instruction Cycle Time)

1O PORTS

ANALOG I/O

ADC
(PCM 75)
16-bit/'50KHz
or
12-bit/ 100KHz

16-BIT
TIMER/
COUNTER
(5MHz Clock)

PROGRAM :
4 to 15 - User Functions

64k x 16 over Expansion Bus

Maximum 3 - A/D RD D/A WR + CONV.
= 2 - A/D RD D/A WR

(Note 1) 1 - A/D D/A TIMER
—DATA 0 - PC Comm. REG

MEMORY
ghain MAP SERIAL I/O (8/16 bits)
Maximum Man Pg 4-10

(Manual Page 5-5)

DAC
(PCM53)

(SHC - 5320)

SH

CONTROL

ANALOG
our
(RCA Jack)

(RCA Jack)

ANALOG
CONTROL
(42)

(10 Pins)
(Man Pg 2-10

5 Mbits/sec (Synchronous)

(Double Buffered)

SERIAL
vo
(43)
(10 Pins)
(Man Pg 2-11

IBM PC BUS INTERFACE {PC interface is through I/O ports). (Manual pgs 2-3, 24, 2-5)
ADDRESS MEMORY CONTROL STATUS COMMUNICATION C25to PC
COUNTER DATA REGISTER REGISTER REGISTER and PC to C25
AUTO INC/DEC /O LATCH Interrupt jumpers
EFAULT
WBQE,E( (BASE + 6,7) (BASE + 2.3) (BASE + 4) (BASE + 4) (BASE + 0,1)
Fitju're_, 4.6. Block afn:u]'a'qw" - pcL DsP25 bccﬂc[




CHAPTER 5

SOFTWARE DEVELOPMENT

3.1. INTRODUCTION

The software developed for the system consists of two
modules, one running on the PFPC and the other on THS3Z26CZES
processor. Both the modules are running simultaneously (FCL
DGPZ25). Speech signal is sampled and digitized by the ADC of the
DSP board. The digitized data is processed to obtain the speech
parameters namely vocal tract shape, pitch, and energy. The
estimated parameters are displayed on the monitor in real time.
Facility for storage of analyzed parameters and display them in
=low motion review mode also has to be provided.

.The analysis of the input speech 1is carried out by
computing auvtocorrelation coefficients followed by computing the
reflection coefficients wusing Le—Roux BGueguen algorithm, area
function is then calculated from these reflection coefficients and
is displayed as discussed earlier in the section 2.2.

The pitch is detected from the peaks in the
avtocorrelation function. The extraneous peaks in the
autocorrelation function are removed using center clipping
technique. To increase the accuracy in the pitch detection the
input speech segment is centered clipped to remove secondary peaks
in the autocorrelation function which are the result of the
formant frequencies in the vocal tract.

The energy 3is given by the zeroth autocorrelation
coefficient. If the first peak is less than 25% of S{(&) or if R(&)

is less than certain threshold the frame is declared as unvoiced.
D.2. SOFTWARE ORGANIZATION

The tasks to be carried out are divided in the following

steps.

38




1. Acgquisitien of the data by sampling the incoming speech signal
at a sampling frequency of 1@ kHz.

2. Carry out windowing using Hamming window of 236 samples.

Calculate the autocorrelation coefficients from the windowed

data.

4. Compute the reflection coefficients using Le—-Roux BGueguen
algorithm.

5. Compute the area function from the reflection coefficients.

6. Estimate the pitch and energy.

7. Display all the three parameters on the PC screen in graphical

form.

Out of the tasks specified above the allocation of tasks
between PC and the DSP module is very important. As the aim of the
praject is to display the parameters in real time the time
required for executing each task is very impartant. The TMS326GC2Z5
processor works on fixed point arithmetic so the computations
involving floating point arithmetic should be preferably assigned
toc the numeric processor of the PC.

The DSPZ25 board has on chip ABC. The TMSIZZBC25 processor
has in built timer which can be used toc sample the ADC at the
required frequency. So the task of sampling the input speech
segment at 18 kHz frequency is assigned to the processor. In order
to avoid the time required for the transfer of data between the
processor and the FC, windowing of the dats is done on the DSF
board. The window coefficients are written toc the external data
memory of the processor. The autccorrelation coefficients and the
reflection coefficients are calculated on the DSF chip.

The Dynalog MicroSystem’ s FCL DSF-25 board has on board
ADC. So sampling of the input speech segment is carried out on the
board at a sampling freguency of 1@ kHz. The on—board timer can be
programmed for different sampling frequencies. The timer is a 1&
bit counter, which can be read and loaded as Port—-1 of the DSP

chip. Writing to Fort—1 loads up a register which :5 reloaded into

the counter at the end of each term:':al count. Reading from Port—1




reads the current value in the counter The end o7 CONYErs1or
signal from the ADC 1s used to generate an inrerrupt to  the LHF
chip.

The digitized samples are multipiied by Hamming window
coefficients for windowing the incoming data. i e Window

coefficients are written in the external data memory and then
transferred to the program memory of the DSF board.

The autocorrelation coefficients, and the reflection
coefficients from the autocorrelation coefficients can oe
calculated using fixed point arithmetic, so this task is assigned
toc DSP board.

Calculations of area function require floating point
arithmetic so this task is assigned to the numeric processor of
FC. The reflection coefficients calculated on the DSF board are
stored in the shared data memory cof the TMS3IZOC25 processor. These
values then can be read directly and processed further by PC. This
makes the DSF board free for computing pitch and energy.

The pitch estimation algorithm requires computation of
autocorrelation coefficients for detecting peaks over the whole
window length. Hence this task is assigned to the DSF board.

The energy estimation requires floating point arithmetic.
Hence i1t is calculated on the FC.

Instead of refreshing the whole window the previous image

is erased and the new image is put on the screen reducing the time

required to display the whole image. All - ne parameters  are
written directly to the video RAM to save the time. Using this
method the EGA monitor can be used in the high resociution color

mode. The image 1s generated as an array of offsets in the video
ram. In the current display 1946 bytes are written to the video
RAM. When stored image is also displayed on the screen 296 bytes
are written to the videao RAM.

Thus the allocation of the tasks between the FC and the

DSF board is as shown in the Fig S.1.
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2.3. IMPLEMENTATION DETAILS

The software developed for the system has two modules,
one running on PC and the other on the 05F board. The DSF chip is
a fixed point processor. So the floating point computations can
not be assigned to it, instead they are carried ocut on the PU. The
tasks of data acquisition and estimation of parameters is assigned
to the DSF chip. The PC module provides the user 1nterface. In
order to avoid the communication overhead on the DSFP board the
image 1is generated on the PC. Instead of refreshing the whole
image the previous image is erased and the new image is put on the

screen reducing the time required to display the image.

S9.3.1. DSP BOARD MODULE

The program "pra.asm" estimates the reflection
coefficients. The input speech segment is sampled at a sampling
rate of 18 kHz by on board ADC. 5@% overlapping of the window 1s
done to increase the accuracy in estimating the parameters.

The strategy used for achieving the block overlap can be well
understood from the Fig 5.2.

The sampled data is continuously written to tne external
data memory of the processor. Incoming data is entered toc the
locations 4868068h and 41@0h alteratively. Data memory locations
4@03h to 41ffh act as a circular burfer of four sections each of
sizre 128 bytes. Let these sections be called as *A", "B", "(C", and
"Dv. Depending upon logic, data from two successive hlocks 1s
retrieved to the location 42880n in the data memory Tor further
processing. In the first cycle the data from the adjacent sections
A" and "B", 1s copied to the location 428@h. Further processing
is carried out on the data at these locat:ions. At the end of the
computation which takes 1@ms another. section of the incoming data
is availaéle in the block "C". So for the next processing the data
from the blocks "B" and "C" is capied toc the location 4200k and

the process is repeated. Copying of the data tc the location 420@0h
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is carried out using BiL¥D instruction. fhis keeps the previous 128
data samples unmodified, that are again used 1n the next
orocessing cycle. Thus 5@0% block overlapping of the incoming data
is achieved.

The sampled data 1is windowed by Hamming window
coefficients. The size of the window chosen is 256 samples as it
is long encough for the autocorrelation function of the windowed
data to approximate the signal autocorrelation function. The HMAC
(multiply and accumulate) instruction of the processor is used to
calculate autocorrelation coefficients.

The reflection coefficients, pitch and energy is
calculated for every block of 256 samples. The reflection
coefficients are written to the shared data memory while pitch and

the energy values are outputted through Port-@.

9.3.2. PC MODULE

The FC module "pra.c" provides the user interface and
graphical display of the estimated parameters. After estimating
the reflection coefficients the DSP chip writes them 1in the
external data memory of the processor. These parameters are them
transferred to the PC through YRdBlock" instruction. The area
function is estimated on the PC. The zeroth autocorrelation
coefficient is transferred to the FPC through the Port—-@ for each
frame. The pitch and the energy is calculated on the FC using the
zeroth autocorrelation coefficient. The graphical display of the
estimated parameters is achieved by means of writing them as an
offset to the video RAM. Various facilities 1like capturing the
images for speech segment, their slow motion display. capturing
target waveform and display of the target waveform along with the

image generated in real time is also provided.
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Sampling using on board ADC
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CHAPTER ©&

TEST RESULTS

6.1. INTRODUCTION

The software developed for the system 1s to be tested faor
its robustness. Testing of the algorithm is carried out by means
of generating analog speech files at different energy levels and
observing the wvariations in the wvaocal tract and pitch. A program
called "MAD" developed by Kulkarni is used to agenerate a speech
file at the analog output of the data acquisition card (Kulkarni
1992). The program is modified further to generate the output at
five different intensity levels. The attenuation factor offered by
different versions of "MAD" program 1s 1.1/2, 1/4, 1/8, and 1/16&
respectively.

The active elliptic filter designed as an analog signal
handling unit has the option of three different gain levels. At
the input of the filter circuit the inverting amplifier has three
different potentiometers. By means aof varving the position of the
center terminal the gain level can be varied. Thus with the
provision of hardware gain and attenuation offered using scoftware
it is possible to generate the speech files =t wvarious intensity
levels.

For testing the algorithm each zspeech file is fed to one
of the versions of the "MAD® program. The gsin of the filter is
varied from 1 to 4 in steps of 1 unit and the eftfect of increasing
intensity level, on the wvocal tract and pitch 1s carefully
observed. The same speech file is then ted to another version of
"MAD" program for different scaling factor and the process is
repeated. Thus for a single speech file at twenty different
intensity levels the vocal tract and the pitch is cbserved.

The energy level at which the vocal tgct shape 1is not
~teady is termed as "OK" while the energy level at which the vocail

tract shape disappears or a random display 1= observed 1in  the
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window, then 1t i1s termed as "BAD". Similarly the pitch @andow
gives steady display of pitch at higher energy levels. As the
energy level is reduced the pitch window shows distortion in 1ts
caontinuous display and below a certain range the piich window is

blank. Then it is termed as "@".
6.2. TESTING WITH DIFFERENT SPEECH FILES

The three digitized speech files /a/. /i/, ‘u/s at  four
different pitch levels are available. The pitch levels are 190,
25, 200 and Z@0@. At twenty different intensity levels each file
is fed and the parameters are observed. The variation in the
parameters with respect to the decreasing energy levels 1is
tabulated in the following tables.

A series of tests are carried cut on varicus 1input data
files. The results obtained are as shown in the tables. The energy
window is calibrated to measure the voltage at the input of ADC
ofthe DSFP board.

It can be seen from Tables 6.2 to &.3 that the pitch
level of the input speech file "aa.dat" 1s increased from @@ to
J@@. The snergy level below which it is not possible to detect the
pitch increases from 1.4 to 3.0 vpeak. The energvy ievel below
which it 1s not possible to clearly identify the wvecal tract shape
increase from @.6 to 1.4 vpeak..

From the Tables 6.6 to 4.9 1t is clear that the pitch
level of the input speech file "ee.dat" is increased from 1800 tao
2@8B. The energy level below which it is not possible to detect the
pitch 315 2.4 wvpeak. The energy level below which 1t 1is not
possible to clearly identify the vocal tract shape i1ncrease from
@.8 to 1.2 vpeak.

The Table 6.180 to &6.13 indicate that the pitch level of
the input speech file "oo.dat" is increased from LGB to 308. I'he
energy level below which ituis not possible to detect the pitch is
@.6 vpeak. The energy level below which it 1is not possible

clearly identify the vocal tract shape is @.6 vpeah .

4.4



Table 6.1 The parameter variaticsa <1bh respect to intensit.
variation Tor aal@@.dat file.

(synthetic vowel with fo = 1@@ Hz)

DAC scaling Filter I/P ADC Energy FPiteh Vocaltract
Factor Gain DSP board Est Est Shape
: A i 2.4 AN ie@ d good
1 2 a.6 2l 166 good
i 3 7.@ Fu 12@ good
i 4 sat sat - ——
2 i y B.& @ ak
Zz 2 2.5 i ig@ d good
2 =5 I b 1.8 i9a goad
2 4 6.8 3.@ iae good
G @G.&6 @.= @ bad
F 2 .2 A.5 @ ok
3 3 2.8 1.0 @ goad
= 4 3.6 166 good
4 1 a.a a.a @ bad
4 2 B.& @.= @ bad
4 3 1.@ @.5 a ok
4 = 1.4 G.7 @ good
i a.a @.0 @ bad
8 2 @.@ @.a @ bad
3 = @.4 @.z2 @ bad
S £ a.8 G.4 @ ok




Table 6.2 The parameter variation with recrnsct te Rl =l

rt

variation for aal2b.dat file.

{synthetic vowel with fo = 1235 Hz)

DAC scaling Filter I/P ADC Energy Fitch Vocaltract

Factor Gain DSP board Est Est Shape
i 3.4 1.5 125 d gocod
i § 2 = P 128 goad
b 3 8.a 4.@ 125 good ”
1 4 sat sat s —
2 i 1.4 @a.7 @ ok
2 o 3.0 1.5 i25 d good
2 = 4.6 2.@ 125 good
2 4 6.4 3.2 25 good
3 @.8 a.4q @ bad
= 2 1.4 @a.7 @ ok
3 = 2.8 1.0 @ ok
S 4 Binl 1.6 125 good
4 1 " @a.2 @ bad
4 2 . @a.z @ bad
4 3 1.4 a.5s @ bad
4 4 1.6 @.g @ ak
= 1 @a.a B.0 @ bad
. 2 . @a.a @ bad
a2 .S a.4 a.2 3 bad
8 4 @a.8 a.4 i baa
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Table 6.3 The parameter variation with respect to

a
-+
m

4
I

o
I+

variation for aaZ@B.dcat Tile.

{synthetic vowel with fo = 20@ Hz)

DAC scaling Filter I/F ADC Energy Fitch Vacaltract

Factor Gain DSFP board Est Est Shape
b 1 4.@ 2.6 20a good
i 2 8.4 4.2 . 206 good :
1 3 sat sat i S
1 4 sat sat = =
2 1 2.@ 1.0 @ gooad
2 P 4.8 2.6 208 good
Z = 6.4 3.8 206 good
2 4 1.@ S.8 200 gooc
3 1 1.@ a.5 @a ok
3 2.@ 1.@ 73] good
; 3 3.@ i P 20 goad
=) 4 2.0 2.5 206 good
4 1 @.4 @.2 @2 bad
4 2 1.@ @.5 @ bad
& 3 1.4 @.7 @ goad
B £ 2.4 1.2 @ good
5 1 a.@ a.a @ bad
2 2 @.4 @a.2 @ bad
= 3 a.8 @.4 @ bad
o 4 Yowi @G.6 2 ok




Table 6.4 The parameter variation with respect te 1tensity
variation for aai@@.dat file.

(synthetic vowel with fo = 3@@ Hz!

DAC scaling Filter I/FP ADC Energy Frtch Vocaltract
Factor Gain DSP board Est Est Shape
) i &.0 .6 2@ good
it 2 i2.@ &LH.@ Zae good
;8 =3 sat sat e e
i 4 sat sat = ——
2 Z.0 1.8 @ goad
2 2 &.@ 3.8 Zoa good
2 3 9.0 4.9 Z20 good
2 4 sat sat == -
S i 1.4 a.7 7] ok
2 3.0 1S @ good
5 = 4.8 2.4 @0 goaod
= 4 &.0 z.@ AT 1] good
e g.56 @.= @ bad
4 2 1.4 @a.7 @ bad
4 = 2.4 1.2 @ good
4 3 5.0 - @ good
= 1 a.z @.i @ bad
a s 6.8 G.4 @ bad
5 3 Epd a.& ok
= 4§ 2.8 i.@ @ ok




Table 6.5 The parameter variation- with respect tc intensity
variatior for eel@d.dat file.

isynthetic vowel with fo = i9@ Hz i

DAC scaiing Filter I/P ADC Energy Fitch Vacaltract
Factor Sain DSP board Est Est Shape
1 1 s.@ 1.9 18@ good
1 2 6.8 3.4 iGa goad
1 3> 5.8 4.5 1aa good
1 4 Fb 4.8 ige good
2 h - 1.4 8.7 @ good
2 2 3.4 3 1 4 1a@ aood
2 3 4.6 2.3 16@a good
2 & &.8 I.0 166 good
3 i @.8 @.4 @ bad
3 2 1.6 a.g @ good
3 3 2.4 13 @ good
3 4 3.0 1.5 1@@ good
4 a.4 2.2 @ bad
4 2 @a.g8 @. @ bad
4 = 1.2 -6 @ ok
4 4 1.4 7 @4 ok
8.0 2.@ (%] bad
2 2 -4 8.2 @ bad
a = a.s6 B.3 @ bad
8 4 a.s @.4 @ bad




Table 6.6 The parameter variation with respect to inter=:t '

variation for eelZS.dat file.

(synthetic vowel withn Yo = 125 Hz!
DAC scaling Filter I/P ADC Energy Fitch Vocaltraci;7
Factor Gain DSF board Est Est Shape
1 i | Z.4 Yol 125 good
i 2 7.0 Dhmih L2 good
3 = 9.6 4.8 125 good
1 4 1@.a@ S.@ 125 good
2 1 1.6 @.8 @ good
2 2 Suills 1.8 125 d good
2 3 S5.@ 2.9 125 good
2 4 &£.8 3.4 125 good
= a.s 3.4 @ bad
S 2 i.8 @a.< @ ak
= 2.4 h @ good
3 4 3.4 B ¥ 125 goad
4 i @.4 @a.z2 a bad
4 2 a.8 @. & had
1} e @. a ok
4 4 G S 3.7 @ goad
ks i @.a @ bad
3 P " @.2 @ bad
s > - G.= @ bad
5 1.8 @S @ bad




Table 6.7 The parameter variatiron with respect £t intensity

variation for eeZ@@.dat file.

isynthetic vowel with fo = 20@ Hz )

DAC scaling Filter I/FP aADC Energy Pitch Vocaltract

Factor Gain DSP board Est Est Shape
i i i 4.8 2.8 208 good
i 2 7.8 4.5 20a good
1 3 12.8 &£.4 2@ good
i 4 sat sat s Tm—r—
2 1 2.@ 1.0 good
2 2 5.8 2ol 28@ good
2 %] &4 7 200 good
2 < 8.4 4.2 20@ gcod
3 1.6 2.5 @ ok
= 2 2.4 1.2 & good
3 X Bl 2 B 208 d good
3 4 4.2 Bad 2@ good
4 1 G.6 s & bad
4 2 G B.s @ bad
4 = 1.6 @.8 @ ok
4 4 2.0 1.@ @ good
2 1 G.a a.a @ bad
L 2 B & @a.= @ bad
g 3 z.8 @.4 @ bad
b 4 . @.5 @ bad




Table 6.8 The parameter varaiatson with respect to intensity
variation for eei@@.dat file.

isynthetic vawel with fo = 3@8@ Hz)

DAC scaling Filter I/F ADC Energy 31 ek Vocaltract
Factor Gain DSFP board Est Est Shape

i X 4.4 e Zaa good

1 2 F .6 4.8 Zaa good

1 14.@ 7.0 Z@d good

1 sat sat S ——

2 1 22 1.1 2@ d gooad

2 2 4.8 2.4 Ia20 gocod

2 > 7.@ s Iea good

2 4 7.@ 4.5 Ies good

.1 1 12 B.6 @ ok
) 2 2.4 1.2 IBa goaoad
= 3 .4 L7 200 good
4 4.4 22 209 goaod
4 @a.s B3 a bad
4 2 h P @.6 @ good
4 S 1.6 @.8 7] goocd
4 4 2.4 i.2 00 good
b o 2.8 @.a@ 7] bad
s 2 -5 8.3 (%] bad
a A = 2.4 @ ak
S 4 Jinid 2.6 @ good

h
%




Table 6.9 The parameter wvarizatinn with resae Ly ‘rten

0

variation for ocol@dl@.dat file

{synthetic vowel with fo = 186 Hr )

DAC scaling Filter I/P ADC Energyv Fitch Vocaltract
Factor Gain DSF board Est Est Shape
3 1 p L @.6 i@ ok

: § 2 2.4 L+2 102 good
1 & 3.6 1.8 ioa good
1 4 sat sat = e
2 1 a.s6 2.3 @ bad

2 2 1.8 .6 100 ok

2 = 2.@ 1.@ iaa good
2 4 2.4 $.2 106 good
3 1 a.a@ @.0 @ bad

3 2 @.6 e.z i@e d bad

i 3 1.8 @.5 i12@ ok

i B 1.2 Q.6 106 gooad
4 1 @.@a a.a @ bad

24 2 @.a @.a @ bad

4 3 @a. @a.2 @ bad

4 4 Q. @a.3 @ ok

= @.@ . @ bad

a 2 -@ - @ bad

2 3 . & 3.0 @ bad

3 4 2 2.@ @ bad




Table 6.1@ The parameter variaticr =with re2

n
13
1
n
it
o+
0

1atensity
variation for oclZS5.dat file.

{(synthetic vowel with fo = 125 Hz)

DAC scaling Filter I/P ADC Energy Pitch Vocaltract
Factor Gain DSF board Est Est Shape
1 i %2 d.& 125 ak
| Z 5.0 LD 125 gooad
1 3 4.0 2.8 125 good
1 4 sat sat S e
2 1 a.é6 8.3 125 a bad
=z 2 1.4 6.7 125 ok
2 3 2.4 1.8 125 goad
2 Z 2.8 1.3 125 good
= 1 2.a a.a @ bad
= 2 a.s6 a.3 @ bad
= 3 - B.5 125 d ok
£ & 1.4 a.7 125 good
4 1 @a. 2. a bad
4 2 @. -2 @ bad
4 = @a. @ bad
” 4 & 2.8 2.4 125 d ok
8 1 a.@ 2.2 5} bad
S 2 3.@ 2.0 @ bad
2 2.a @.a @ bad
3 & @.4 S @ bad




Table 6.11 The parameter variation with respect to intensitvy

variation for ocZ@d@.dat file.

{synthetic vowel with fo = 288 Hz)
DAC scaling Filter I/F ADC Energy FPitch Vocaltract
Factor Gain DSFP board Est Est Shape
1 1 1.6 @a.s8 200 good
h 2 Su 1.6 200 good
4 3 4.8 2.2 200 good
1 4 sat sat i e
2 1 @a.8 B.4 20ea d ok
2 2 1.6 @a.3 208 good
2 3 2.0 1 200 good
2 £ 2.8 1.4 200 good
3 1 @.4 @a.2 @ bad
3 2 .8 a. 200 d ok
X . 1.@ @. 200 ok
3 4 1.4 @a.7s 26 good
S i 4 @a.@a 2.a @ bad
4 2 .4 a.2 4} bad
4 3 @a.& a.3 208 d bad
4 S 6.8 @.4 208 ok
1 ag.@ @a.a @ bad
3 2 e.@ a.e @ bad
9 3 @.a 2.8 @ bad
9 4 @a.a 3.6 4} bad




Table 6.12 The parameter variation with respect to intensaty
variation for ocoi@@.dat file.

(synthetic vaowel with fo = 3I0@ Hz)

DAC scaling Filter I/P ADC Energy Fitch Vocaltract
Factor Gain DSFP board Est Est Shape
i 1 3.0 1.9 raa good
iR 2 6.8 3.4 Soa good
i 3 g.@ 4.5 Ioa good
1 4 sat sat e s
2 1 1.6 a.8 3I0@ d good
2 2 B 1.6 386 good
= 3 4.4 22 06 good
2 £ &.8 3.@ J0a good
@.8 @.4 a good
. 2 L..b 2.8 308 good
= B 2.4 L2 J0a good
3 4 3.0 1.8 z0e good
4 1 a.4 @a.2 @ bad
4 2 .8 Q.4 @ goad
4 3 3.2 B.6& @ goocd
& 4 1.4 a.7 Z@aae d good
S5 i @a. &.@ @ bad
8 2 @.4 @a.2 @ good
s 2.6 @.3 @ ok
5 B Q.6 @.3 @ ok




SUMMARY 7

SUMMARY AND SUGGESTIONS FOR THE FURTHER WORK

7.1. SUMMARY

The aim ot the project is to develop a real time speech
training aid for the deaf. The system should provide the facility
for capturing the images of the speech segment, and slow motion
display. This system can be used for training the prelingually
deaft person by helping them to learn the movements of the
articulators while speaking.

This 15 in continuation of the on—going efforts at 1I1.1.T.

Bombay for develioping such a training aid. Software for such a
system was already developed but fhe system is not tested for its
robustness.
A general purpose analog signal handling system 1is to be built
fore handling the speech signals at the input and at the output of
the DSFP board. The software takes the input speech segments on
block by block basis each of size 236 samples. To impraove the
accuracy the block overlap technigque is to be implemented. The
software is to be tested for different speech files at different
intensity levels. The speech parameters atre not reliable 1n  case
of stop consonants so algorithm is to be modified accordingly. ihe
vocal tract shape can be made more realistic using interpolation
technique between discrete area values. "

As a first step of the project a general purpose signal
conditioning svstem is designed. Two units, one for handling the
signal at the input of the DSF board and the other for handling
the signal at the output of the DSF board are designed. The input
unit consists of preamplifier and a seventh order active elliptic
low pascs filter with a cut—off frequency of 4.6kHz. The output
unit consicsts of another seventh order active elliptic lowpass

filter and cutput board which provides the facility for four




different outputs.

The project being the continuation of the on gowung
efforts, the existing system is studied. In the system the anzlog
speech signal 15 sampled and windowed. The windowed data 1s used
to compute autocorrelation coefficients. The reflection
coefficients are then calculated from the autocorrelation
coefficients using Le—Roux Gueguen algorithm. The area function,
pitch and energy 1is then calculated using tloating paint
arithmetic. The incoming data is processed using overlap window
technique with S84 overlap. The system 1s tested for various

digitized speech files at different energy levels.

7.2. SUGGESTIONS FOR THE FURTHER WORK

The system is tested for various synthesized data files
for different energy levels and the results are found to be very
concsistent. The results may not be accurate in the presences of
noise. To make the system more robust the parameter estimation in
the presence of noise is to be observed.

it 1s not possible to correctly estimate the area
function 1n case of the stop consonants dus  to  very low enesiray
level. So the algorithm can be modified to display either previous
frame or the next framea.

Fresently the system displays the vocal tract shape as
sections of cylindrical cascaded tube. The display can be further
modified by internolating between discrete area values.

Once such &a svystem 1is built and checked for its
performance a stand—alone uwunit can be design=2d using a wmore
powerful signal processor TMS320C36G. The processor should  have
flosting point capability for fast calculation of area function

from the reflection coefficients.

&0
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APPENDIX

Component i
side of
the 7th order active elliptic low
pass filter
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Solder side of the input preamplifier.
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Component side of the output board.
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