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Ab s tr-act 

Prashant S. Gavankar. "Speech tr-ai.n i. n g ai.d for- the deat," M. lecn. 

disser-tation, Dept . of Elec. Engg. , Indian Institute of 

Technology, Bombay, Jan 1995. 

One af the way-s of training the profoundly deaf people to 

acquire proper articulatory features o f speech. is by prov·idi ng a 

visual or tactile feedback of vocal tract shape~ pitch _. and energv 

level. Such a training aid should be capable of estimating and 

displa>;-·ing these parameters in real time on the monitor. The aid 

should also provide the facility of slow motion review. 

The hardware setup of the proj2ct consists of analog 

signal conditioning unit~ DSP board PCL DSP25~ and PC. The speech 

signal is input through a microphone~ passed through preamplifier 

and 7th order active elliptic low pass filter with a cuto"ff 

frequency 4.6kHz. The signal is then fed ta the ADC at the DSP 

board. The signal conditioning unit also provides the facility· for 

four different outputs for microphone _. tape recorder_. test signal_. 

a nd speaker. 

In this proJect the 'v"OCa 1 tract shape is estimated 

considering it as a cascade of cylindrical tubes. The Le-Roux 

Gueguen algorithm is used to estimate the reflection coefficients 

tram the autocorrelation coefficients. The area function is 

calculated from the reflection coefficients on the PC. The pi tch 

and the energy is estima ted from the autacarrelation caeff icients 

on the PC. The center c 1 ipping is done to remove the e>: t raneous 

peaks due to the formant structure of the vacaJ tract. To increase 

the accuracy' of estimated parameters the block 

is implemented. The size of each frame is 

algori thm is then tested for v·arious speech 

intensity levels. 

overlap technique 

256 samples. The 

f i Jes at different 

The system can also display the target vocal tract shape. 

In addition t o the real time mode the s7·stem offers the facility 

for slow motion rev1.ew of the analysis results. 
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CHAPTER 1 

INTRODUCTION 

1.1. OVERVIEW OF THE PROBLEM 

The prelingually deaf people have considerable difficulty 

in uttering an intelligible speech because of the lack of auditory 

feed back. There is no physiological disorder in their speech 

production mechanism. A deaf person may be trained to produce 

normal speech sounds if a feedback is provided by alternative 

non-auditory means. 

Natural methods used to understand and acquire speech by 

the deaf are lipreading, tactile speech reading, and finger 

spelling. A deaf person can also be taught to produce correct 

speech gestures though tactile sensing of teacher's face, neck, 

and breath stream (Nickerson 1980). Each speec h phoneme has its 

own characteristic vocal tract shape, pitch, intensity level, and 

voicing pattern. The pitch and intensity variation convey the 

suprasegmental information. Thus the vocal tract shape, pitch, and 

intensity are the important features that convey the information 

present in the speech sound produced (Padro 1982). Hence by means 

of providing the feedback in terms of these parameters the deaf 

person can be trained to acquire proper features of speech. 

and 

in 

data 

A speech training aid extracts these parameters 

display them on a monitor screen, offers a great flexibility 

terms of presentation, storage, and quick review of the 

(Levitt et al 1980). In such a training aid, the deaf person 

to see undergoing training speaks into a microphone and is able 

the vocal tract shape, pitch, and intensity variations for the 

speech sound uttered in real time on the screen in 

form. The speech training aid should ·be able to 

the graphical 

e>: tract and 

display tne parameters on the screen with the minimum 

delay in order to establish the correspondence between 

6 
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produced and tne parameters displayed 1Pandey l~b.·J. 

1.2. SPEECH TRAINING AIDS 

Spectrographic display of speech s1gnnl s have also been 

experimented with as visual speech traJ_n 1ng aid(Bolt 1969) . 

Information available in the spectrographic dis plays include the 

formant frequencies and their transitions and the fundamental 

frequency of voicing. Though the formant frequencies are related 

to the vocal tract shape the information presented is really 

to interpret for achieving the correct articulation. 

hard 

A system developed by Bernstein et al used a PC screen 

for the display and the signal processor TMS32~1~ for extracting 

pitch information from the speech signal in real time 

1986). The drawback of this training aid is that it 

(Bernstein 

does not 

convey any information about the actual effort required to produce 

speech of intended quality. 

Bristow et al have reported a vocal tract shape display 

aid using a microprocessor fast enough for real time processing 

and a domestic television s et for the display (Bristow et al). 

Display provides the plot of vocal tract area verses the liner 

distance along the vocal tract from glottis to the lips. In speech 

training design by Padro area function was extracted u sing 1 i-near 

predictive coding (Padro 1982). A special interpolation 

is designed to improve the performance of the aid. In a 

algorithm 

modified 

form ?f this aid a realistic vocal tract shape is displayed on the 

screen and is manipulated according to the area 

avaiJable after processing the speech signal 

function 

trame by 

values 

frame. 

Signal processor micro p7720 from NEC is used 

analysis. 

to perform speech 

A speech training aid developed by Shigenaga and Kubo 

also intends to train the deaf in articulation of vowels and some 

consonants (Shigenaga et al 1986) . It shows the place and manner 

of articulation required to 

displaying the reference vocal 

produce the intended vowel 

tract shape and that of 
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c>.ctualJy uttered sou;H· :;uppri:nposPd on each 

more physical unders~andab1 lity in terms ot 

articulators such as tongue, lips etc. 

1.3. THE EFFORTS AT I.I.T. BOMBAY 

othe1" 

irier.t · f-y•Jni: di rferent 

In earlier efforts at I.I. T. 6ombav, a hardware setup and 

programs are developed for implementing a speerh tr~1n1ng aid 

Gupte 1990, Taklikar 1991, Gracias 1991, Khambete 1 99~, Bhagwat 

1994). Speech segment i. s 11ttered through a mi r-r-ophone. processed 

on the signal processor, and the extracted parameters are 

transferred to the PC for display. 

The input speech signal is processed on fr~me by frame 

basis with a frame length of 30 ms. Acquisition of the data for 

the nex t 30 ms is done simultaneously when the previous frame is 

analyzed. These analysis parameters are to be transferred to the 

PC for the display while the newly acquired frame is being 

analyzed. Analyzed parameters are to be processed and displayed on 

the screen by the PC i n the following time frame of 3m ms. Thus 

for a particular frame the display of the vocal trac t shape for i t 

will be displayed after a delay equal to 90 ms. This value is 

wi thin the acceptab le limits o f the delay which is not disruptive 

for the perception of the speech while viewing t he speaker 's face 

(Pand ey 1987). Speech parameters analyzed b y the sign3l processor 

ar e transferred to the PC for the display on the sc r een. lhe 

The overall real time performance can not be ~chieved by 

Gupte (1990) as programs running on PC arP i n hi~her level 

lc:;nguage. 

The system by Taklikar (1991) g ives a g raphical display 

of the vocal tract from the estimated parameters . She tr ied to 

make the vocal tract shape display more reali s t i c. 

Gracious (1991) developed a software on TMS32G10 that 

estimates the vocal tract and the pitch of the data ~ile on 

o f f-line basis. Due to some hardware fault in the board 

not achieve the real time performance. 

8 
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in 

i<.harnrn==>te i_ 19'-F,~ ·: 

time display and 

has imp.emente~ ~he spePch 

slow moti on rev;ew modes 

t ~-a : • 1 n g -=< 1 ri 

fu11 hE c-0•1in 

not display p1tLh as well C\S vor-31 tract on the 

simLt l taneous l y. 

mon i to..-

In the system developed by Bhagwat (1994). 

display of vocal tract shape, pitch , and energy level LS 

g raptnca l 

pe>SS J.b l e 

on the monitor. The vocal tract image is generated in the external 

memory of the DSP board and is then transferred b y the ~C to the 

video RAM. lt can capture and store the vocal trac t shape for a 

number of analysis frames and p rov ides the facilit y to b~owse 

through previously captured frames. 

The systems developed till now treat the incoming 

digitized speech signal on block by block basis. Each block is o f 

the size of 256. samples which is the same as the Hamming window 

length. The parameters estimated in disJoint blocks s~ould be 

correlated to one another. Also to improve the accuracy in t he 

estimated parameters, the parameter estimation should be carried 

out on overlapping block basis. For data acquisition and signal 

conditioning a general purpose unit should be built. Exten s ive 

testing of the algorithm for different speech 

energy level s has to be carried out. 

files at vci.r ious 

The block d iagram of the h~ rdware setup used i s as shown 

in the Fig 1.1 . The speec h s egment uttered through the microphone 

is amplified b y input preamplifier. The output of the preamplifier 

is passed through a 7th order active elliptic 

a s h arp cutoff at 4.6 kHz . The s ignal i s then 

on board ADC of the PCL DSP25 add-on card. 

lowpass filter with 

sampled at l0 kHz by 

The Parameters are 

estimated on the USP board and the 1mage is generated on t h e PC . 

The image i s direc tly tra nsferred to the video RAM for display. 

1.4. PROJECT OBJECTIVES 

The aim of the project 

training aid for the deaf and 

is 

as 

to develop a real 

mentioned earlier 

t ime 

J. t 

speech 

i s in 

continuatJon w~ th e a: 1ier wor k don e at I.I.T. Bombay.The software 

9 



in the system is to be tes ted e :·: tensive 1 y for ci1fferent 

files at various energy levels. The s ystem s hould also 

for various natural and synthetic sounds. 

b e ti=-<:i.:1 

The present system estimates the speech parameter<: 

without window overlapping. So to improve 

estimated parameters the overlapping window 

used. 

The vocal tract sha pe :i. n no t 

the accuracy of 

techn1.que is t o 

in c2se ot 

utterances where tl1ere is complete closure. So t he algorithm i<:: tc, 

be modified accordingly. 

1.5. OUTLINE OF THE REPORT 

Chapter 2 "Vocal tract shape estimation", describes 

model of speech production. Vocal trac t shape estimat lDI: 

algorithms are discussed. 

In the third chapter "Pitch and Energy estimation" . 

description about various pitch estimation algorithms i s g l ., Pr .• 

The estimation of energy from the autocorrelation coefficients is 

also discussed. Various non linea r t ransformations for elimir1at1ng 

the effect of formant structu re of the vocal tract f o r accurcitP 

estimation of pitch is also discussed. 

"Implementation setup", is the fourth chapter ~-; hie~. 

explains the analog signal handling units built as a part of th!::' 

project. Unit at the input of the DSP board has preamplif i e r 

active elliptic filter. While the unit at the analog output o f the 

DSP board has elliptic filter and the output board. 

Chapter 5 "Software devel o pment", fJ I' esents the s ui lvJ .=.r t-· 

description in the fo rm of modules. The a llocation of v ar-i~:us 

tas~s between PC and the DSP board is discussed. 

In the sixth chapter "Test res ults". the res u 1 t :. 

various speech files are listed . The speech files generated 

various energy levels at the output of the data acquis ition - - · - ~l L cif ; 

are processed to estimate the pa r ameters. The results are fcund t.•.; 

be consistent. 

1Q 



f11r t hpr wn1- k . lhe chapter s11rnrnciri;·es the wrJrl rin< ~ 

st Bg~s of the project ~nd suggests rhr ~ldns T~t 

• 
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SPEECH 
INPUT 

ANALOG SIGNAL 
CONDITIONING 

ADC 
INPUT 

ADD-ON DSP25 BOARD 
(program for parameter) 

extarction 

MOt< iT~ 

PC 

(program tor dispaly) 

Figure 1.1 Hardware setup of the system. 
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CHAPTER 2 

VOCAL TRACT SHAPE ESTIMATION 

2.1. INTRODUCTION 

X-ray techniques have been used as direct techniques for 

the determination of the vocal tract shape. But there are 

difficulties in the measurement of the lateral dimensions of the 

vocal tract. The indirect methods for estimating the vocal tract 

shape are based on the principle of the inverse filter model. This 

method makes possible the simultaneous extraction of the vocal 

tract area function. · Any such estimation method should have 

following properties for its real time implementation. 

1 Algorithm should be polynomial type. 

2 Its implementation should 

arithmetic. 

3 It should be accurate. 

be possible using fixed point 

4 It should be numerically stable even with round off and 

truncation errors. 

2.2. SPEECH PRODUCTION MODEL 

A block diagram of the model of the speech production 

system is as shown in the Fig 2.1. The speech signal is modeled as 

the output of a cascade of three filters driven by an impulse 

train for voiced sound or random noise for unvoiced sound (Rabiner 

1978). 

S(z) = V(z) G(z) U(z) R(z) 2.1 

where 

S(z) = z-transform of the speech signal. 

V(z) vocal tract transfer function. 

G(z) = glottis c h~ rac teristics . 

13 



R(z) = rad1a~1on c haracter1st1cs. 

U( z) = e xcitation. 

The excitation in this mode l is eithe r periodic l.mpulse 

sou r d s train or random noise for the v o1ced and unvo iced 

respectively. Hence Utz) = 1. 

Lossless tube model: 

A widely used model for the speech. product i on based 

upon the assumption that the vocal tract can be represented as a 

concatenation of lossless acoustic tubes of uniform lengths and 

varying areas of cross-section as shown in the Fig 2.2. The area 

function of the vocal tract is defined as the var1ation of its 

·cross-sectional area with respect to its distance from the 

glottis. If large number of tubes of short lengths is used, it can 

reason~bly be expected 

concatenated tubes to 

that resonant frequencies 

be close to those of a 

o f 

tube 

the 

with 

cont inuously varying area function. Since this approximation 

neglects the loses due to friction, heat conduction, 

vibration, the bandwidths of the resonances differ from 

detailed model which includes these losses. 

and wall 

those of 

Let the vocal tract be divided into an arbitrary number 

of sections, N each of length 1. The solution of the acoustic wave 

equation results in the waves travelling i n the forward and 

backward directions. The pressure p (x,t) and the volume ve locity 
m 

u (x,t) at the mth section are given by m . 

u (x,t) 
m . 

p (x, t) 
m 

where, 
+ 

(x, t) u 
m 

{.I (x, t J 
m 

+ 
u (x,t) m . u (>:.t) m . 

= pc [ + ------ u (>:,t) + 
Am m 

= volume velocity 

(Glottis to lips) 

= volume velocity 

(Lips to Glottis) 

14 
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p ( },' ~ t) 
ITI 

pressure. 

p density of air 

c = velocity of sound. 

th = cross-sectional area of the m tube. 

" = distance from the lips. 

The relationship between travelling waves in the adjacent 

tubes can be obtained by applying the principle that pressure wave 

and the volume velocity are continuous 

everywhere in the system. 
in both time and space 

u 1 (>: • t) = u (>: • t) m+ m· m m· 2.4 

p 1(>:, t) ::= m+ m t} 2.5 

th where x is the distance from the li.'"ps to the boundary of m and m 

( m + 1)th section. As the tube is assumed to be lossless, 
+ t) is same as u 

1
(x • 

m+ m· t) delayed by time T = lie. 

+ 
u 

1
(x , t) = 

m+ m· 
+ 

U (>: , t - T ) m+1 m+1 · 2.6 

u 1(>: • t} = m+ m· U l (>: l' t + T } m+ m+ · 2.7 

Using equation to 2.7 we get~ 

+ u (t) = u (t} 
m m 

p (t) 
m 

By rearranging, 

+ 
u 1 (t m+ 

u ( t 
m+l 

- T) = 

+ T) = 

u (t) 
m 

u (t J] 
m 

1 ------
1 + r 

m 

·1 
------
1 + r 

m 

+ 
u 1<t m+ T) U 1 1t + T ) 2.8 m+ 

e c + 
= -- ---[ u . ( t .,.. 

m-r 1 ,q 
r ) + um+ 

1 
( t + T .>] 

m+1 
2 .9 

+ 
[ u (t) r u (t)] m m m 2. lta 

+ 
[-r u (t) + u ( t)] m m m 2.11 

15 



where, 

If the 

T = l , 
s 

Taking 

volume 

r = 
m. 

velocity ]. s 

A - A 
m. m.+ 1 

A + A 
m. m+ t 

digitized using the 
+ + 2c = r/2, and writing 1.1 Cn_) = 1.1 Ct:> we m. 

+ f 
u fen -

m.+ 2 

1 u Cn + -- _) 
m.+1 2 

z-transform of 

f = ------
1 + r 

m. 

1 = ------

the 

1 + r 
m 

above 

1 / 2 

m. 

[ + 
ct_) u r m. m. 

[ + --r u c t _) + 
m. m. 

equations, 

samp lin g 

get, 

1..1. - ( t:>] 
m. 

u Ct_) ] 
m. 

interval 

2 .13 

2 .1 4 

G;+,,-2 >J r [~+ z 1 
-r J <2>J 2. 1 ::. 

= -------- m. m. u 
1

ez:> f + r -1 -f u- Cz_) m.+ m -r z z m. - m. 

At the front end of the vocal tract ie 1 i ps the tube 
opens into an infinite area ie r

0 
=f. The entire wave is reflected 

from the lips. While at the other end of the vocal tract ie at the 
glottis the vocal tract is terminated into 
impedance hence there is no reflection ie ro = 0 . 

Hence equation take the form, 

~;+1 Cz:>j 
u fez:> m.+ 

Cz:>l 

Cz:>J 

cm.+1>/2 
=z 

~ -1 -r z 
m. 

K is a gain factor given by m. 

K 
m. [~; 

m. 

ez_)l C 

Cz:>j 

-r D+ Cz_) 
m m.-f [- j 

2 -1] l);;,_f(2) 

16 
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m 
_( 

}( = n ------
m 1 + r 

i=l i 

7. 19 

2.3. WAKITA INVERSE FILTERING 

Wakita inverse filtering is used for the estimation of 

the reflection coefficients (Wakita 1973). It is a modification of 

the Levinson-Durbin algorithm used for LPC analysis. The speech 

signal S(n) is the output of an all pole filter with impulse train 

or the random noise as the input excitation. This assPmption is 

valid for all sounds except for a few fricatives and 

where velum is lowered and nasal cavity is coupled. 

for nasals 

If p is the order of the all-pole filter then its 

tr~nsfer function is given by, 

H(z} 
G S(z) 

-------------- = --------

1 + 
p -k 
E a 1-· z 

k=l . 

U(z) 

S(z) = z-transform of the speech signal. 

U(Z) = z-transform of the input. 

In t).me domain, 

p 
s(n) = E ak s(n-k) + G U(n) 

k=l 
p 

s(n) = - E ak s(n-k) 
k=l 

the expected value of the squre error with respect to 

"' e = E [ s(n) - s(n) J 

The minimum occurs when, 

da 
k 

This results in the following condition, 

p 

Ea_ E[s(n-k) s(n-j)] 
.- -1 J J-

- E[s(n) s(n-k)J 

2.2QJ 

2.21 

2.24 

2.25 



E[s ( n-r) s(n-.J )] = R i » - 1 J = R 11-k ) 

where R( i) is t h e a u tocorre l at ion function . 

R (0) R (l ) R(p-1) a l R(l J R ( 1) R(0) R (p- 2) a --:> R{:·' J 
·.~ . 2 7 .L. 

= 
R(p-1) R(p-2 ) .......... R(G) a R(p ) p 

i.e R.a = r The matrix R is symmetric and Toep litz. The 
solution of these equations can be obtained using Lev inson-Dur bin 

algorithm. The recursive algorithm is as follows , 

k . =-
1 

+ 1) = a
0

(J) = 1 

j 

E 
i=0 

a .(j) R (j + 1 - iJ 1 . 

--------------------------j 

E ai(J) R (i) 
i=0 

a . (j + 1) = a . ( j) + k . a . 
1 

. (j) 
.z. l. J 3+ -i 

a . 
1
U+l) 

3+ = k 
j 

2 .28 

2 . 2 9 

2. :.:::1 

The indices in the parenthesis indicate the i t e ra t ion 

number (0 S j S p-1 ) and t he subscripts are the f i lter coefficie nts 
numbers. Let, 

~ . (z) = 
.J 

B.(z) = 
J • 

j 

E 
i=G 

j 

E 
i=0 

a ( l ) 
l. 

a. (j) 
.l 

-i z 

From ~quations 2 .32 and 2.33 wet, 

18 
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( z.J l 
(z) J 

it can be shown by induction that r . 
1
= k . 

]+ J 

The intermediate variables in the 

( z) l 
J 

,_ . __ :.4 

z) 

Levinson-Durbin 

algorithm correspond to the boundary conditions r = 
0 

1. The 

cross-sectional area can be calculated as~ 

A 
m 

1 + r 
m 

1 - r 
m 

A 
m+l 

2.4. LE-ROUX GUEGUEN ALGORITHM 

where 4i"t+l = 1 ., -· 
L • -~•C.• 

The algorithm discussed above is not suitable for the 

fixed point arithmetic implementation as the filter coefficients 

a . calculated using this algorithm can be any real number. The DSP .l 

processor TMS320C25 does not support floating point arithmetic. 

For fixed point implementation of this algorithm Le Roux-Gueguen 

algorithm can be used ( Roux et al 1977). This algorithm is a 

modification of the Levinson Durbin algorithm. It calcul a tes the 

auxiliary variables e.(j) such that, 
.l 

e. (j) 
.l 

i 
E a (j ) R ( i -m .> 

m = d'1 
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lhe recurs1ve equntJ.on is given by, 

J 

e (]+1) = 
l. 

e 1 (J) 
J+ --- - - - - - ---

e (j) + k 
.l J E +1 (J) J -1 

. , .. :rn 

1-p s 1 s p . 3 9 

j is the iteration number (8 ~ J S p) 

initialized as 
The au:<iliary '-'Clriables .sre 

The auxiliary variables are in the range of [-R<0), R(0)]. The algorithm can be implemented using f Jx ed point 
arithmetic. This is a polynomial type algorithm with the number of 

multiplications on the order of (NP + P 2 ) where N is the window 
length. 
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Figure 2.1 Block diagram of speech production system r-1odel. 
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Figure 2.2 Acoustic tube model of the vocal tract. 
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CHAPTER 3 

PITCH ESTIMATION 

3.1. INTRODUCTION 

An accurate pitc h est i mation or esti mat ion o f f undr-1me; : · ..... l 

frequenc y in the speec h s ignal is arr i mport a nt µr o b l em l l • (-i,-

speech processing. Pitc h d e t ec t ors are use d i n voc o de rs , 

identification s y stem, an d aids i:.o thE handi c apped. Bec ause c:d 1 r<_~ 

importance many sol u t i ons h ave been pro pos ed. Al l of the p r opo::.ed 

systems have their limitation s an ci c an be said r1r) 

presentl} a va ilabl e pitc h detec tion sc h e me can be e xpec ted lo g1vP 

satisfactory re<::>ults across a wide range of 

applications, and operating environments. 

There are several reasons which make an 2,ccurate 

reliable pitch estimation a difficult task (Rabiner 1976 ) such M~ . 

1. The glottal e xc itation waveform v a ries with time and is ii 

peri odic t r ain of impul s es . 

2. The shape of the glottal wavefor m is altered sig ni f ic c:u ---, t l ,' 

v o cc.. l tract filter which introduces the formant s tructui · e. T \, p 

true periodic structure may be masked due to s e] ec t 1 ·- r:-

amplification of harmonics. 

3. The v oiced / unvoiced distinction becomes difficult a t low l P ~ el ~ 

of v oicing. 

4. The ma r kers which define the beginning and the end of the p 1tct. 

period are difficult to identify. 

5. Presence of noise can affect the pitch e s timation . 

3.2. PITCH ESTIMATION METHODS 

A number of algori t hms are available for es ti mat in ~J 

pitch of the s peech signal (Gracious i991~ Sap re 1991 i . T he::--.• -



algorithms can be classified as, 

1. Tine domain algorithns. 

2. Frequency domain algorithms. 

3. Hybrid algorithms . 

Only tine donain algorithms are considered here as the 

aim of the project is to develop a real tine inplenentation of aid 

for the deaf. The other two types of algorithms involve the 

transf ornation fron tine to the frequency donain which is 

computationally very expensive. A true real tine performance can 

not be achieved using these two types of algorithns. 

3.2.1. Parallel processing nethod 

This pitch detection schene has been proposed by Gold and 

later modified by Gold and Rabiner (Rabiner 1978). It has been 

used successfully in a wide variety of applications. It is a tine 

donain processing technique. 

The pitch signal is processed so as to create a nunber of 

inpulses which retain the periodicity of the original signal and 

discard features which are irrelevant to the pitch detection 

process. The speech waveforn is sanpled at a rate sufficient to 

give adequate time resolution. The speech is low pass filtered at 

900 Hz to produce a relatively snooth waveforn. The peaks and 

valleys are located in the speech signal and fron their location 

and amplitudes several impulse trains are derived. Each inpulse 

train consists of positive impulses occurring at the location of 

either the peak or the valley. Impulse train is processed by a 

tine varying nonlinear system. When an impulse of sufficient 

amplitude is detected at the input, the output is reset to the 

value of that impulse and then held for a blanking interval, T (n) 

during which no pulse can be detected. At the end of the blanking 

interval the output begins to decay exponentially. When an inpulse 

exceeds the level of the decaying output, the process is repeated. 
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The rate of decay and the blanking interval depends upon the most 

recent estimates of pitch period. The pitch period is estimated 

periodically by measuring the length of the pulse spanning the 

sampling interval. 

This procedure produces very good estimates of the period 

of the voiced speech. For unvoiced speech distinct lack of 

consistency is found. When this lack of consistency is detected 

then the speech is classified as unvoiced. 

3.2.2. The short time autocorrelation method 

The autocorrelation of a discrete tine signal is defined 

as, 

00 

¢(k) = E x(n) x(n+k) 3.1 
lll=-00 

If the signal is periodic with period p samples ¢ (k) = ¢ (k+p) 

It is an even function, ie ¢ (k) = ¢ (-k). 

It attains its maximum value at k=0, ie 1¢ (k)I ~ ¢ (0) for all k. 

The quantity ¢(e) is equal to the energy for the 

deterministic 

signals. 

The autocorrelation function peaks at the shift 

corresponding to the time period of the periodic signal as the 

signal and its shifted version match. With windowed data the peaks 

of the autocorrelation function are tapering. This helps in 

avoiding the false detection of secondary peaks at the multiples 

of the pitch period. The peak of the autocorrelation function are 

selected and the pitch is estimated (Sondhi 1968). 

3 .2 .3 . The short tine average magnitud e difference method 

The computation of autocorrelation function involves 

considerable arithmetic. A technique that eliminates the need for 

multiplications is based upon the fa c t that for a truly periodic 
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input of period p the function 

co 
dC N_.) = E I xCn..> - xCn-k..> I ~ _, ·-· . ..:..,. 

n=-oo 

would be zero for k=O, ! p, !2P ... 

Thus for short segments of v oiced speech d(n_) wi 11 

small at the multiples of the period. 

addition 

The AMDF functior . 

implemented with subtraction, and absolute Vcilut=-

operations, in contrast to addition and multiplicati o•. oper·at i o n!:: 

for the autocorrelation function (Ross et al 1974). With f i >: e d 

point arithmetic the AMDF have the advantage. In this case 

multiplies often are more time consuming and double prec 1s1 or: 

accumulator is required to hold the sum of the large produc t s . 

Therefore the AMDF function has been used in many real time speech 

processing systems. 

3.2.4. Linear predictive analysis 

The basic discrete time model for the speech product i on 

system is as shown in the ~ig 3.1. In this case, the composite 

spectrum effects of radiation, vocal tract, and glottal excit a 1.i o n 

are represented by time varying digital filter whose steady 

response is of the form, 

HCz.) 
SCz_) = ------- = 
UCz..> 

1 

p 

E 
Jq_=t 

This system is excited by an impulse train for 

speech or random noise sequence for unvoiced speech. 

sta t e 

"'"'.:!' ~ ·-·. ·-· 

voiced 

Thi s 

simplified all pole model is a natural representation of non-nas al 

voiced sounds, but for nasals and fricative ~ounds, the acoustic 

theory calls for both poles and zeros in the vocal tract transfer 

function. But if the order P is high enough, the all pole mod e l 

provides a good representation for almost all sounds of speech. 

The gain parameter G and the filter coefficients can be 



... 

estimated in a v ery straight forward and c ompu t ational l y efficien t 

manner (Rabiner 1978 ) . 

p 
s (n.) = E 

k =t 
A linear predictor with predictor coefficients , 

a system with output, 

s(n__) = 
p 

E 
k =t 

sCn-k_) 

The predictor error, eCn..> , is defined as 

"' e(n.) = s(n.) - sen_) = s(n.) -
p 

E ak s (n-k..> 
k=t 

~ . 4 

3 . ~. 

3. 6 

Thus predictor error seq~nce is the 

transfer function is 

output of a s y stem whnsP 

ACz.) = t 
p 

E 
k=t 

-:; . . 7 

Thus if the speech signal obeys the model of equation 3.2 e x a ct l } , 

and c.-xk = ak then e(r0 = G uc·n_)_ Thus the prediction error 

ACz.) will be an inverse filter for the system, HCz..> ie 

HCz.) G 
ACz..> 3 . 8 

The basic problem of the linear p r edictive analys i s is tw 

determine the set of predictor coefficients ak directly fro m t he 

speech signal in such a manner as to obtain a good estimate of the 

spectral properties of the speech signal through the u s e o f 

equation 3.6. Because of the time varying nature of the speech 

signal the predictor coefficients must be estimated from short 

segments of the speech signal. The basic approach is to fin d a set 

of predictor coefficients that will reduce mean-squared predic tion 

error over a short segment of the speech waveform. 

parameters are then assumed to be the parameters of 

HCz.) in the model of the speech production . 

,,~ _,__, 

The 

the 

r-esu l l i r ig 

functi on 



One of the major limitations of the autocorrelation and 

AMDF function as that in a sense they retain too much information 

in the speech signal As a result the autocorrelation function has 

many peaks and AMDF has many valleys. Most of these peaks and 

valleys can be attributed to the damped oscillations of the vocal 

tract response. In the cases when the autocorrelation peaks due to 

the vocal tract response are bigger than those due to the 

periodicity of the vocal excitation, the simple procedure of 

peaking the largest peak in the autocorrelation function will 

fail. To avoid this problem it is necessary to process the the 

speech signal so as to make the periodicity more prominent while 

suppressing other distracting features of the signal. The 

techniques which perform this type of operations on the speech 

signal are called "spectrum flatteners" since their objective is 

to remove the effects of the vocal tract transfer function 

In the scheme proposed by Sondhi (Sondhi 

centered clipped speech signal is obtained by a 

transfornation, 

y(n) = C [x(n)] 

where C is shown in Fig 3.2 (a) - The clipping level 

1968), the 

nonlinear 

3.9 

c 
L 

is set 

equal to a fixed percentage of AmCLX, the maximu.11 amplitude. The 

output of the center clipper is equal to the input minus the 

clipping level. For the samples below the clipping level the 

output is zero. For higher clipping levels, fewer peaks will 

exceed the clipping level and thus fewer pulses will appear at the 

output, and therefore, fewer extraneous peaks will appear in the 

autocorrelation function. There is a difficulty with using too 

high a clipping level. lt is possible that amplitude of the speech 

signal nay .vary appreciably across the duration of the speech 

segnent so that if the clipping level is set at a higher 

percentage of the maximum amplitude of the whole segment, there is 

a possibility that much of the waveform will fall below the 



clipping level and be lost. For this reason Sondhi s proposal was 

to set the clipping level at the 30% of· the maximum amplitude. 

Another difficulty with the autocorrelation function is 

the large amount of computation that is required. A simple 

nodif ication of the center clipping function leads to a great 

simplification in conputation of the autocorrelation function with 

essentially no degradation in utility for the pitch detection. 

This modification is shown in the rig 3.3 (b). The output of the 

clipper is +l if x(n) > C and -1 if x(n) < -C . Otherwise the 
L L 

output is zero. This function is called a 3-level center clipper. 

The computation of the autocorrelation function for a 3-level 

center clipped signal is simple . The autocorrelation function 

can have 

R (k) = n 

N-k-1 
E y(n+n) y(n+m+k) 
JtJ=fJ 

only three different values. 

R (k) = fJ if n 
y(n+m) == f1 or y(n+1t1+k) 

= +1 if y(n+111) = y(n+n+k) 

= -1 if y(n+m) = y(n+m+k) 

3.3. ENERGY ESTIMATION 

3.10 

= fJ 3.11 

The amplitude of the speech signal varies apprecjably 

with time. In particular the amplitude of the unvoiced segments is 

generally much lower than the amplitude of the voiced segments. 

The short tine energy function is a convenient way of representing 

the amplitude variations. The short time energy function is 

defined as, 

where 

E = E n 
[ x(m) w( n - m)] 

x(n) = speech signal. 

w(n) =window function. 

z 
3.12 

If the window function is of smaller duration on the 

order of the pitch period, energy function will fluctuate rapidly 



depending upon the exact variations of the speech si.gnal and wit J 

not provide su f ficient a veraging to produce a smooth e nergy 

function. On the other hand if the window function is of longer 

duration on the order of several pitch periods the short tine 

r 1ergy function will change very slowly a nd will no t adequately 

reflect the changing properties of the speech signal (Rabi.ner 

1978). Thus no single value of N ie window length is entirely 

sati.sfactory as pitch period varies from 20 samples for a high 

pitch female and a child voice up to 250 samples for a low pitch 

nale voice . Therefore a suitable practical choice for N is on the 

order of 100-200 for 10 kHz sampling rate . 

The window function chosen for the short tim~ energy 

function is Hanning window represented by, 

h(n) = 8.54 - 8.46 * cos( 2 * n *n / (N-1)) 

= 8 

es. n s N- 1 

otherwise. 

3.13 

The bandwidth of the Hamming window is twice the 

bandwidth of the rectangular window. The Hamming window gives much 

more attenuation outside the pass band than that given by 

corresponding rectangular window of the same duration. The 

attenuation of the window is independent of the window duration. 

The short time energy function can also be used to locate 

approximately tine at which voiced speech segments become unvoiced 

and vice versa and for very high quality speech (high signal to 

noise ratio) the energy fun c tion can be used to disti.nguish speech 

from silence. 
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Figure 3.1 Discrete time model for the speech production system. 
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a) Center c lipping block . 

- T 

b) Infinite center clipping block. 

- T 

c) Positive center clipping block . 

0 / P 
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+l 

- 1 

0 /P 

+1 

T 

------- l/P 
T 

[
-----

- --·-------- 1 / P 
T 

Figure 3.2 Transfer characteristics of various cl i pping blocks . 



CHAPTER 4 

ANALOG SIGNAL CONDITIONING. 

4.1. INTRODUCTION 

As a part of the project a general purpose analog ~ignal 

conditioning system is built up (Shah 199~·). The system cor1si si.s 

of two units, one at the input ADC channel of the DSP25 board 

the other unit is at the output DAC channel of the DSP board. 

overall block diagram of the unit is as shown in ' the Fig 4.1. 

box at the input has a preamplifier and an active elliptlc 

The .. rne 

\ [J i.'J 

pass filter. The box at the output has another section of t he 

filter and the output bo~~d. The output board has the facilit y of 

providing four outputs at different voltage levels for test, tape 

recorder, microphone, and speaker. The pcb layouts of the 

preamplifier, filter, and the o~tput board are given in appendi> 

A. 

4.2. INPUT PREAMPLIFIER STAGE 

The circuit of tloe .input preamplifier stage is as c.t ,1.1-i'. 

in the Fig 4.2. The capaci tor coupling at the input of 

preamplifier prevents any DC shift that may 

output of the microphone. The RC circuit acts as 

filter with a cutoff frequency of 16 Hz. Two diodes ..--
of the IC protects the IC against excessive voltage 

The series resistance limits the current entering 

terminals. 

a 

at 

at 

the 

hi i;Jt-"1 pa.::5S 

the .:i.npi'.t 

the illj:JLl t . 

IC inpLt '-

The preamplifier circuit provides the facility of two 

gains for different microphones. This circuit ensures that out put 

of the amplifier is in the range of ±5 volts. The circuit operates 

on the 12 volts power supply. 



4.3. LOW PASS FILTER 

All the phonemes and other speech s egments are digitized 

using an ADC which is on the DSP board. These speech segments are 

sampled at sampling rate of 10 kHz. In order to avoid aliasing, 

the analog signal must be passed through low pass filter. All the 

voiced speech segments span the frequency range up to a few hertz 

while the speech segments in the higher frequency range are 

unvoiced. Therefore the low pass filter should have a sharp cutoff 

near 5 kHz. A seventh order active elliptic filter is used for-

this · pur-pose. The signal frequency components below 4.6 kHz are 

within 0.3 db of no attenuation at all, while components above 5 k 

Hz are attenuated by at least 40 db (Pandey 1987). 

response of the filter is as shown in the Fig 4.4. 

The frequency 

It is a cascade of three bi quad sections, each tuned 

independently. The filter circuit diagram is as shown in the Fig 

4.3. For each section the resonant frequency the quality 

factor q, and the notch frequency fn is as follows, 

Section one: 

fa = 3.4 kHz q = 1.24 fn = 8.37 kHz 

Section two: 

fa = 4.35 kHz q = 4. 61ll fn = 5.57 kHz 

Section three: 

fa = 4.64 kHz q = 22.8 fn = 5. IZl4 kHz 

Each section can be tuned to its to, q, and fn as follows: 

fo = Tune R3 to get a r-esonance at the bandpass output~ 

node 3 (there s hould be 18IZI phase shift between input and 

at resonance frequency fa). 

output 

q = Tune Rl for- unity gain 

frequen cy fo. 

(at node 3) the resonance 

fn = Tune R5 to null the node 4 output at the notch 

frequ~ncy fn. 
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4.4. OUTPUT BOARD 

lhe circuit diagram o+ ~he output board is a s shown in 

the F ·'J 4.5. The output board consists of four modules It 

provides four options. 

1 ··, ·' 

2> 

± 5 volts output which can be fedback to the fi l t er input. 

± 300 mvolts output option for the recording the signal on 

the tape recorder. 

3> ± 25 mvolts output which can 

microphone. 

act as an input to 

4> The output from the power amplifier which can drive 

loud speaker. 

the 

the 

The output from the DAC is fed to the filter. The filter 

output is fed to the buffer on the au
1

t put board. The output of the 

buffer is fed ta all the modules simultaneously. ±5 volts is the 

direct output of the buffer provided as test signal. Using a 

suitable gain the inverting amplifier can be used to generate the 

± 300 mvolts output for the tape recorder. Similarly the suitable 

gain of the inverting amplifier can give ± 20 mvolts output tor 

the microphone. A class B push pool amplifier is used to drive the 

speaker. A complementary symmetry combination of NPN and PNP 

transistors is used at the ou tput of the opamp. Both t he 

transistors are emitter followers hence have unity gain and 

provide current boosting. The tr~nsistors used are power 

transistors ( HL 1~~ and HK 100 with 1 ampere rating. Only one 

transistor ronducts at a time. Two emitter resistors eliminate the 

cross over distortion. Two collector resistors ensure that 

c ircuit drives the sufficient current tor the speaker. lhe speaker 

used is a 0.5 watts 4 ohms speaker. 

4.5. PCL DSP-25 BOARD 

The block diagram of the DSP-25 board is as shown in the 
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Fig 4.6 (PCL DSP25). The add-on card DSP board PCL-DSP2:'• 

Dyna log Micr-oSystem~ Pvt. L td. is suitc:,ble for real t _, nie 

implemen tation of trae speech training ,-, id. I t is t )t .. 

TMS320C25 digital signal processor operating at 40 MHz. The 

car-d has 64k words ·J f program memory and 64k words of data mPmr• r ·1 • 

On board ADC conver~er has a 35 µs conver-sion time. ThE· lo f I f i" 

progr a mmable timer c Joc~-ed at :::=, MH z is programmed to rrov1dc~ stt1r 1 

of conversion pulse to ADC at r Er]t11 red sampl ing i,-, terva J . Thi:-:- ,-\ ,' 

pulse f rom AD C inter-r-upts the processor- tor- reading the 

sample. The DSP board fits in the one of the e;-:pansion s l o ts l ~ r 

the PC motherbo ard. The digital signal processor h as 

instruction cycle of 100 ns ·for all instructions e >:cept 

branchi n<] and memor y e ;.: change instructions. It has 544 wo rd s of O•, 

chip RAM divided into three block s . A block of words car1 

configured either as program memory or data memory . With ...... uJ.1 . 

ALU and single machine cycle multir,•licatioa. ·t t is idea lly 

for signal proct-=ssing applications . The spE·<!Ch signal acqu i red t .. 1 

the microphone js amplified, fjltered, digitized and anal yzed 

the TMS320C25 to d t!:>pl ay the vocal tract area function, pitci 1 c;r.<: 

energy on the PC screen in real ti me. 
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PRE 
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POWER 
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TAPE 

RECORDER. 

1------;. ± 2 5mV 
MICROPHONE. 

SPEAKER. 

Figure 4.1 Block diagram of the analog signal conditioning unit. 
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DIGITAL 110 EXPANSION (50 Pin Connector) (Manual Pg 2-9) 

110 Ports, Global Memory, BIO, INTO, INTI . READY, WAIT, RESET 

r~RY 
PROGRAM 

64K x 16 

Maximum 

(Nole 1) 

DATA 

64K x 16 
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MEMORY 
MAP 

Man Pg 4-10 
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4 to 15 - User Functions 
over Expansion Bus 

3 - AID AD DIA WR+ CONV. 
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IBM PC BUS INTERFACE (PC interface is through 1/0 ports). (Manual pgs 2-3, 2-4. 2-5) 

ADDRESS 
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MEMORY 

DATA 

110 LATCH 

(BASE+ 2,3) 

CONTROL 

REGISTER 
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ANALOG 
OUT 

(RCA Jack) 
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ANALOG 
CONTROL 
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CHAPTER 5 

SOFTWARE DEVELOPMENT 

5.1. INTRODUCTION 

The software developed for the system consists of two 

modules, one running on the PC and the other on TMS321ZiC25 

processor. Both the modules are running simultaneously ( F'CL 

DSP25). Speech signal is sampled and digitized by the ADC of the 

DSP board. The digitized data is processed to obtain the speech 

parameters namely vocal tract shape, pitch, 

estimated parameters are displayed on the monitor 

Facility for storage of analyzed parameters and 

slow motion review mode also has to be provided . 

and energy. The 

real time. 

display them in 

. The analysis of the input speech is carried out by 

computing autocorrelation coefficients followed by computing the 

reflection coefficients using Le-Roux Gueguen algorithm, area 

function is then calculated from these reflection coefficients and 

is displayed as discussed earlier in the section 2.2. 

The pi tc h is detected from the 

autocorrelation 

autocorrelation 

function. 

function 

The extraneous 

are removed using 

peaks 

peaks 

center 

in 

in 

the 

the 

clipping 

technique. To increase the accuracy in the pitch detection the 

input speech segment is centered clipped to remove secondary peaks 

in the autocorrelation function which are the result of the 

formant frequencies in the vocal tract. 

The energy is given by the zeroth autocorrela.tion 

coefficient. If the first peak is less than 25% of R(8) or if R(GJ 

is less than certain threshold the frame is declared as unvoiced. 

5.2. SOFTWARE ORGANI ZAT I ON 

The t a sks to be carried 0 L1t are divided in the following 

steps. 
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1. Acquisition of the data by samp ling the incoming speec~ 

at a sampling frequency of 1~ kHz. 

signa l 

2 . Carry out windowing using Hamming window of 256 samples. 

~ Calculate the autocorrelation coefficients 

data. 

from the windowed 

4. Compute the reflection coefficients using Le-Roux Gueguen 

algorithm. 

5. Compute the area function from the reflection coefficients. 

6. Estimate the pitch and energy. 

7. Display all the three parameters on the PC screen in graphical 

form. 

Out of the tasks specified ~bove the allocation of tasks 

between PC and the DSP module is very important. As the aim of the 

project is to display the parameters in real time the time 

required for executing each task is very important. The TMS32~C25 

processor works on fixed point arithmetic so the computat i ons 

involving floating point arithmetic should be preferably assigned 

to the numeric processor of the PC. 

The DSP25 board has on chip ADC. The TMS320C25 processor 

has in built timer which can be used to sample the ADC at the 

required frequency. So the task of sampling the input speech 

segment at 10 kHz frequency is assigned to the processor. In order 

to avoid the time required for the transfer of data between 

processor and t he PC, windowing of the data is done on the 

board. The window coeffic~ents are written to the external 

the 

DSP 

data 

memory of the processor. The autocorrelation coefficients and the 

reflection coefficients are calculated on the DSP chip. 

The Dynalog MicroSystem"s PCL DSP-25 board has on board 

ADC. So sampling of the input s peech segment is carried out on the 

board at a sampling frequency of 10 kHz. The on-board timer can be 

programmed for different sampling frequencies. The timer is a 16 

bit count~r; which can be read and loaded as Port-1 of the DSP 

chip. Writing to Port-1 loads up a register which ,, reloaded into 

the counter at the end of each term i 1a l count. Reading from Port-1 



reads the current value in the r ounter l he e nd '-' . cor.·.·e r s i o r 

signal from the ADC is used to generate r1n 1nrerrupt 

chip. 

to the 

The digitized samples are multiplied by Hamm i ng window 

coefficients for windowing the incoming data . , .._,e Window 

coefficients are written in the external data memory 

transferred to the program memory of the DSP board. 

The autocorrelation coe fficients , and the 

coef ficients from the autocorrelation coefficients 

calculated using fixed point arithmetic, so this task is 

to DSP board . 

a nd t hen 

reflection 

can be 

assigned 

Calc u lations of area function require 

arithmetic so this task is assigned to the numeric 

PC. The reflection coefficients calculated on the 

fl oating p o int 

of processor 

DSP board are 

stored in the shared data memory of the TMS32~C25 processor. These 

values then can be read directly and processed further by PC. This 

makes the DSP board free for computing pitch and energy. 

The pitch estimation algorithm requires 

autocorrelation coefficients for detecting peaks 

computation of 

ove r the whole 

window length. Hence this task is assigned to the DSP board . 

The energy estimation requires floa ting point arithmetic. 

Hence it is calculated on the PC. 

Instead of refreshing the whole wi n dow the previous image 

is e rased and the new image is put on the screen reducing the time 

required to display the whole image. All ne parameters are 

written directly to the video RAM to save the time. Using this 

method the EGA monitor can be used in the high t-esolution color 

mode. The image is generated as an array of offsets in the v ideo 

ram. In the current display 196 bytes are written to the video 

RAM. When stored image is also displayed o n the screen 296 bytes 

are written to the video RAM. 

Thus the allocation of the tasks between the PC and the 

DSP board is as shown in the Fig 5.1. 
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5.3. IMPLEMENTATION DETAILS 

The software developed tor the system has two modules~ 

one running on PC and the other on the DSP board. The DSP ~hip is 

a fixed point processor. So the floating point computations can 

not be assigned to it, instead they are carried ou t on the PC. The 

tasks of da ta acquisition and estimation of parameters is assigned 

to the DSP chip. The PC module provides t he user i nterface. In 

order to avoid the communication overhead on the DSP board the 

image is generated on the PC. I n stead of refresh i ng the whole 

image the previous image is erased and the new image is pu t on the 

screen r e ducing the t i me required to display the image. 

5.3.1. DSP BOARD MODULE 

The program "pra.as m" estimates the reflection 

coefficients. The input speech segment is samp l ed at a s ampling 

rate of 10 kHz by on board ADC. 5~% overlapping o f the window is 

done to increase the accuracy in estimating the parameters. 

ThP strategy used for achieving the block overla p c a n be we ll 

understood from the Fig 5. 2 . 

The sampled d ata is continuously written to tne e x ternal 

data memory of t he processor. Incoming data is 

locations 40012i h and 410~h alter~tive ly. Data 

enter-ed 

mEmory 

to the 

locations 

4Qi!ZJ t'J h to 4lffh act as a c Jrcu.la r buffe r of fou r sect1.ons each of 

size 1'28 bytes. Let these sectio ns be called as "A "~ " B", "C", and 

" D" . Depending upon logic~ data tr-om tv;o successive hlock s is 

retr i e ved t o the location 4200h i n the data ~emarf Tor fur-ther 

proc e ssing . In the first cycle the data from the adjacent sections 

"A" and "B", is copied to the l or.:;:\t i o n 42e\0h. Further processing 

is carried out on the data at these locat i ons . At the end of the 

computation which takes 10ms another.sec tion of the incoming data 

i s available in the block "C". So for the ne>: t processing the dat.3 

from the bloc~; s "B" and "C" is copied to the location 4200h a nd 

the process is repeated. Copying of the data t o the l nr.a tion 42~~h 

4J 
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is c a rr jeci Ol 1t using BLi<: D instruction . rh1 s keeps thP prev1ous 128 

datCl samples unmodified, that are aga i n used J n the 

~rocessing cyrle. Thus 50/. block overlapping of t he incominq 

is achieved. 

nex t 

da t a 

The s-:i.mpled data is windowed by Ha mming wi n dow 

coefficients. The size of the window chosen is 256 samples as it 

is long enough for the autocorrelation function of the windowed 

data to approximate the signal autocorrelation function. The MAC 

(multiply and accumulate) instruction of the processor is used to 

calculate autocorrelation coefficients . . 

The reflection coefficients, pitch energy is 

calculated for every block of 256 samples. 

and 

The reflection 

coefficients are written to the shared data memory while pitch and 

the energy values are outputted through Port-0. 

5.3.2. PC MODULE 

The PC module "pra.c" provides the user interface and 

graphical display of the estimated parameters. After estimating 

the reflection coefficients the DSP chip writes them in the 

external data memory of the processor. These parameters are them 

transferred to the PC 

function is estimated 

through 

on the 

"RdBlock." 

PC. The 

instruction. The area 

zeroth autocorrelation 

coefficient is transferred to the PC through the Port- 0 for each 

frame. The pitch and the energy is calculated on the PC using the 

zeroth autocorrelation coefficient. The graphical display of the 

estimated parameters is achieved by means of writing them as an 

offset to the video RAM. Various facilities li ke capturing the 

images for speech segment, their slow motion displ~y, capturing 

target waveform and display of the target waveform along with the 

image generated in real time is also provided. 
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Task s on the DS P board 

Sampling using on boar d ADC 

l 
Data acquisition using 50% o verlap 

Windowing the data 

l 
Computing Autocorrelation coefficien t s 

Computing Reflejtion coefficients 

Centre clipping 

l 
Computing Autocorrelation coefficients 

l 
Estimating Zeroth autocorrelation 
coefficient, pitch period 

fa sy;s on the F-·1 

Ar e .:.;. functio n 

- - --+Pitch and Ener .;iy 

Us e r i nter f a ce 

and gr-aphical 

d isp lciy 

Figure 5.1 The alloca tion of tasks betwe en PC a nd OSF boa r d . 
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CHAPTER 6 

TEST RESULTS 

6.1. INTRODUCTION 

The software developed for the s y s tem 1s to be tested for 

its robustness. Testing of the algorithm is r arried out 

of generating analog speech files at different energy 

observing the variations in the vocal tract anrl pitch . 

cal led "MAD" developed by Kulkarni i s L1s ed to generate 

file at the analog output of the data acqu isition card 

by mean s 

levels and 

A program 

a speech 

(Ku 1 karn i 

1 992). The program is modified further to generate the output at 

five different in~ensity levels. The attenuation factor offered by 

different versions of "MAD" program is 1,li2, 114, 1/8, and 1/16 

respectively. 

The active elliptic filter designed as 

handling unit has the option of three different 

an analog signal 

gain levels. At 

the input of the filter circuit the inv~rting amplifier has three 

different potentiometers. By means of v a r y ing the position of the 

center terminal the gain level can be varied. Thus with the 

provision of hardware gain and attenttation o ffered usin g s of t wa r e 

it is poss ible to generate the speech file s a t v arious intens i ty 

levels. 

For testing the algorithm each s peech f i le is fed to one 

of the versions of the "MAD" program. The g a in of the 

varied from 1 to 4 1n steps of 1 unit a nd the effec t of 

i ntensity leve l, on the vocal trac t and pitch 

obse r ved . T he same speech file is then ted to a nother 

"MAD" program for different scaling f.::> ctor ~nd the 

is 

filter i s 

t ncreas1ng 

caret11 l l y 

version of 

proces s i s 

repeated. Thus for a single speech a t twenty different 

intensity levels the voca l tract and the pitch is observed. 

The energy level at which the vocal tact shape i• not 

..-o t.eady is termed as "OK" while the energy level at which the voca l 

tract shape disappears or a random display i s observed in the 
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window. then it is termed as "BAD'·. S imi 1.:-;r l y u-.e pitch ~anc'ow 

gives steady display of pitch at higher energy leveis. 

energy level is reduced the pitch window shows distortion 

As 

in 

the 

its 

continuous display and below a certain range the pit-ct, wi ndow J s 

blank. Then it is ter-med as "IZI". 

6.2. TESTING WITH DIFFERENT SPEECH FILES 

The three digitized speech files lal, Ii i, lul at 

different pitch levels are available. The pitch level s are 

125, 200 and 300. At twenty different intensity levels each 

is fed and the parameters are observed. The variati1Jn in 

parameters with r-espect to the decreasing energy 

tabulated in the following tables. 

A series of tests are carried out on various 

levels 

input 

four-

l 00' 

file 

the 

is 

data 

files. The results obtained are as shown in the tables. The energy 

window is calibrated to measure the voltage at the input o ·f ADC 

ofthe DSP board. 

It can be seen from Tables 6.2 

level of the input speech file "aa.dat" 

to 6.5 that the 

is increased from 

pitch 

l.0Vl to 

300. 1he energy level below which it is not possible to detect the 

pitch increases from 1.4 to 3.~ vpea k. The energy level below 

which it is not possible to clearly identi fy the vocal tract shape 

increase from G.6 to 1.4 vpeak . • 

From the Tables 6.6 to 6.9 it 

level of the input speech file "ee.dat" 

is clear that the 

is increased from 

pitch 

100 to 

300. The energy level below which 

pitch is 2.4 vpeak. The energy 

it is not possib le to detect the 

level below i>ih 1 ch i s not 

possible to c learly identify the vocal tract shape 

0.8 to 1.2 vpeak. 

i n c rease from 

The Table 6.10 to 6.13 indicate that the pitc h level o f 

the input speech file "oo.dat" js increased from llllQ"' to :,::. (2)(,i). rhe 

energy level 
0

below which it is not possible to detect the pitch is 

0.6 vpeak . The energy level below which it is not possible t 1 

clearly id e ntify the vocal tract s hape is 0.6 vpea ~. 
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Table 6.1 The parame ~er vari.=,t1c.;1 

variation tor aa101Z!.dat file. 

(synthetic v owe l with f o = 1G0 Hz) 

DAC s caling Filte r I/P ADC Energy 

Factor Gain DSP board Est 

1 1 2.4 1.2 

1 2 5. fl 2 .5 

1 3 7 .121 3.5 

1 4 sat sat 

2 1 1.2 0.6 
.., 
.L. 2 2.5 1.25 

2 3 3.6 1.8 

2 4 6. IZl 3. 0 

3 1 0.6 121. 3 

.,::. .., 
.L.. 1.2 0.6 

..,. 
·-' . ..:.'\ 2.0 1. 0 

3 4 3. (2) 1. 5 

4 1 121.121 QI .121 

4 .., 
.L. 0.6 0.3 

4 3 1. QI 0.5 

4 4 1.4 G.7 

5 1 l2l • Q) fl) • Q) 

5 .., 
.L. Ill • fl) Ci) • 121 

5 3 0.4 0.2 

5 4 (2). 8 0.4 

Pitch 

Est 

100 d 

100 

lQ)IZ) 

IZi 

1121121 d 

100 

100 

QI 

l2l 

l2l 

100 

(2J 

0 

l2l 

l2l 

fZI 

0 

l2l 

QI 

--------

to •ntE-;-, 5, t-. 

Voca l tract 

Shape 

good 

good 

good 

ok 

good 

good 

good 

bad 

ok 

good 

good 

bad 

bod 

ok 

good 

bad 

bad 

bad 

ok 



l 

Table 6.2 The parameter variat 10n ~·th rP~~?ct to ·r·2 ~·t\ 

variation for aa125.dat file. 

(synthetic vowel with fo = 125 Hz) 

DAC scaling Filter I/P ADC Energy Pitch Vocalt:ract 

Factor Gain DSP board Est Est Shape 

1 1 3.0 1. 5 125 d good 

1 2 5.6 2.8 125 good 

1 3 8.0 4.0 125 good 

1 4 sat sat 

.., 

.L. 1 1.4 0.7 0 ok 

..., 
.L. 2 3.0 1.5 125 d good 

2 3 4.0 2.0 125 good 

2 4 6.4 3.2 125 good 

3 1 QI. 8 0.4 0 bad 

3 ...., 
.L. 1.4 121.7 ra ok 

3 3 2.0 1.0 0 ol< 

< ._. 4 .,.. .., 
.J • .L.. 1.6 125 good 

4 1 0.4 121. 2 IZl bad 

4 2 liL6 121. 3 (lj bad 

4 3 1. (ll 121. 5 QI bad 

4 4 1.6 0.8 ~ ok 

5 1 fll. 0 f2l. 0 Ql bad 

5 .., 
.L. QI. 0 0 .121 ~) bad 

5 3 0.4 QI. 2 baa 

5 4 0. 8 ({}. 4 1.3 baa 
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Table 6.3 lhp parameter var Lat1 on with respect- to u1ter1-:.1t··1 

v ariat ion for aa200.dat file. 

(synthetic vowel with fo = 20121 Hz) 

DAC scaling Filter I/P ADC Energy Pitch Vocal tract 

Factor Gain DSP board Est Est Shape 

l 1 4. fZj 2. IZI 200 good 

1 .., 
.L. 8.4 4.2 20!0 good 

1 3 sat sat 

1 4 sat sat 

.., .... 1 2.0 1. 0 0 good 

2 2 4.0 2 .121 200 good 

2 3 6. IZI 3.0 20121 good 
.., 
.L. 4 1.121 5.0 200 good 

3 1 l. IZI 121. 5 IZI oY. 

3 2 2 .121 l. 0 0 good 

< 
~· 3 3.0 1.5 212l{Zj good 

.::.. 4 5.0 2.5 200 good 

4 1 0.4 0.2 0 bad 

4 .., 
.L. 1.0 0.5 0 bad 

4 3 1.4 121. 7 0 good 

4 4 2.4 1.2 0 good 

5 1 121. 0 QJ • 12) 0 bad 

5 .., 
.L. 0.4 0.2 0 bad 

5 3 0.8 QI. 4 0 bad 

5 4 1.2 (0. 6 0 o'"· r-. 
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Table 6.4 The pai--ameter variat ion with re:µe t ; ... l.L J ·; cens1 ty 

variation for aa300.dat file. 

(synthetic vowel with fo = 31210 H;:: ' 

DAC scaling Filter I/P ADC Energy P i tch \.'oc-.o>ltract 

Factor Gain DSP board Est Est Shape 

1 1 6.0 3. (2J 3!2H21 good 

1 
,., 
_.___ 12.0 6. (2) 3QH21 good 

1 3 sat sat 

1 4 sat sat 

'") _.___ 1 3.0 1. 5 121 good 

'") _.___ 
'") _.___ 6.0 3 . lZl 300 good 

'") 3 9.0 4.5 300 good 
_,,__ 

2 4 sat sat 

3 1 1.4 0.7 (2) o'·· F•, 

3 2 3.0 1. 5 0 good 

3 3 4.8 2.4 300 good 

....,.. 
~' 4 6.0 3.G 30G good 

4 1 0. 6 Ill. 3 la ba.d 

4 '") _.___ 1.4 (2). 7 0 bad 

4 3 2.4 1.2 Ql good 

4 4 3.0 1. 5 0 good 

5 1 0.2 QI. l fl) bad 

5 .L fZI. 8 ID. 4 G b21d 

5 ::::. 1.2 Qi. 6 0 ok 

5 4 2.0 1.0 iZl oV. 

L 2 0 2 •• -~--- - -----------



Table 6.5 lhe parameter var1at10~ wtth respecc r e ~n~ensity 
var1ac1on for eellZl~.dat file. 

( syintf"let ic vowe 1 l"li th fo = H~fll Hz I 

OAC scaling Filter I/P ADC Energy Pitch Vocal tract 
Factor Gain DSP board Est Est Shope 

1 1 3.0 1. 5 Hl0 -good 
1 2 6.8 ~ .• 4 100 good 
1 < ...,,. 9.0 4.5 100 9ood 
1 4 9.6 4.8 100 good 

2 1 1.4 0.7 0 good 
2 2 3.4 1. 7 100 good 
2 3 4.6 ry < L• -• 100 good 
2 4 6.0 3.0 100 good 

3 1 0.8 0.4 QI bad - 2 1.6 0.8 0 good 
~ 

3 3 2.4 1.2 e good 
3 4 3.0 1.5 101li good 

4 1 0.4 0. 2 IZI bad 
4 ry 

~ 121. 8 0.4 0 bad 
4 3 1.2 0 - 6 (£j o._; 
4 4 1.4 121.7 IZl ok 

5 1 121 • IZI 0.0 ~ bad 
5 2 0.4 0.2 0 bad 
5 3 0.6 0.3 0 bad 
5 4 121. 8 0.4 0 bc3.d 
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Table 6.6 The p a ramete r var J ~ tJon ~ith respe~t tD irter • •l 

va r i a t 1on for ee125.dat f 1 le. 

(synthettc vowel w1th ~o = 1 2 5 Hz ' 

DAC scaling Filter- I/P ADC Energy Pitch Vocaltr .i\ct 

Factor Gain DSP boar-d Est Est Shap e 

1 1 3.4 1.7 125 g o od 

1 2 7. QJ 3.5 125 good 

1 ...,.. 
....:. 9.6 4.8 125 good 

1 4 10.0 5.0 125 good 

,.., 
.L. 1 1.6 QI. 8 0 good 
,.., 
<-

,.., 
.L. 3.6 1.8 125 d good 

,.., 3 5. 121 2.5 125 good .L. 

2 4 6.8 3.4 125 good 

~ 
·-> 1 0.8 0. 4 0 bad 

.::.. 2 1.8 121. 9 Ql ok 

~' ..::- 2.4 1.2 0 good 

3 4 3.4 1. 7 125 good 

4 1 (2}. 4 0.2 0 b a d 

4 2 QI. 8 f2!. 4 0 fJci.d 

4 .:_. . ..... (2). 6 QI o •-.l.. • .L ,. 

4 4 1.8 0.9 (2) good 

5 1 IC. G Qi • (Z) fl! bad 

5 . ., 
~- (2). 4 Ill ., . _,_ e bad 

5 3 Q.l. 6 G • . 3 121 bad 

5 4 1. IZI QI. 5 121 bc.d 
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Table 6.7 The parameter variation with respect tn intensity 

variation for ee2121~.dat file . 

(synthetic vowel with fo = 21210 Hz) 

DAC scaling Filter I/P ADC Ener-gy P j_ tc h Vaca 1 tra.c t 

Factor Gain DSP board Est Est Shape 

1 1 4 .121 2 .121 2121121 good 

1 2 9 .121 4.5 2iZIQl good 

1 3 12.8 6.4 21£)(2) good 
1 4 sat sat 

2 1 2.0 1.0 e good .., 
--'--

.., 
L 4.4 .., .., 

L • L 212)(ZJ good 
2 3 6.4 ~ '? 

...._ •• L. 2iZl0 good 
..., 
"-- 4 8.4 4.2 20(2) good 

'-' 1 1.IZi 0.5 0 ok 

3 ..., 
"'- 2.4 1. 2 121 good 

3 3 3.2 1.6 2QHZi d good 
3 4 4.2 2.1 7 0'3 good 

4 1 el. 6 0. 3 ~ bad 
4 2 1. 2 121. 6 0 bad 
4 3 1.6 la. 8 l2l ok 
4 4 2.0 1.0 0 good 

5 1 0. (2J ({J. 121 121 bad 
5 2 tl• 6 121. 3 ({) bad 
5 3 e:. 8 121. 4 (2) bad 
5 4 l.0 l2i. 5 lZl bad 
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Table 6.8 The parameter v~r1at 1nn with respect to intensity 

variation for ee300.dat file. 

(synthetic vowel with fo ~ 30121 Hz) 

DAC scaling Filter I/P ADC Energy Pitch Vocal tract 

Factor Gain OSP board Est Est Shape 

1 1 4.4 ,.., '"") 
.L • .L. 3!.i'lQI good 

1 '"") 
.L. 9.6 4.8 3QJV) good 

1 3 14.0 7 • Ill ;::.0G good 

1 4 sat sat 

2 1 ,., ") 
.L. • .L- 1.1 30121 d good 

2 2 4.8 2.4 3(2)0 gooci 

2 3 7.0 3.5 300 good 

2 4 9.0 4.5 300 good 

3 1 1.2 QI. 6 12) ok 

3 '"") 
.L. 2.4 1.2 30QJ good 

3 3 3.4 1. 7 30(() good 

3 4 4.4 ,.., '"") 
.L. • .L. 31ll!Zl good 

4 1 0.6 Ill. 3 12) bad 

4 '"") 
.L. 1. .. 0.6 12) good 

4 3 1.6 0.8 13 good 

4 4 2.4 1.2 3QJ0 good 

5 1 0.~ QI. 0 IZi bad 

5 '"") 
.L. iZ;. 6 0.3 QI bad 

5 ' .._. (Zj" 8 ((). 4 QI ok 

5 4 1.2 llJ. 6 Ill good 
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Table 6.9 The parameter v~rt~+\nn wJth rPs~e . l 

variation for 0011210.dat file. 

(synthetic vowe l with fo = 1~~ H~; 

DAC scaling Filter I/P ADC Energy Pitc h 

Factor Gain DSP board Est Est 

1 1 1.2 0.6 10121 

1 2 2.4 1.2 100 

1 3 3.6 1.8 100 

1 4 sett sat 

2 1 0.6 0.3 0 

2 2 1.2 0.6 11210 

2 3 2 .0 1.0 1121121 

2 4 2.4 1.2 1121121 

..:;. 1 IZI. 0 121.IZI 0 

3 ..., 
.L.. 0.6 0.3 100 

3 3 1.0 0.5 100 

3 4 1.2 IZI. 6 11ZU21 

4 1 0.~ llL 121 0 

4 2 Q). 0 IZI • Q) 0 

4 3 Q). 4 Q). 2 0 

4 4 IZI. 6 0.3 0 

5 1 121 • 12) 0. C2l IZI 

5 2 l2l • el ~.fa 121 

5 3 0 • IC ~. Q) 0 

5 4 0. Ii) 0. QI 0 
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Vocaltrcict 

Shape 

ok 

good 

good 

bad 

ok 

good 

good 

bad 

d bad 

ok 

good 

bad 

b a d 

bad 

ok 

bad 

bad 

bad 

bad 
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variation for 00125.dat file. 

(synthetic vowel with fo = 125 Hz) 

DAC scaling Filter I/P ADC Energy Pitch Vocc:.l tract 

Factor Gain DSP board Est Est. Shape 

1 1 1.2 jl). 6 125 o~: 

1 2 3.0 1.5 125 good 

1 3 4.0 2 .0 125 good 

1 4 sat sat 

2 1 0.6 0.3 125 a bad 

2 2 1.4 0.7 125 ok 
,.., 
.L. ..:> 2.0 l.0 125 good 
,.., 
.L. 4 2.6 1.3 125 good 

3 1 0. 0 0.0 ({) bad 

j 2 ({). 6 0.3 0 bad 

3 3 1.0 0.5 125 d ok 

3 4 1.4 121. 7 125 good 

4 1 0.0 0.0 0 bad 

4 2 0.121 0.0 Q) bad 

4 ' 0.4 0.2 0 bad ~· 

4 4 121. 8 ({}. 4 125 d ok 

5 1 0. (lj Ill. 0 0 bad 

5 2 Q) • l2l ({}. 0 0 bad 

5 3 QJ • QI (2). 0 (2) bad 

5 4 0.4 0.2 ({) bad 
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Table 6.11 The parameter variation with respect to intensity 

variation for 00200 . dat file. 

(synthetic vowel with fo = 200 Hz) 

DAC scaling Filter I/P ADC Energy Pitch Vocal tract 

Factor Gain DSP board Est Est Shape 

1 1 1.6 0.8 200 good 

1 ..., 
.L. 3.2 1.6 200 good 

1 3 4.0 2.0 200 good 

1 4 sat sat 

..., 

.L. 1 0.8 0.4 200 d ok 

2 2 1.6 0.8 .200 good 

2 3 2.0 1.0 200 good 

2 4 2.8 1.4 200 good 

3 1 0.4 0.2 0 bad 

3 2 0.8 0.4 200 d ok 

3 3 1.0 0.5 200 ok 
..,. _, 4 1.4 0.7 200 good 

4 1 0. 0 0.0 0 bad 

4 2 0.4 0.2 0 bad 

4 3 0.6 0.3 200 d bad 

4 4 0.8 0.4 200 d ok 

5 1 0.0 121. 0 0 bad 

5 ..., 
.L. 0.0 0.0 0 bad 

5 3 0 .121 0.0 0 bad 

5 4 0.~ 0.0 121 bad 
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Table 6.12 The parameter variation wi th respect to lr>tensity 

variation for 00300.dat file. 

(synthetic vowel with fo = 300 Hz) 

DAC sealing Filter- l/P ADC Energy Pitch Vocal tr-act 

Factor Gain DSP boar-d Est Est Shape 

1 1 3.0 1. 5 300 good 

1 2 6.8 3.4 300 goo d 

1 3 9.0 4.5 300 good 

1 4 sat sat 

2 1 1.6 0.8 300 d good 

2 ..., 
.L. 

~ ..., 
-2> • .L. 1.6 300 good 

..., 

.L. 3 4.4 ..., ,., 
.L. • .L. 300 good 

2 4 6.0 3 .0 300 good 

< -· 1 0.8 0.4 0 good 

3 ,., 
.L. 1.6 0.8 300 good 

3 3 2.4 1.2 300 good 

3 4 3.0 1. 5 300 good 

4 1 0.4 0.2 0 bad 

4 ,., 
"'- 0.8 0.4 0 good 

4 ..,.. 
·-' i.·2 iZI. 6 0 gocd 

4 4 1.4 Q). 7 3 00 d good 

5 1 0.0 Qi. 0 0 bad 

5 2 0.4 QI. 2 0 good 

5 3 0.6 0.3 0 ok 

5 4 0.6 0.3 0 o k 
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SUMMARY 7 

SUMMARY AND SUGGESTIONS FOR THE FURTHER WORK 

7.1. SUMMARY 

The aim of the project is to develop a real time 

training aid for the deaf. The system should provide the 

speech 

facility 

for capturing the images of the speech segment, and slow motion 

display. This system can be used 

deaf person by helping them to 

articulators while speaking. 

for training 

learn the 

the prelingually 

movements of the 

This is in continuation of the on-going efforts at I.I.T. 

Bombay for developing such a training aid. Software for such a 

system was already developed but the system is not tested for its 

robustness. 

A general purpose analog signal handling system is to be built 

fore handling the speech signals at the input and at the output of 

the DSP board . The software takes the input speech segments on 

block by block basis each of size 256 samples . To improve the 

accuracy the block overlap technique is to be implemented. The 

software is to be tested for different speech files at different 

intensity levels. The speech parameters are not reliable in case 

of stop consonants so algorithm is to be modified accordingly. lhe 

vocal tract shape can be made more realisti c using 

technique between discrete area values. 

As a first step of the project a general 

conditioning system is designed. Two unjts, one for 

signal at the 1nput of the DSP board and the other 

interpolation 

purpose s~gnal 

handling the 

for handling 

the signal at the output of the DSP board are designed. The input 

unit consists of preamplifier and a seventh order active 

low pass -filter with a cut-off frequency of 4.6kHz. The 

unit consists of another seventh order active elliptic 

elliptic 

output 

lowpass 

filter and ot1tpt1t board which provides the facility for tour 
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different outputs. 

The project being the ~ant1nuat1on of the nn qolng 

an.:,\ log efforts, the e xisting system i s studied. In thG sy~tem the 

speech signal 

to compute 

coefficients 

is sampled and windowed. The windowed data is used 

autocorrelation coefficients. The ref!ection 

are then calculated from the autocorrelation 

coefficients using Le-Roux Gueguen algorithm. The 

pitch and energy is then calculated using 

area function, 

floating point 

arithmetic. The incoming data is processed using overlap window 

technique with 50% overlap. The system is tested for various 

.digitized speech files ~t different energy levels . 

7.2. SUGGESTIONS FOR THE FURTHER WORK 

The system is tested for various synthesized data files 

for different energy levels and the results are found to be very 

consistent. The results may not be accurate in the presence o~ 

noise. To make the system more robust the parameter estimation in 

the presence of noise is to be observed. 

It is not possible to correctly estimate the arc~ 

function in case of the stop consonants due to ve~y Jaw en~~~Y 

l evel. S o the algorithm can be mod i fied to displ =Y either previous 

frame or the nex t frame. 

Presently the system di s rlays the vocal trac t shape as 

sections of cylindric6! cascaded tube. The display can be further 

modi f i ed by inter-polating between discrete area val ues. 

Once such a system is built and c hecked for its 

p~rformance a stand-alone unit can be designed u si ng a more 

powerful signal processor TMS32~C3G. The processor s h ou l d have 

floating point capability for fast calculation of area f unc tion 

from the reflection coefficients. 
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Solder side of the 7th order active elliptic lowpass filter. 
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Solder side of the input preamplifier . 
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Solrler side of the output board. 



0 
\/ ;l\ 

0 

~ 
0 R)O 

0 
R 2. 

MW 
0 R5 

0 R'iO 

0 0 DOD 
D 

R. 
c 

o CIJo 

0 

Qo 
0 

0 

R3 0 0 
Yo 0 Vo 0 

00 

0 

0 

R~ 0 
'\/ 0 

0 
00 
0 

~ ® 

fl?i 
® 

r& 
~ 


	img-723141520
	img-723141533
	img-723141545
	img-723141557
	img-723141610
	img-723141622
	img-723141634
	img-723141647
	img-723141700
	img-723141711
	img-723141723
	img-723141734
	img-723141746
	img-723141758
	img-723141814
	img-723141829
	img-723141841
	img-723141853
	img-723141906
	img-723141918
	img-723141930
	img-723141942
	img-723141954
	img-723142007
	img-723142019
	img-723142030
	img-723142042
	img-723142056
	img-723142107
	img-723142121
	img-723142135
	img-723142151
	img-723142203
	img-723142216
	img-723142243
	img-723142256
	img-723142309
	img-723142321
	img-723142334
	img-723142348
	img-723142403
	img-723142419
	img-723142434
	img-723142449
	img-723142505
	img-723142520
	img-723142536
	img-723142549
	img-723142604
	img-723142620
	img-723142636
	img-723142650
	img-723142704
	img-723142719
	img-723142735
	img-723142752
	img-723142805
	img-723142818
	img-723142832
	img-723142845
	img-723142858
	img-723142912
	img-723142925
	img-723142937
	img-723142949
	img-723143001
	img-723143014
	img-723143027
	img-723143038
	img-723143050
	img-723143104
	img-723143116
	img-723143128
	img-723143139
	img-723143152
	img-723143204
	img-723143220
	img-723143237
	img-723143253
	img-723143310

