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Abstract 

Ashok Baragi B.N. , "A Speech Training Aid for the Deaf" , M.Tech. dissertation, 
Dept. of Elec. Engg. , Indian Institute of Technology, Bombay, Jan 96. 

Providing a visual feedback of various speech parameters, can help deaf children 
in learning to produce intelligible speech. A training aid of this type can also have 
a provision for comparing the speech parameters of teacher with that of the person 
being trained. 

Earlier efforts at IIT Bombay have resulted in a training aid which estimates 
and displays vocal tract shape, pitch, and energy in real-time. In this project, this 
aid was tested for accuracy. Various curve fitting algorithms for smoothing the 
vocal tract area, were examined for their suitability for real-time implementation. 
After selection of a suitable algorithm, the same was implemented in real-time. 
The software of the aid was modified to freeze the vocal tract shape during stops to 
the shape just before the stops period, thereby eliminating the random vocal tract 
shape during this period. 

A PC add-on DSP board based on TMS320C25 is used for acquiring and pro­
cessing the speech signal. A PC/ AT, based on 80286 processor is used for providing 
the user interface and for displaying the parameters. The fast data transfer between 
DSP and the PC is through a shared memory space on the DSP board. The system 
also provide facilities for storing the parameters for 100 frames (equivalent to 1.28 s) 
and displaying them either in review mode or as an 11 areagram 11

, a two-dimensional 
representation of variation of vocal tract area, (from glottis to lip) with time. 

The system was tested for accuracy and for consistency of energy, pitch, and 
vocal tract shape estimation with both synthetic and natural speech and results 
were satisfactory. 
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Chapter 1 

Introduction 

1.1 Problem Overview 

The deaf people, often find it difficult to produce normal speech, even if they do 
not have any physiological disorder in their speech production system. The obvious 
reason is a lack of feedback of their own speech. Such persons can be trained to 
produce intelligible speech, if proper feedback is provided. Visual feedback is one 
of the effective methods of feedback. 

A training aid should provide visual feedback of speech parameters which are 
easily perceivable, as well as controllable by the person being trained. Phoneme 
utterances can be, generally characterized (except for nasals) by the vocal tract 
shape, voicing pattern, pitch and energy variations. Pitch provides the information 
regarding voicing pattern and helps in distinguishing between voiced sounds and 
unvoiced sounds. Energy gives an idea of the intensity level of the speech signal 
and also helps in identifying the closure duration of stops. So, vocal tract shape 
along with pitch and energy can be used as feedback parameters, as they provide 
sufficient perceivable information regarding speech production. 

A PC based aid can be used to extract and display speech parameters, in real­
time. The deaf person who is being trained, can speak in to the microphone of 
such an aid and can see the speech parameters on the screen. Such ~n aid can also 
provide option for slow motion review mode and a facility to compare his speech 
parameters with that of the person training him. 

For some utterances like fricatives, stops, constriction or complete closure of 
the vocal tract takes place. During this period, the signal level is low, making the 
estimation unreliable. However the vocal tract shape just before and after such a 
period gives an idea of the vocal tract shape during this period. During such a 
period, the vocal tract shape can be frozen to the vocal tract shape of the previous 
frame. Such a frame can /detected by the energy level of the speech signal. 

ioe. 
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1.2 Development of Speech Training Aid at IIT­

Bombay 
There has been efforts, at IIT Bombay, to develop a speech training aid (1, 5, 7, 
20, 8, 6). The hardware set up is as shown in Fig. 1.1. The speech is sensed by a 
microphone and conditioned by the analog signal conditioning circuit. This speech 
signal is then processed on the signal processor, and the extracted parameters are 
transferred to the PC for displaying. The need for use of separate signal processor 
arises because achieving real-time operation is not feasible using a PC itself. Gupte 
[7], selected a particular algorithm for vocal tract shape estimation and for pitch 
estimation. He implemented them first off-line and then on a TMS320Cl0 EVM 
board, and developed hardware for interfacing with PC. Even though processing 
could be achieved in real-time, transfer of data from the DSP board to PC for 
real-time operation could not be achieved due to memory limitation of the DSP 

board. 
Subsequently Taklikar (20), worked on a system for off-line implementation, to 

produce a more realistic display of vocal tract shape. Grecious (6], worked on 
refining the pitch estimation and its implementation, off-line as well as in assembly 

language of TMS320C10. 
Khambete [8], implemented the speech training aid that operated in both real-

time and slow motion review modes. He used signal processor board based on 
TMS320C25 for extracting the vocal tract area (i.e., acquiring and processing of 
speech input) and PC for displaying vocal tract as well to provide user interface. 
But he was not able to display the pitch along with vocal tract. 

Bhagwat (1] was able to provide simultaneous graphical display of vocal tract 
shape, pitch, and energy, in real-time by modifying the system developed by Kham­
bete. He achieved the high speed display(which made it possible to display pitch 
and energy along with vocal tract shape) by directly writing the image on to the 
EGA RAM. He also reduced the frame length from 300 samples to 256 samples. So 
the total delay was 25.6 ms (at 10 k Sa/s). 

Gavankar (5), tested the system developed till then. He also devised a scheme 
for performing the overlapping of the window. In this report the system developed 
by Gavankar will be referred to as Speech Training System 1, STS-1. 

1.3 Project Objective 

The project aims at developing a system which estimates and displays vocal tract 
shape, pitch and energy, in real-time, based upon the input speech. The ;ystem 
STS-1 (as explained in sec. 1.2) , apparently achieves this for vowels. But this system 
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has to be tested for accuracy and consistency, both for synthetic and natural speech 
input. 

The displaying of vocal tract shape in STS-1 is done as a set of straight lines, 
making the interpretation difficult. So a suitable curve fitting algorithm has to be 
found and implemented. This should operate in real-time. 

Further the prediction of vocal tract shape during closure duration of stops in 
STS-1 is not reliable, as the energy during this period is low. Hence the vocal tract 
shape during this period has to be decided based upon vocal tract shape, pitch, and 
energy just before and/or after stops. So for analyzing vocal tract shape, pitch, and 
energy variations, a suitable software has to be developed. 

1.4 Report Outline 

In the second chapter, estimation of energy, pitch, and vocal tract shape are dis­
cussed. The linear predictive coding, used in vocal tract shape estimation and its 
implementation on fixed point machine is described. The schemes for estimating 
the pitch and energy are also explained. 

To help the testing, a feature which gives a two-dimensional representation of 
the variation of vocal tract shape, called 'areagram', was added to STS-1 and this 
modified system will be referred to as STS-2.In the third chapter, the hardware 
setup, the software features, and testing of STS-2, are briefly explained. The results 
of testing, are stated. The fourth chapter describes the software that were developed 
during the course of the project to achieve the objectives of the project. The division 
of tasks between PC and the DSP modules of the software, areagram, the curve­
fitting algorithm for interpolation of vocal tract area function and the modified 
window overlapping technique, are explained. The system STS-2 after addition of 
these features will be referred to as STS-3. 

The testing and results of STS-3 are explained in fifth chapter. Details of a 
software which generates spectrogram, that was developed to help the analysis is 
given in Appendix-A. The program listings and areagrams of some of the VCVs are 
given in Appendix-B 

3 
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Chapter 2 

Estimation of Energy, Pitch, and 
Vocal Tract Shape 

2.1 Introduction 

In this chapter, techniques for estimation of energy, pitch, and vocal tract shape will 
be presented. Estimation of the vocal tract shape from the speech input involves, 
obtaining solutions to a set of equations, of an assumed mathematical model of 
human speech production system. The mathematical model of human speech pro­
duction system and two algorithms, which give the solutions to these mathematical 
equations are discussed. 

2.2 Energy Estimation 

Short time energy function is a convenient way of representing the amplitude vari­
ations of speech signal, and is defined as, 

N- 1 

En= L (x(n - m)w(m)) 2 (2.1) 
m = O 

where En is the energy of the sequence when the window is placed at sample n. 
x(.) is the speech signal and w(.) is the window function of length N. The window 
length has to be carefully chosen. It can not be too large, as the estimated energy 
will then change slowly and will not indicate the sub-phonemic intensity variations 
of speech. At the same time it can not be too small (smaller than pitch period) , 
as the estimated energy then fluctuates rapidly over individual pitch period. This 
problem is complicated by variation of pitch from about 20 samples for a high pitch 
female and child voice up to 250 samples (at 10 k Sa/s) for a low pitch male voice 
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[18]. So no single value gives satisfactory results for the entire range. But, generally 
a value of 100-200 samples (for 10 k Sa/s) gives acceptable results. 

2.3 Pitch estimation 

An accurate estimation of pitch, is an important problem in speech processing. 
Pitch detectors are widely used in vocoders, speaker identification and verification 
systems. They also find application in aids-to-the handicapped. There are several 
reasons which make the estimation a difficult task, like, 

• The glottal excitation varies with time . 

• The true periodic structure may be masked due to the vocal tract filter. 

• The voiced/unvoiced distinction becomes difficult at low signal levels. 

Because of its importance, many solutions have been proposed, like, spectrographic 
method, linear predictive analysis, and time domain algorithms [18]. In this section, 
two important time domain algorithms are described. Time domain algorithms are 
considered because of the need for real-time operation of the system. 

2.3.l Short time auto correlation method 

The short time auto correlation is defined as, 

N-l-k 

rn(k) = L [x(n - m)w(m)][x(n - m + k)w(m - k)] (2.2) 
m=O 

r(k) has the following important properties, 

1. If the input is periodic with p period then, r(k) = r(k + p) 

2. It is an even function, i.e.,r(k) = r(-k) 

3. It has maximum at k = 0 and I r(k) l:S r(O), for all k. 

The equality occurs when k = p, the period of the input signal. The properties 
indicate that the short time auto correlation peaks at shift equal to integral multiple 
of pitch period and hence can be used for pitch detection. However because of 
windowing, the value of auto correlation tapers down as the value of k increases. 
This may lead to false detection of pitch due to secondary peaks which occur because 
of vocal tract response. So the signal has to be pre-processed to eliminate these 
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secondary peaks. One such method is center clipping [18]. In center clipping, the 
output is made equal to zero if the input is below a certain threshold and made 
equal to input if the input is above the threshold. The threshold can be chosen to 
be a constant value or can be chosen as a percentage (typically 30%-50%) of the 
peak signal value in that window. The later method has an advantage in that it 
adapts to the signal level variation but is slightly more complex. 

2.3.2 Short time average magnitude difference method 

The drawback of short time auto correlation method is that it involves considerable 
amount of computation. A function called average magnitude difference function, 
which eliminates multiplications is defined below and can be used for pitch estima-
ti on. 

N-1 

d(k) = L I x(n - m)w(m) - x(n - m + k)w(m - k) I (2.3) 
m=O 

If the signal is periodic, then d(k) will be minimum fork= 0, ±p, ±2p ... where pis 
the period of the signal x(.). This method has definite advantage, especially when 
estimation is to be done in real time and the machine on which it is done consumes 
more time for multiplication. 

2.4 Vocal Tract Shape Estimation 

The estimation of vocal tract shape is essentially the estimation of cross-sectional 
area along the vocal tract. The vocal tract area can be estimated using Linear 
Predictive Coding (LPC). In this section a model for speech production system and 
LPC are explained. The vocal tract area can be related (as will be shown in this 
section) to the 'reflection coefficients of speech production model. These reflection 
coefficients can be found from 'PARCOR' (PARtial CORrelation) coefficients of 
LPC. The relation between PARCOR (PARtial CORrelation) co-efficients of LPC 
and reflection co-efficients of speech production model is also explained. 

2.4.1 Model for speech production system 

A block diagram of speech production model is shown in Fig. 2.1. In this model, 
the speech signal is modeled as the output of a cascade of three filters driven by an 
impulse train or white noise, 

S(z) = G(z) V(z) R(z) U(z) (2.4) 
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where S(z) is the Z-transform of speech signal, G(z) and R(z) are the source and 
radiation characteristics and V(z) is the vocal tract transfer function. U(z) is the 
excitation and usually modeled as train of impulses or Gaussian white noise for 
voiced and unvoiced sounds respectively. 

The vocal tract can be thought of as concatenation of loss less tubes from glottis 
to lips [18]. The area function of the vocal tract relates the vocal tract cross-sectional 
area to the distance (from glottis to lip). If number of loss less tubes is assumed to 
be sufficiently high, then it approximates continuously varying area function. This 
model is shown in Fig. 2.2. 

The discussion is based on [23] . Let um(t, d) and Pm(t, d) represent the volume 
velocity and pressure, respectively, in section m. Here t indicates time variable and 
d the distance variable. The wave equation for the velocity potential <I>m(t, d), for 
section m is given by 

a2 1 a2 
acF <Pm(t, d) = c2 ()t2 <Pm(t, d) (2.5) 

where c is the velocity of sound. 
The velocity potential, volume velocity, and pressure are related by, 

a 
Um = -Am Bd <f> m ( t, d) (2.6) 

a 
Pm= P 8t <Pm(t, d) (2.7) 

where Am is the cross sectional area of the mth section, and pis the density of air. 
A solution to eq. 2.5 is 

<I>m(t, d) = <I>~(t, d) + <I>~(t, d) = r +ejw(t-d/c) + r _eiw(t+d/c) (2.8) 

where r + and r _ are constants, and w is the angular velocity. From eq. 2.6, 2. 7, 
2.8 we can get 

um(t, d) = u~(t, d) - u~(t, d) 

Pm(t, d) = p~(t, d) + p~(t, d) = ~: { u~(t, d) + u~(t, d)} 

where u!, = (jwAmr +/c)eiw(t~d/c) and u~ = (jwAmr _/c)eiw(t+d/c) 

(2.9) 

(2.10) 

As volume velocity and the pressure are continuous, we can write, for the boundary 
between mth and m + 1th section, 

Um+l (t, dm) = Um(t, dm) 

Pm+l (t, dm) = Pm(t, dm) 

8 
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Since it is assumed that the tubes are loss less, u!i+i (t, dm) is equivalent to the 
component of volume velocity that started at dm+l at time flt = fll/c earlier. 
Similarly u;;;,+1 (t, dm) is equivalent to volume velocity that will arrive at dm+l at time 
flt later. Hence the notation can be simplified by eliminating the distance variable, 
i.e., u"ti(t,dm) = u"ti(t). The continuity equations eq. 2.11 and 2.12 become, 

u!i+1(t- flt) - u~+1 (t +flt)= u!i(t) - u~(t) (2.13) 

pc pc 
-A { u!i+ 1 ( t - flt) + u~+l (t + flt)} = -A { u!i ( t) + u~ ( t)} 

m+l m 

(2.14) 

By rearranging eq. 2.13 and eq. 2.14we get, 

(2.15) 

and 
1 

U~+l (t +flt) = {-rmu!i(t) + u~(t)} 
1 +rm 

(2.16) 

where, rm is referred to as reflection coefficient and is given by, 

Am -Am+l 
Tm= 

Am+Am+l 
(2.17) 

By taking Z transforms of eq. 2.15 and 2.16 and combining them, we can write, 

[u+ (z)l z
1
1

2 
[ 1 -r ][u+(z)l 

u~:~ (z) = 1 +Tm -rmz- 1 z_r; U~(z) (2.18) 

This is because z is chosen to be ejw2t::.t instead of ejwt::.t. Now let us assume that the 
front end (lip end) is connected to a tube of infinite area (i.e., r0 = 1) and that the 
back end (glottis end) is connected to a tube of area AM+l that is terminated with 
characteristic impedance of pc/AM+l· Also let us assume that the tube is excited 
at the back end by a source with this characteristic impedance, and with forward 
going volume velocity of Ut+i (z). We can write 

(2.19) 

where_, 
m 1 

gm=II-
i=O 1 +Ti 

(2.20) 
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and 

[ 
D~(z) l [ 1 
D~(z) = -rmz-1 

(2.21) 

now let us normalize U~+l (z) and U~+1 (z) by gm, 

[ q~+l (z) ] = zm+l/2 [ ~mm~((;)) ] {Uci(z) - U0(z)} (2.22) 
U~+1 (z) 

where U!!+~(z) = U!/+~(z)/gm. 
The inverse transfer function between section m and front end is defined as, 

C:(z) = 
forward going volume velocity component at the end of m sec. 

volume velocity at the front end 

Ut(z) - U0(z) 

(2.23) 

similarly we can define 
_ lr~+1 (z) 

Cm(z) = Ut(z) - U0(z) (2.24) 

so, from eq. 2.22, 2.23, 2.24 we can arrive at 

[ 
G!+1 (z) ] _ zm/2+1 [ D~+l (z) ] 
~+1 (z) - D~+1 (z) 

- zm/2+1 [ 1 -1 
-rm+lZ 

-rm+l l [ D~(z) l 
z-1 D~(z) 

(2.25) 

Since zm/2+1 is just a delay, the inverse transfer function can be written as the 
following recursive equation, 

[ 
D~+1(z) ] - [ 1 - rm+I l [ D~(z) l 
D~+l (z) - - rm+1z-1 z-1 D~(z) 

(2.26) 

10 



2.4.2 Linear predictive coding 
In sec. 2.4.1, a recursive equation for inverse transfer function of the speech pro­
duction model was explained. In this section, the estimation of the reflection coeffi­
cients, using LPC, is discussed. The speech analysis model is shown in the Fig. 2.3. 
In this model , impulse train at the input is analogous to the glottal excitation and 
filter is analogous to the vocal tract with glottal and radiation characteristics. Also 
the filter is assumed to have only poles. This implies that the inverse filter is having 
only zero's. Hence the Z-transform of the inverse filter of order Mis given by, 

The error is given by, 

M 
A(z) = L aiz-i, a0 = 1 

i = O 

M 

En= L aiXn-i - rJbno 
i=O 

(2.27) 

(2.28) 

where xi is the input signal to inverse filter and rJ is the amplitude of the impulse, 

which is input to the filter, as shown in Fig. 2.3 
Least mean square error technique is applied to the eq. 2.28 i.e., 

8E 
-=0 
8a· 

forj = 1,2, .. . ,M 
J 

where E is the sum of E~ over 0 ::; n ::; N + M - 1 
The above equation is equivalent to, 

M N+M- 1 

2 L a/ri-j - 2n L Xn-j8no = 0, 
i=O n=O 

for j = 1, 2, ... , M 

(2.29) 

(2.30) 

Where rk represents the kth auto correlation of the sequence Xn· As it is assumed 
that Xn is non-zero for 0 ::; n ::; N - 1, the above eq. 2.30 reduces to, 

M 

L:airi-j = 0 
i=O 

(2.31) 

Now for arriving at a recursive algorithm, we use inner product approach [12]. The 

inner product is defined as, 

< F(z), G(z) > (2.32) 

where R(eJf') , F(eJf'),G(eJ0 ), are the Z-transforms, evaluated at 
z = eJ0, of rk, fk, 9k· Now let us assume that the filter co-efficients are found for 
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m degree. From this we shall find out the filter co-efficients for m + 1 degree. Let 
Am(z) represent the inverse filter of degree m, given by, 

m 

Am(z) = L am,iZ-i, am,O = 1 
i=O 

from eq. 2.31, 2.32, 2.33 it can be concluded that 

Vm 

for l = 1, 2, ... , m 

this can be written as 

now define, 
Bm(z) 6 Z-m-l Am(l/ z) 

by putting k = m + 1 - l in eq. 2.34, 2.35 and using eq. 2.36, we can write 

also from eq. 2.33 and 2.36 

fork = 1, 2, ... , m 

m+l 
Bm(z) = L bm,kZ-k 

k=l 

(2.33) 

(2.34) 

(2.35) 

(2.36) 

(2.37) 

(2.38) 

Now we have got two polynomials of degree m, Am(z) and m + 1, Bm(z), which 
are orthogonal to z-1 , .. • , z-m. We have to obtain a polynomial Am+1(z) of degree 
m+ 1, such that it is orthogonal to z-1, ... , z- (m+l). This can be obtained as a linear 
combination of Am(z) and Bm(z) i.e., 

(2.39) 

As Am+l (z) is orthogonal to z-(m+l), km, which is referred to as PARCOR(PARtial 
CORrelation) coefficients in literature, can be found using the following relations, 

am 6 < z-(m+l), Bm(z) > 

k - f3m 
m-

am 
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Since km can be computed from already known values, we can find out A m+1(z), 
and hence B m+I (z). So the filter co-efficients of m + 1 stage can be calculated using 
the following equations, 

am+l,l - am,l = 1 l=O 

- am,l + kmam,m+l-l Z=l,2, ... ,m 

- km l =m+l 

Computation of CTm+l and /3m+I can be done using the relations, 

CTm+l = am (1 - k~) 
m+l 

(2.43) 

(2.44) 

(2.45) 

(2.46) 

f3m+l = L am+1Jrm+l-l (2.47) 
1=0 

The initial conditions are a0,0 = 1, ao = ro, /30 = 7'1 

To obtain the relation between these kms and the reflection coefficients of the 
sec. 2.4.1, we can re-write eq. 2.39 as, 

and 

Am+l (z) = Am(z) - kmBm(z) 

where Bm(z) = -Bm(z) 

Bm+1(z) = t.{Bm(z) - kmAm(z)} 

eq. 2.48 and 2.49 can be combined and written in matrix form as, 

[ 
Am+1(z) l [ 1 -km ] [ Am(z) ] 
Bm+1(z) = -kmz-l z-l Bm(z) 

(2.48) 

(2.49) 

(2.50) 

Comparing eq. 2.26 and 2.50 we can arrive at the relation between reflection coef­
ficients and PARCOR coefficients, 

(2.51) 

2.5 Fixed Point Algorithm for LPC 

The estimation of reflection co-efficients has to be done in real-time, to achieve the 
goal of this project. One possible way of doing this is to do the processing in a 
DSP processor . Khambete [8) selected a particular hardware setup which is based 
on TMS320C25, a fixed point DSP processor. So t he algorithm that estimates the 
reflection co-efficients must be implementable on a fixed point processor. One such 
algorithm which can be implemented on a fixed point processor is explained in t his 
section. 
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2.5.1 Recursive algorithm 
The discussion is based on [19] . The approach is similar to the approach discussed in 
sec. 2.4.2. The problem with the algorithm, discussed in sec. 2.4.2, is that the range 
of variation of ai is not known. Hence it is difficult to implement that algorithm on 
a fixed point arithmetic machine. Here, a new intermediate variable, defined as, 

m 

e1; = < Am(z) , z- i > = L ak,mri- k 
k=O 

Vi 

is introduced. using eq. 2.34 we can write ei = 0 for i = 1, 2, ... , m 
The recursive algorithm is obtained as follows, 

we now obtain Am+1(z) as a linear combination of Am(z) and Bm(z) i.e., 

(2.52) 

(2.53) 

(2.54) 

As Am+l (z) has to be orthogonal to z-1, . .. , z-(m+l), we can arrive at the following 

recursive equations, 

km - m / m - em+l eo 
em+l 

0 - eo(l - k!i) 
em+l - ei + kme:+l-i Vi 

i 

The algorithm can be understood from the flow graph given in Fig. 2.4. 

2.5.2 Fixed point implementation 

From Cauchy-Schwartz inequality, 

I ei 12 I< Am(z),z-i >12 < < Am(z),Am(z) >< z-\z- i > 
but < z-i, z-i >= ro and < Am(z), Am(z) >= e0 

using eq. 2.58 and 2.59, we can write 

I er; 12 < 

Also it can be proved that [12] , 

m-1 

ea= ro II (1 - kt) 
i=O 

Vi 

(2.55) 

(2.56) 

(2.57) 

(2.58) 

(2.59) 

(2.60) 

(2.61) 

Hence I ei Is ro. So if we assume that r0 S 1, then I ei Is 1 Vi, and hence can be 
implemented on fixed point arithmetic machine. 
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Chapter 3 

A Speech Training System, 
'STS-2' 

3.1 Introduction 

In section 1.2, the development of speech training system, at IIT Bombay, was 
discussed. To achieve the objectives of this project, it was decide to retain the same 
hardware set up as that of STS-1, and modify the software. The block diagram of the 
hardware setup is shown in Fig. 3.1 The speech signal from an elect.ret. microphone 
is amplified and filtered by the signal conditioning circuit. The output of the signal 
conditioning block is fed to the on-board ADC of the DSP board. The DSP board 
is used for acquiring (at a sampling rate 10 k Sa/s) and processing the data. A PC 
is used for providing the user interface and for displaying the speech parameters 
(read, from the shared memory space on the DSP board) on a VGA monochrome 
monitor. The individual blocks of the hardware setup is explained in sec. 3.2 

The software of STS-1 has basically two modules. One runs on the DSP board 
and the other on the PC. The tasks between the two modules aTC~ divided so as 
to exploit ~he fast arithmetic operations and powerful instruction 3r_:t of the DSP 
board and floating point arithmetic operations as well as display capabilities of the 
PC. The software is explained in sec. 3.3 

As pointed out earlier the system STS-1 was tested by Gavankar only for syn­
thetic vowel inputs. Hence the system needs to be tested for natural as well as 
synthetic and natural speech corrupted with white noise. To help the testing of the 
system, a feature which generates areagram (a two-dimensional representation of 
the variation of vocal tract shape, from glottis to lip, with time) was added. This 
modified system will be referred to as STS-2 in the report. The section 3.4 explains 
the testing and results of STS-2. 
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3.2 Hardware Setup 

The important blocks of the hardware setup, shown in Fig. 3.1, viz. microphone 
and analog signal conditioning circuit, DSP board and PC & monitor, are explained 
in this section. 
1. Microphone and Analog Signal Conditioning Circuit. 

The electret microphone generates a voltage which is typically ten's of m V. This 
is amplified by the preamplifier of the analog signal conditioner to ± 10 V to make 
full use of the dynamic range of the ADC. The block diagram of the analog signal 
conditioning unit is shown in Fig. 3.2. As can be seen, this unit can be used for 
both inputting and outputting analog signals. The input part has a pre-amplifier (as 
mentioned earlier), gain of which can be varied. At the input of this preamplifier, a 
simple RC first order high pass filter is provided, with cutoff frequency of 60 Hz., for 
isolating the de offset voltages. This pre-amplifier is followed by an active seventh 
order elliptic low pass filter (anti-aliasing filter). The filter has pass band up to 
4.6 kHz with a pass band ripple of 0.3 dB, and stop band starts at 5 kHz with a 
minimum attenuation of 40 dB. The filter specifications were chosen for avoiding 
aliasing due to sampling at the rate of 10 k Sa/s. 
The output board consists of 4 Modules. They provide, 

• ±5 V output as a test signal. 

• ±300m V output as recording signal, for tape recorder. 

• ±20m v; which can act as output to a head phone. 

• output of power amplifier, which can drive a loud speaker (0.5W, 4n) 

The module requires a supply of ±12V de. 
2. PCL DSP Board 

This board, from dynalog micro systems, is based on TMS320C25 digital sig­
naling processor, and operates at 40 MHz. This can be used as an add on board 
to the PC mother board. This board has on board 64 k word program memory 
and 64 k word data memory. This memory area can be accessed directly by the 
PC (shared memory) and hence the data transfer between C25 and the PC can be 
very fast. It has on board ADC (with maximum conversion time of 35 µs), a 16 bit 
programmable timer, clocked at 5 MHz [17] It also has an on-board DAC. 

The TMS320C25 processor has 544 words on chip RAM (256+32 words of data 
ram and another 256 words which can be programmed either as program or as data 
memory). It provides a very powerful instruction set for digital signal processing 
applications. The processor has an instruction cycle of 100 ns. and most instructions 
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are of single cycle. 
3. PC and Monitor 

A PC/ AT is used for the purpose of displaying the speech parameters (vocal 
tract shape, pitch, and energy), providing user interface, and for the calculation of 
the area function (as this requires floating point arithmetic). A VGA monochrome 
monitor is used for displaying the parameters. 

3.3 Software 

As stated earlier, the software is divided into two modules. The division of tasks 
between the two modules is shown in Fig. 3.3. The tasks are divided so as to exploit 
the fast arithmetic operation of TMS320C25 processor and floating point as well as 
display capabilities of the PC. The modules are explained in this section. 

DSP module 

This program is written in assembly language of TMS320C25 processor. The signal 
acquisition has to be done continuously at a rate of 10 k Sa/s, and data blocks of 
256 samples, with 503 overlap, are to be processed for parameter estimation. The 
sampling is done with the help of an on-board timer, which generates interrupts 
corresponding to 10 k Sa/s. The samples are stored in a circular buffer of length 
256. 503 overlap is performed on this data, which is explained in sec. 4.5 . The 
data block of 256 is Hamming windowed (as it gives better results [18]) and the 
estimation of reflection coefficients is done using Le Roux and Gueguen algorithm 
as explained in sec. 2.5 The energy is calculated as zeroeth auto correlation. The 
input signal is then center clipped with a thresh hold of 503 of the peak value 
in that frame. Pitch is then estimated from the center clipped data using auto 
correlation method, described in sec. 2.3.1 

PC module 

This program is written in C. This provides the user interface and also initializes the 
DSP board apart from displaying the speech parameters. The reflection co-efficients 
along with pitch and energy are read from the DSP board and the area of the m'th 
tube, Am is calculated using the relation, 

l+rm A 
1 

m+l, -rm 
0:::; m < 12 (3.1) 

where A 12 = 1 and rm is the m'th reflection co-efficient. The speech parameters 
are then displayed by directly writing the images on to the video RAM of VGA. 
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Also entire screen is not modified, only the required portions of the previous image 
are modified. This method increases the speed of display. The program provides 
facilities like, capturing image, displaying the captured image in slow motion along 
with the image generated in real time. 

3.4 Testing and Results 

The system STS-1 was tested by Gavankar [5], only for synthesized vowels. Hence 
the system needs to be tested for natural speech and synthetic/natural speech cor­
rupted with noise. To help the testing, a new feature which generates areagram 
of 100 frames was added to STS-1. Testing of this modified system (which will be 
referred to as STS-2), was carried out. Areagram, as mentioned earlier, helps in 
analyzing the variation of vocal tract shape with time. The vertical axis represents 
the distance (from glottis to lip). This is divided in to 12 sections (as the vocal tract 
is modeled as a 12 tube model). The horizontal axis represents the frame number 
(each frame is equivalent to 12.8 ms). The vocal tract area is coded as the intensity 
of the pattern. 

The pitch estimation was tested with sinusoidal wave and natural speech. The 
estimator was also tested for these inputs with different signal to noise ratios (The 
resolution of displayed pitch is 5Hz, because 0-500Hz is mapped onto 100 pixels). 
The minimum input peak to peak voltage for the pitch estimator to work satis­
factorily with in this resolution is tabulated in tab. 3.1. As can be observed, the 
minimum peak-to-peak voltage required, decreases as the frequency increase. Also 
the minimum peak-to-peak voltage required increases when the signal is corrupted 
with noise. 

For sinusoidal wave, and for synthetic speech [11], the estimated pitch was com­
pared with that of the input. For natural speech, the estimated pitch was compared 
with that observed in spectrogram. Fig. 3.4 shows the estimated pitch for synthetic 
vowel /a/ of pitch 140 Hz. The energy of the input speech was made initially to 
increase and then to remain constant at a particular level(for some time) and then 
to decrease again. The Fig. 3.4 shows the minimum energy required for consistent 
estimation. The testing was repeated with these speech signals affected with white 
noise. It was observed that the minimum energy required for accurate estimation 
increased (e.g., approximately 16% increase was needed for vowel /a/ with 12 dB 
SNR). 

T he testing of vocal tract shape can be done using an 'articulatory synthesizer', 
which generates speech sounds depending on the shape of articulators, input to it. 
The speech produced by such a synthesizer can be given as input to STS-2 and 
the vocal tract shape estimated by STS-2 can be compared with the input to the 
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synthesizer. 
Due to the non-availability of such a synthesizer, the system could not be tested 

in this method. However the estimated shapes were compared with that given in 
Rabiner [18], for vowels. It was found that the results were comparable. The vocal 
tract areagrams for synthetic vowels /a/ and /i/ are given in Fig. 3.4 and Fig. 3.5 
respectively. As can be seen it is consistent above a certain energy level. The 
system was again tested for the same synthetic vowels, but this time affected with 
noise. It was observed that, the minimum energy required for consistent estimation 
increased with increase in noise. 
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Table 3.1: Minimum peak to peak voltage(v) required for pitch estimation, for sine 

wave input 

Frequency with out 
(Hz) noise 
100 3.6 
200 2.8 
300 2 
400 1.6 

Speech Input 

1 
Microphone and 
Analog Signal 
Conditioning 

Circuit 

TMS320C25 DSP Board 

with oise 
12dB SNR 
4 
3.6 
2.8 
2.4. 

• 7 
L. 

PC bus 
interface 

with noise 
9dB SNR 
4.8 
4 
3.6 
2.8 

VGA 
Monochrome 

Monitor 

/ 
/ 

PC . 
(80286) 

Figure 3.1: Block diagram of hardware setup of STS-1 
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Chapter 4 

Software Developments 

4.1 Introduction 

To achieve the aim of this project, the software of STS-1 was modified. As explalned 
in sec. 3.1, a feature which generates areagram was added to STS-1 and the modified 
system is called as STS-2. STS-3 which is a modified version of STS-2, basically has 
the same software structure, i.e., it has two modules, one running on the DSP board 
and the other running on the PC. But in this system, a curve fitting algorithm for 
vocal tract shape smoothing has been incorporated and the vocal tract shape during 
the closure period is frozen to the vocal tract shape just before the closure period. 
The Fig. 4.1 shows the division of tasks between the two modules. The division of 
tasks, is similar to that of STS-2. All the computationally intensive operations are 
done by the DSP module while the displaying, user-interface and memory operations 
(like storing the vocal tract shape) are done by the PC module. In this chapter, 
the two modules of STS-3, the areagram and the curve-fitting algorithm which have 
been implemented in real-time, are explained. 

While testing the STS-2, it was observed that neither the vocal tract shape nor 
the pitch and energy estimation were consistent. The reason for this was found to be 
loss of some data while window overlapping was being performed. Sec. 4.5 describes 
the modification that was carried out in the implementation of overlapping, to 
rectify this problem. 

Spectrogram is one of the important tools in speech analysis. It was decided 
that a software which generates spectrogram was needed for analysis. A program 
has been developed, earlier at IIT Bombay [21], for generating spectrogram from 
the speech input. However, in this program all calculations (FFT, log magnitude) 
and displaying are done on the PC, making the process slow. So to enhance the 
speed of generation, it was decided to develop a software, which exploits fast number 
crunching capabilities of TMS320C25 processor and display capabilities of the PC. 
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Such a software was developed along with Prasad [16] and is explained in Appendix­
A. 

4.2 DSP Module 

This module (v_ear.asm) is written in the assembly language of TMS320C25 pro­
cessor. The tasks that are to be carried out by this module are selected, based on 
computational complexity involved. Both pitch and reflection coefficient estimations 
require auto-correlation coefficients, while the curve-fitting requires, approximately 
704 multiplications and 528 additions per frame, and hence are computationally 
intensive. Hence these estimations/interpolation are done by the DSP module. The 
other important tasks carried out by this module, are, speech data acquisition and 
windowing. 

The signal acquisition has to be done continuously at a rate of 10 k Sa/s, and 
data blocks of 256 samples, with 50% overlap, are to be processed for parameter es­
timation. The sampling is done with the help of an on-board timer, which generates 
interrupts corresponding to 10 k Sa/s. The samples are stored in a circular buffer 
of length 256. After the acquisition of every 128 samples, it combines 128 previous 
samples and these 256 samples are copied as a block to another memory area for 
processing. The signal acquisition and the data processing proceed in parallel. The 
details of overlapping are given in the sec. 4.5 

The data block of 256 samples, is Hamming windowed and the auto-correlation 
coefficients are calculated. Then Le Roux-Gueguen algorithm is used to estimate the 
reflection coefficients. The predictor order used is 12, which gives satisfactory results 
for a sampling rate of 10 k Sa/s. The zeroeth auto-correlation coefficient, which is 
calculated for reflection coefficient estimation, gives an estimate of energy and hence 
no additional computation is involved for energy estimation. The program running 
on PC reads these reflection coefficients and the energy, calculates the vocal tract 
area, and then writes back on the DSP board. While the PC program is calculating 
the vocal tract area, the speech signal is center-clipped with a threshold of 50% of 
the peak value in that frame. Again auto-correlation coefficients are calculated and 
pitch is estimated using the auto-correlation method. 

On the 12 area coefficients obtained from the PC, the curve-fitting algorithm, 
Bezier form [ 4], is used to interpolate the area function. The details of this algorithm 
are given in sec. 4.6. This generates a total of 176 points which are read and 
displayed by the program running on PC. The time taken for calculation of reflection 
coefficients is 1.8 ms, for calculation of pitch and curve fitting, it is 8.4 ms. So a 
total of 2.6 ms is free in a period of 12.8 ms. 
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4.3 PC Module 

This module (v_ear.c), is written in C. The important tasks that are allotted to this 
module, are, providing user interface, initializing the DSP board, storing of various 
speech parameters, calculation of vocal tract area. from the reflection coefficients, 
generation of areagram, and displaying. The calculation of vocal tract area needs 
floating point arithmetic and hence can be done using the floating point capabilities 
of PC instead of doing it on the fixed point DSP processor. Similarly displaying 
and storing of various parameters are basically memory operations and are easily 
and efficiently handled by the PC. 

The module initializes the DSP board, writes the window function, and the 
coefficients of curve fitting polynomial, onto the DSP board. These are one-time 
operations and will not be part of real time operations. The real time operations 
can be started by selecting the proper option of from the main menu. The real-time 
operation which begins then, is explained here. The module displays the speech 
parameters of previous frame (for the very first frame, the vocal tract shape is 
initialized to zero) by directly writing onto the VGA RAM, and waits for the DSP 
module to estimate the reflection coefficients of the present frame. It reads the 
reflection coefficients and energy from the DSP board, calculates area function and 
writes the normalized vocal tract area back to the DSP board, for curve fitting. 
If the energy is below a certain threshold, the vocal tract shape is not modified, 
i.e., freezed to the present shape. The vocal tract shape is frozen, till the energy 
again goes back above this threshold or the number of frames for which the energy 
was below this threshold exceeds a limit, (this is to ensure that the vocal tract 
shape is not frozen during the.silence period) which is fixed to 10 frames. Both 
this limit and the energy threshold can be changed. It has to be noted that these 
levels were selected, after observing areagrams of different speech utterances. The 
freezing eliminates the randomness of the vocal tract shape during closure period of 
stop consonants. If the energy is above the threshold, then the speech parameters of 
previous frame is erased. The program then waits for the DSP module to estimate 
the pitch and perform curve-fitting. The interpolated vocal tract area function and 
pitch of the present frame are read from the DSP board after the DSP module 
indicates the completion of pitch estimation and interpolation. This process is 
repeated. 

The module allows to store the speech parameter of 100 frames without affecting 
real time operation. This stored parameters can be used for review mode or for 
generating areagram (areagram is explained in sec. 4.4). In review mode, the stored 
parameters are displayed along with the parameters estimated in real time. This 
helps in training the deaf as, the speech parameters of teacher can be stored and 
that of the student can be compared with the stored parameters. At the time of 
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generation of areagram, the real time operation is suspended. Real time operation 
is restored after returning from the areagram display. The real time processing of 
the PC module takes approximately 8 ms. 

4.4 Areagram 

The estimation of vocal tract shape during the closure duration of stops, is particu­
larly difficult or almost impossible using linear prediction as the energy during this 
period is very low. So, the vocal tract shape has to be determined from the vocal 
tract shape, pitch, and energy, just before and/or after the stops. It is therefore 
necessary to know the variation of these parameters, with time. A program which 
generates areagram and displays it along with pitch and energy, for 100 frames 
(equivalent to 1.28 s) was developed for this purpose. 

Areagram is a two-dimensional representation of the variation of vocal tract 
cross-sectional area from glottis to lips, with time. The time (frame number) and 
distance from glottis to lips, are indicated by horizontal and vertical axes, the cross­
sectional area is coded as the intensity of the pattern. 

The areagram is 500 pixel wide and 176 pixel high. The width of the areagram 
is chosen to be 500, because it then can be compared with the spectrogram. In case 
of areagram 5 pixels correspond to one frame, i.e., 12.8 ms. Also this means that 
areagram displays area function of 100 frames {equivalent to 1.28 s) at a time. This 
period is sufficient to capture the variation of vocal tract shape for VCV syllables 
(like /apa/). 

Areagram can be generated in two ways. One way is to capture the vocal tract 
shape, when the V ..EAR program is running. This can be done by pressing function 
keys, F2 to start capturing and F4 to stop capturing. This captured vocal tract 
shape can be transformed in to an areagram by pressing the function key F3 after 
entering 'use-image' mode. This mode can be entered by pressing the function key 
F3 after capturing. The areagram can be stored in a file and later displayed using 
a program 'DISPY'. 

The other way of generating areagram is particularly useful when the analysis 
involves the comparison of areagram with spectrogram on the same time scale. 
This requires the data to be in a data file (either binary or text) and should be of 
length 12800 samples. This file should be first downloaded on to the DSP board 
using 'F _LOAD' function. Then the 'OFF _LINE' program can be used to generate 
areagram, and can be stored in a file, which can be displayed using the program 
DISPY. The program DISPY provides option for storing the areagram as an image 
file, which can be then converted to different formats like, .ps, .gif, using 'xv' of 
X-windows, for making hard copies using a laser printer .. 
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4.5 Modification of Window Overlapping Tech-. n1que 

Overlapping of the data window, intuitively would improve the estimation, as then, 
there may not be a sudden jump of data between the successive windows. A scheme 
for window overlapping was developed and implemented by Gavankar [5] and an 
improvement was observed in the estimation. However it was observed while testing 
STS-2, that neither the pitch estimation nor the vocal tract shape was consistent, 
even when the input was periodic. This was because of loss of some data, while 
overlapping was performed. In this section the implementation of window overlap­
ping by Gavankar [5], and how the data loss occurs is explained. A modified method 
which, eliminates this loss of data was implemented and is explained in this section. 

The window overlapping technique used in STS-2 is shown in Fig. 4.2. Initially 
the data is written in the location 4000h. After collecting 256 samples, t his data 
(from 4000h thro' 4100h), is copied to the location 4200h for processing. After this 
again collection of data is started and this time it is stored in location starting from 
4100h. After 256 samples are collected, data from locations 407fh thro' 417fh are 
moved to memory location starting from 4200h, and storing of new data is done 
from 4000h. After 256 samples are captured, the data from location 4100h t hro ' 41ff 
is transferred to 4200h for processing and new data is collected from 4100. Now, 
here the data gets mixed up as the data from 417fh thro' 41ffh gets overwritten by 
latest data and the locations 4000h thro' 40ffh would still have t he old data. 

So a modified version of overlapping is now used. This is explained using the 
Fig. 4.3. Initially the data is collected in locat ion 4000h thro' 407fh. After 128 
samples are collected, 256 samples starting from 4080h thro> 40ff and again from 
4000h thro' 407fh are transferred to location 4200h for processing. While the pro­
cessing is done, new data is collected in location starting from 4080h. Again after 
128 samples are collected, data starting from 4000h thro' 40ffh is copied to location 
4200h for processing and this process repeats. 

4.6 Curve Fitting for Vocal Tract Area Function 

The vocal tract shape, in STS-2 is displayed as a set of 12 straight lines. To make 
vocal tract shape look narural, this has to be properly interpollated using a curve fit ­
ting algorithm. Such a curve fitting algorithm, should be computationally efficient, 
enabling real-time implementation. This section describes a particular algorithm 
which was selected for this purpose and describes its real-time implementation. 
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4. 6 .1 Algorithm 

Linear interpolation involves finding a suitable polynomial, from the given set of 
points. This polynomial is then used for finding the intermediate points. One of 
the well known methods of linear interpolation is Lagranges algorithm [10]. In 
Lagrange's interpolation method, a polynomial is found that passes through all 
the given points. In the present case, vocal tract shape estimator generates 12 
points. One way of generating intermediate points is to find a polynomial which 
passes through all the 12 points. However this does not produce good results as 
the 11th degree polynomial can have large peaks and the interpolation may contain 
large errors (even if it is implemented on a floating point machine). So a better 
method would be to divide these 12 points into groups of 4 points and performing 
interpolation separately on each group. The equation for third degree Lagrange's 
polynomial is 

x(t) (4.1) 

This was implemented off-line on PC in C language (using floating point opera­
tions). The results were recorded for vowels. But this algorithm has a disadvantage 
that the implementation on a fixed point machine is difficult, as x(t) can have any 
value and also the value can be less than zero even when all the four control points 
are positive (this is unrealistic as the area cannot go to a negative value). 

So an algorithm, Bezier Form [4] was considered for the purpose of interpolation. 
This algorithm basically finds a third degree polynomial, which passes through two 
of the four given points. This is illustrated in Fig. 4.4 P1 , P2, P3, and P4 are the 
four control points. The derivative (slope) at the points P1 and P4 , R1 and R 4 

respectively, are calculated as R1 = 3(x(t2) - x(t1)) and Rz = 3(x(t4 ) - x(t3)). The 
intermediate points are calculated using the relation, 

0 ~ t ~ 1 (4.2) 

As can be seen from the equation the value of x( t) always lies between 0 and 4, if all 
the control points lie between 0 and 1. Hence this can be implemented on a fixed 
point machine. This was implemented off-line on a PC in C language. The results 
were recorded for vowels and compared with that produced by Lagranges method 
and were found to be more realistic even if it does not pass through all the points. 
Hence it was decided to use this algorithm for real-time implementation. 

It has to be noted that the interpolation is computationally intensive, and hence 
for real time operation, it has to be done on the DSP board. Therefore the algorithm 
should be implementable using fixed point arithmetic. 
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4.6.2 Real time implementation 

The length of vocal tract representation on the monitor, was decided to be 176 
pixels. This length was selected based upon time required for computation and the 
perceivability of the resulting vocal tract shape. If the length is more, computational 
time will be more and if it is less, the interpretation could become difficult. The 
cross-sectional area of the 12 tubes, hence will have to be suitably interpolated to 
176 points. As pointed out earlier, Bezier form algorithm can be implemented on 
a fixed-point processor, and gives satisfactory results. Hence this algorithm was 
chosen for interpolating the cross-sectional area of the 12 tubes, in real-time. 

As stated in sec. 4.6.1, the interpolation of 12 points can be done by dividing 
them into groups of 4 and performing interpolation on each groups separately. The 
12 points Ai (lip end) .. . Ai2 (glottis end) are divided into four groups as follows, 
Groupl =Ai, A2, A3, ~ . 
Group2 = A4, As, A6, A1 
Group3 = A1, As, Ag, A10 
Group4 =Ag, A 10 , An, A12 
The division into four groups implies that the number of points in each group is 48. 
Hence the eq. 4.2 gets modified as, 

0 ~ t ~ 48 

(4.3) 
By observing equation 4.3 we find that the co-efficients of x(t1), x(t2 ), x(t3 ), and 
x( t4) can be computed beforehand and need not be done every time. So effective 
number of multiplications per point is 4 and effective number of additions per point 
is 3. 
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Chapter 5 

Testing and Results 

5.1 Introduction 
The system STS-3, has the same scheme for estimation of energy, pitch, and vocal 
tract shape, as that of STS-2. These schemes were tested for accuracy and consis­
tency and the results have been tabulated in sec. 3.4. So the estimation schemes of 
STS-3 need not be tested again. However the additional features, viz. interpolation 
of vocal tract area function and the freezing of the vocal tract shape during closure 
duration of stops, need to be tested. The curve-fitting algorithm can be tested by 
comparing the interpolated vocal tract area function, produced by STS-3 with that 
produced by a program implemented on PC (using floating point arithmetic). The 
sec. 5.2 describes the testing done on STS-3. The results are listed in sec. 5.3. 

5.2 Testing 
The Bezier form algorithm was implemented off-line, in both C and the assembly 
of TMS320C25. The interpolated vocal tract shape produced by the two were 
compared for different vowels and were found to be matching. The vocal tract 
shape for the vowel /a/, after interpolation ~y the C program, is shown in Fig. 5.1 
and that by the C25 assembly is shown in Fig. 5.2. As can be seen the difference 
between the two is negligible. This is expected as, the algorithm (sec. 4.6.1) is 
suitable for fixed point implementation, and hence the error due to fixed point 

implementation, is negligible. 
After incorporating the curve-fitting algorithm in DSP module of the system, 

it has to be made sure that the system still operates in real-time. The real time 
operation is possible, if the total time taken by the module for processing is less 
than 12.8 ms. The assembly program of STS-2 takes approximately 9.8 ms for the 

39 



entire process. The curve fitting takes approximately 0.4ms, so the total time taken 
for processing by STS-3 is 10.2 ms (the timings were measured on CRO). Hence the 
real time operation of the system is not affected by the addition of this feature. 

The displaying of interpolated vocal tract shape requires more memory opera­
tions, as the number of points to be displayed (for vocal tract only) in STS-3, is 
176 (in STS-2, only 12 points were displayed). Also displaying one pixel requires 
one memory read and one memory write operations (22). The time taken by the 
PC module to display all the parameters, perform floating point operations and 
provide user-interface, should be less than 12.8 ms, for real time operation of the 
system. The time taken to perform all these tasks, was found to be 8 ms and hence 
real time operation is possible. The time required for these calculations was found I 
by finding out the time required for 10000 such operations and then this time was 
divided by 10000. This was done as, the 'time' function, which is used for finding 
the time required for calculations, returns time in seconds. 

5.3 Results 

The typical display (when in review mode) of the energy, pitch, and vocal tract 
shape, is shown in Fig. 5.3. The darker vocal tract shape is the stored shape, for 
vowel /a/, spoken by a male speaker. The lighter one is produced in real time, for 
speech input, vowel /i/. As pointed out earlier this mode can be very helpful in 
training, as the teacher can store his parameters and the student (deaf person) may 
try to emulate him. 

Fig. 5.4, shows the areagram of the speech utterance /ai/. The areagram clearly 
shows the changes that take place in vocal tract shape during the transition from 
one vowel to the other. 

The Fig. 5.5, shows the areagram for /ada/, generated before the freezing of the 
vocal tract shape facility was incorporated and Fig. 5.6 shows the areagram for the 
same input but this time areagram was generated after this freezing facility was 
incorporated. As can be seen the freezing clearly avoids the randomness of vocal 
tract shape during the low energy period, and gives an idea of the vocal tract shape 
during the closure period of the stops. 

The areagrams and spectrograms for the vowel-consonant-vowel (VCV)'s /apa/, 
/ata/, /aka/, /aha/, and /aga/ are shown in Fig. 5.7, 5.8, 5.9, 5.10, and 5.11, 
respectively. (the areagrams were generated without 'freezing' facility) . As men­
tioned earlier the time scale of both areagram and spectrogram are made same, 
enabling comparison. The spectrogram shows the variation of formant frequencies 
just before and after the closure duration of the VCV's. Also we can observe that 
the vocal tract shape varies during this period and the variation is different for 
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different VCV's. The variation is expected as the vocal tract shape is related to 
formant frequencies. This information can be used to estimate the vocal tract shape 
during the closure period of stops. However the real time implementation of any 
such estimation method is difficult, as the duration of the stops varies from per­
son to person and the energy levels during this period also varies. It was observed 
that the duration for which the energy levels were below the threshold was around 
7 to 10 frames (corresponding to 64 ms to 89.6 ms) for voiced stops to 10 to 14 
frames (corresponding to 128 ms to 179.2 ms) for unvoiced stops. This makes the 
prediction of vocal tract shape during closure period of stops, difficult. 
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Chapter 6 

Summary and Suggestions for 
Further Work 

6.1 Summary 

The objective of the project is to develop a speech training aid for the deaf, which 
may help in training the deaf children to learn to produce intelligible speech. The 
aid should provide visual feedback of speech parameters, like energy, pitch, and 
vocal tract shape, in real time, from the speech input. The aid should also provide 
facilities like recording these parameters and displaying the stored parameters in 
slow motion review mode. 

An aid of this type has been developed earlier at IIT Bombay [1, 5, 8]. The aid 
uses Le Roux-Gueguen algorithm for vocal tract shape estimation, auto correlation 
method for pitch estimation and energy is estimated as zeroeth auto correlation. 
The system however , has to be tested for accuracy and consistency. The vocal 
tract shape in this system is displayed as a set of straight lines. This has to be 
properly interpolated, to make the shape look more natural. The estimation of 
these parameters during closure period of stops becomes unreliable because of the 
low energy. So the vocal tract shape during this period has to be decided, based 
upon the speech parameters just before and after the stops. For analysis purpose, 
suitable software has to be developed which show the variation of these parameters, 
with time. 

As the project is continuation of ongoing efforts at IIT Bombay, the existing sys­
tem, STS-1 was studied. A software, which generates areagram (a two-dimensional 
representation of the variation of vocal tract shape from glottis to lip, with time), 
for analyzing the variation of speech parameters, with time, was added to STS-1. 
This modified system is referred to as STS-2. The system was tested for accuracy 
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and consistency with both synthesized as well as natural speech (also corrupted with 
noise) inputs. The implementation of window overlapping technique was modified 
which was causing loss of some data during window overlapping. 

Different algorithms were considered for interpolating the vocal tract area func­
tion and one particular algorithm, 'Bezier form' algorithm was selected for this 
purpose, because of its suitability for implementation on a fixed point processor. 
The algorithm was implemented for real time operation. To eliminate randomness 
of vocal tract shape during closure period of stops, the vocal tract shape was froz.en 
to the shape just before closure period of stops. The threshold for this was decided 
after studying the areagrams of various speech utterances. To help the analysis, a 
software which generates spectrogram, using the fast arithmetic operations provided 
by the DSP processor. 

6.2 Suggestions for Further Work 

The system presently, freezes the vocal tract shape during closure duration, to the 
vocal tract shape just before this period. A better method would be to identify 
the duration for which the estimation is not reliable and interpolate the vocal tract 
shape during this period based on the variation ofvocaLtract shape just before­
and/or after this duration. The areagram and spectrogram of different VCV's indi­
cate that it might be possible to interpolate the vocal tract shape from vocal tract 
shape just before and after the closure period. However real-time implementation 
of any such interpolation scheme could be difficult, as the the duration for which, 
the estimation is unreliable, varies over a wide range. Also the delay involved could 
be as large as 150-200 ms. 

The estimation of speech parameters could be done on a floating point processor. 
In this case the minimum energy required for reliable estimation may be much lower 
compared to the present value and 'freezing ' technique could give much better 
picture of the vocal tract shape during the closure period of the stops. 

The display of the vocal tract shape could be made more realistic, by showing 
outline of face on the monitor, whose vocal tract shape could be made to vary 
according to the speech input. 

53 



' 

Appendix A 

Spectrogram 

A.I Introduction 

A spectrograph is an instrument, which translates a given signal into a visual rep­
resentation of its frequency components, as a function of time. Time and frequency 
are indicated by horizontal and vertical axes respectively, and the spectral magni­
tude is indicated by darkness of the pattern. These representations are known as 
spectrogram, and are very useful in speech analysis. 

In one of the methods of generating spectrogram [9), the spectrogram of a short 
duration (2 s) speech utterance is recorded by an electro-mechanical instrument 
onto heat-sensitive leledeltos paper. In this system the speech signal repeatedly 
modulates the output of a variable frequency oscillator. This modulated signal is 
input to an analog bandpass filter. The average energy output of the bandpass 
filter is recorded on1eledeltos paper as a spectrogram. The time and frequency 
resolutions depend upon the bandwidth of the filter. The spectrogram will have 
good time resolution and poor frequency resolution if the band pass filter has a wide 
band width (300 Hz). On the other hand it will have good frequency resolution and 
poor time resolution if the band pass filter has narrow band width (45 Hz). This 
process takes about 10 min and has a very small dynamic range and hence not widely 
used these days. Spectrograms can be digitally generated by spectral analysis of 
digitized waveform, either by using digital filter or by DFT analysis, and displaying 
the time-frequency plots on a monitor, or making hardcopy on a printer. The 
implementation can be done on a dedicated digital hardware or a general purpose 
computer [14, 13). 

Short time fourier transform of the sampled waveform x(n), is given by, 

N-1 

X(n, k) L w(m) x(n - m)e-jZ7rlan/N (A.I) 
m=O 
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where, n represents the discrete time samples, k the discrete frequency and N the 
D FT size. The window w ( m) is L-point ( L < N) Hamming window. The window 
length L plays an important role, as it is related to the frequency resolution, by the 
relation, 

f rs 2fs/(1.5L) 

where, frs is the frequency resolution and fs is the sampling frequency. The factor 
1.5 is due to the Hamming window [15]. Hence spectrogram of required resolution 
can be generated by properly choosing L , e.g., wideband (300 Hz) spectrogram can 
be generated using 1=43 (speech signal digitized at 10 k Sa/s) and narrowband 
(45 Hz) spectrogram can be generated using L=289 (signal sampled at 10 k Sa/s). 
The DFT size N is maintained constant in order to have same number of spectral 
samples for different values of L. 

Attempts have been made to obtain a spectrogram-like representation, with 
good time and frequency resolution, simultaneously [2]. Most of the schemes which 
produce such representation are computationally intensive and also the resulting 
displays are difficult to interpret. One of the simpler methods for providing the 
features of both wideband and narrowband spectrogram [3], is to obtain 11 Com­
bined spectrogram" X cb, as the geometric mean of wideband spectrogram X wb and 
narrowband spectrogram Xnb , given by, 

I X cb I [I Xwb I . I xnb 1] 112 (A.2) 

The valleys (lighter levels) of both the spectrograms are preserved by geometric 
mean operation, and hence the horizontal and vertical features will be visible in the 
combined spectrogram. 

As mentioned earlier, spectrogram can be digitally generated on a dedicated 
hardware or a general purpose computer. Because of easy availability of comput­
ers, the later method has become popular. Programs have been developed, that 
generate spectrogram and can be run on a PC. One such program was developed 
at IIT Bombay [21].The program in addition to providing trade-off between time 
and frequency resolutions, can generate "combined spectrogram" . It plots the log 
magnitude of short time fourier transform, instead of the magnitude itself, there by 
increasing t he dynamic range and also making the display easily understandable. 
The program allows the user to vary the dynamic range. In this program, all the 
calculations (FFT, log magnitude) and displaying are done on the PC, making the 
process slow. So to increase the speed of generation of spectrogram, it was decided 
to use a DSP PC add-on board based on TMS320C25 for calculation of FFT and the 
PC for displaying the spectrograms. A program was developed along with Prasad 
[16], for this purpose. Here, first this program itself will be described, followed by 
its operation. 
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A.2 Spectrogram program 

The program has basically two modules, one runs on the DSP board and the other 
runs on the PC. The PC module handles the user interface, calculation of log 
magnitude and display functions. The DSP module computes the FFT. Generation 
of spectrogram is made faster by doing these things in parallel, i.e., while the DSP 
program is calculating FFT of the present block, the PC displays the log magnitude 
of FFT of the previous block. The DSP program is written in TMS320C25 assembly 
language and PC program in C. 

The spectrogram program 11 spectro.c", provides a provision for acquiring the 
input either from a file or from ADC, on the DSP board. The program needs a VGA 
card along with a 640x480 pixel resolution monochrome monitor, and the DSP25 
board (from Dynalog Micro systems, Bombay based on TMS320C25 processor). 
The spectrogram is 500 pixel wide and 128 pixel high, and is displayed above the 
waveform segment being analyzed. The display also shows a strip providing the gray 
scale for magnitude, cursor readouts and user directives. There is a provision for 
displaying the spectrum of a particular window along time axis, which is selectable. 
The program provides the user, the option of giving or not giving pre-emphasis to 
the signal. Pre-emphasis emphasizes high frequency components, and is needed, in 
case of speech signal, as the higher frequency components, otherwise would not be 
visible because of limited dynamic range of magnitude scale. 

As mentioned earlier the input to the program can be from a data file containing 
digitized signal waveform. Alternatively, the signal can be first captured (sampling 
rate and the number of samples specified by the user) by using the ADC of the DSP 
board, stored in a file, and then used for spectrographic analysis. First difference 
is performed if the pre-emphasis of the signal is required. The program uses 256 
point DFT for spectrographic analysis. The signal is Hamming windowed with a 
window length L,that is selected by the user ( <256) to form a data block. The block 
is extended to a length of 256 by padding zeros. This block of length 256 is then 
downloaded to the DSP board, where FFT is calculated. While FFT of this block 
is being calculated on the DSP board, the program running on the PC, calculates 
the log magnitude of FFT of the previous block. This log magnitude of FFT is 
mapped to 16 grey levels (highest magnitude is mapped to grey level 'O' and lowest 
to '15'), linearly, and then displayed on the monitor. Only 128 samples are displayed 
as the magnitude spectrum is symmetric. After displaying, the PC program reads 
the FFT of the new block (the completion of FFT is indicated by setting of a 
flag, in the shared memory space, by the DSP program). This process is repeated 
500 times (as the width of the spectrogram is 500 pixels). The overlap between 
successive windows depends on two factors, one is the length of the sequence for 
which spectrogram is to be found and the other on the length of the window. 
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After generating the spectrogram, the program provides facility to move the 
cursor to the required location on both time and frequency axes. If the movement 
is along the time axis, then the magnitude of that cursor location can be seen by 
pressing the return key. If the cursor movement is along the frequency axis, the 
return key need not be pressed. The reason for this is that the program stores 
the spectral magnitude of only one block, ending at the cursor point along the 
horizontal axis. As the cursor is moved horizontally, new magnitude spectra need 
not be computed. Therefore, in order to avoid unnecessary slowing down of cursor 
movement, spectrum is calculated only after return key has been pressed. 

The program also offers facilities for storing the spectrogram as an image file 
which can be viewed and converted to required format (like fname.ps, fname.gif) 
using 'xv' of X-windows. 

The program does not provide the facility of "combined spectrogram" [21], but 
it permits change of resolution by changing the Hamming window length for the 
time segment being analyzed. 

A.3 Operation / 
Certain precautions have to be taken while running this program as the FFT is 
calculated on a fixed-point DSP processor. The program may otherwise terminate 
with floating point error or may give wrong results. The program can be started 
by typing 'spectra'. The program checks for the presence of the properly set DSP 
board and will inform the user of any errors encountered. It requires the assembled 
DSP program file 'FFT256.mpo' in the same directory, and automatically loads it 
onto the DSP board. In this section, the information, regarding, the acquisition of 
input signal, the input data file, the frequency resolution, the magnitude dynamic 
range required, scaling factor and the pre-emphasis that are asked by the program 
are explained. The order in which the program asks these inputs is maintained to 
help the operation. 

• Acquire data for spectrogram (y /n) : Typing 'Y' will make the program to 
capture the signal from ADC of the DSP board. The captured data will 
be stored in a file before spectrogram is generated. The program requires 
following inforamtions for capturing and storing, 

1. Sampling frequency: It can not be less than 77 Sa/s because of hardware 
configuration of on board t imer of the DSP board. 

2. File type: can be binary or text 

3. Data files : Data file can have any name. The file will be created in the 
present directory (overwritten if existing). It is better to use extensions 
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.txt and .bin for text and binary files even though it is not essential, as 
it helps in identifying the file type. 

4. Number of samples : It has to be a multiple of 128, otherwise the nearest 
(lower) integer multiple of 128 samples will be stored. The program starts 
capturing after getting this inputs. 

Typing "n" will make the program to get the data from an input file. The 
data file should be in the following format. The first item should be number of 
samples in the file. The samples should be stored from second item onwards 
.The file can be either binary or text format. Both the samples and the number 
of samples should be stored as integers. The program require the following 
information for getting the data from file correctly. 

1. Sampling frequency : This information is used for frequency scale cali­
bration and hence does not affect the generation of spectrogram_, however 
it is better to give the frequency at which the data was sampled. 

2. Data file : The name of the data file, with the extension should be given 
. Program terminates if the file does not exist or it is unable to open the 
file. 

3. File type : It can be either "bin" or "txt". 

• Zero intensity level and maximum intensity level : The purpose of this is 
to give variable magnitude resolution. The spectral magnitude level between 
these two limits are linearly mapped to 16 gray levels. The spectral magnitude 
outside this range are made equal to the limits. If nothing is known about the 
signal, one can start off with zero level of 20 dB and maximum level of 90 dB 
and change them as per the requirements later. The program then plots the 
signal waveform of the entire file. Any portion (entire file also) of this can be 
selected for generating the spectrogram. Waveform of this selected segment 
is again plotted over the entire range (i.e., zooming in!). The selection can be 
started by moving the cursor to the required position and hitting the return 
key. Then the cursor can be moved to the end position and the return key hit 
to mark the end position. For slow movements arrow keys can be used and 
for faster movements 4,6 keys can be used. 

• Window length: This is the length of the Hamming window and the fre­
quency /time resolution depend on this input. It can have any value that is 
less than 256. Typically one can select 43 samples (corresponding to 300 Hz 
bandwidth with 10 k Sa/s) for wide band and 159 samples (for 84 Hz) for 
narrow band Selecting higher window length, even though gives a better 
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frequency resolution, may lead to overflow and selecting lower window length, 
even though gives a better time resolution, may result in under flow. 

• First difference: Typing 'y' will pre-emphasize the input signal. Typing 'n' 
will not modify the input signal. For speech signals, it is better to give 'y' as 
this gives a boost to the higher frequency signals. 

• Scale factor: Only 16 bits of the square magnitude of FFT can be stored, 
as the memory is length 16 bits. The magnitude of FFT can be 30 bit long 
(worst case). So certain bits (LSB's) have to be truncated before storing. 
'Scale factor' is the number of LSB's that are truncated before storing. So 
this factor depends upon the signal level. If nothing is known about the signal 
level, one can start off with scale factor equal to 15 and change according to 
the requirements later. If this value is less, then the program may terminate 
with 'loglO' error. It has to be noted that, choosing a proper scaling factor, 
does NOT ensure overflow-less operation, as the scaling is done at the time 
of storing. So in case of overflow (which sometimes can be detected by white 
spots on black strips of the pattern) the signal level has to be decreased. This 
can be done with the help of the program 'scale' [16].The maximum level for 
overflow-less operation when the input is a 1 k Hz sinusoidal wave (sampled 
at a rate 10 k Sa/s) is 0.44 V rms. This is equivalent to 2000 after digitizing 
the signal on a 16 bit ADC with± 10 V input. 

The program, after generating spectrogram, gives option of moving the cursor 
to required position for readouts or plotting spectrum. The movement can be done 
using arrow keys(for slow movements) or 2,4,6,8 keys(for fast movements). The 
function key F3 can be used for storing the entire screen in a file and F4 for storing 
only the spectrogram. The file is stored in text form and hence occupies a large 
space. 

A.4 Results 

Fig. A.1 shows the wideband spectrogram of a square wave, whose frequency has 
a step variation from 500 Hz to 750 Hz and back to 500 Hz. The spectrogram 
clearly shows the abrupt variation of frequency, as the time resolution is good. The 
Fig. A.2 shows the narrowband spectrogram of the same squarewave. In this case 
the funadamental frequency and its harmonics can be clearly seen , as the frequency 
resolution is good. However, the time resolution has suffered as is seen from the 
smears at the points of frequency changes. 
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