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ABSTRACT 

 
 A technique for online monitoring of dissipation factor in the range of               

500–5000×10-5, with a precision better than 5×10-5 is investigated using numerical 

simulation, a low voltage setup with loss angle simulator circuit, and a high voltage setup 

with test objects operating at 1 kV. The technique is based on synchronous detection 

method of phase measurement. The dissipation factor is obtained by processing the 

simultaneously sampled signals corresponding to voltage and current, and involves 

dividing the low pass filtered product of voltage and current signals by the RMS values 

of the two signals. The measurement update rate depends on the response time of the low 

pass filters. It is shown that the desired precision can be obtained using asynchronous 

sampling with (a) sampling rate much larger than the power line frequency, giving high 

update rate, and (b) sampling rate lower than the power line frequency and processing the 

aliased periodic waveforms retaining the original phase relationship. The second method 

can be used for low cost instrumentation for condition monitoring applications with low 

measurement update rate. 
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Chapter 1 

INTRODUCTION 

 

1.1 Overview 

A capacitor with a lossy dielectric can be represented by a capacitor Cp in parallel 

with a resistor Rp as shown in Fig. 1.1. For sinusoidal voltage v(t) of frequency f, 

( ) ftVtv m �2cos=  (1.1) 

Capacitive current component iC(t) and resistive current component iR(t) are, 

( ) ( ) ( )2��2cos�2 += ftVCfti mpC  (1.2) 

( ) ( ) tfRVti pmR �2cos=  (1.3) 

The net current i(t) is given as, 

( ) ( )/2��2cos222 −++= − tfVRCfti mpp  (1.4) 

where, 

( ) 1�2tan −= pp RfC/  (1.5) 

The angle δ is known as the loss angle and tan δ is known as the dissipation factor. 

The corresponding RMS values are 

2mVV =  (1.6) 

VfCI pC �2=  (1.7) 

pR RVI =  (1.8) 

22
RC III +=  (1.9) 

Therefore, the dissipation factor D = tan δ is given as, 

CR II/ =tan  (1.10) 
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The net current I lags the capacitive current component IC by loss angle�/, and leads the 

resistive current component by an angle δ−2� . 

 

Fig. 1.1 Equivalent parallel RC circuit for a capacitor with lossy dielectric 

 

The capacitor with the lossy dielectric may also be modeled as a capacitor Cs in 

series with resistor Rs as shown in Fig.1.2. Here the net voltage V lags the voltage across 

the capacitor Vc by the loss angle δ, and leads the voltage across the resistor by angle 

δ−2� . The dissipation factor is given as, 

ssCR RCfVV/ �2tan ==  (1.12) 

 

Fig. 1.2 Equivalent series RC circuit for a capacitor with lossy dielectric 

 

High voltage equipment generally involves use of dielectric materials as 

insulation between conductors, or between conducting parts and the ground. Monitoring 

of the condition of the insulation is important, because failures of insulation due to ageing 

and deterioration often involve loss of capital and risk of human injury. When a dielectric 

is used for insulation in high voltage applications, the loss angle goes on increasing as the 
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insulation condition deteriorates. Hence measurement of the loss angle or dissipation 

factor can serve as one of the several techniques for condition monitoring of insulation 

[1-15]. Off line measurement involves removal of high voltage equipment from the 

service. Further it is a tedious and time consuming operation. With online monitoring of 

the dissipation factor, insulation deterioration can be monitored continuously under the 

actual voltage and temperature conditions, independent of the scheduled off line checks, 

and this can help in timely detection of insulation failure. 

 

1.2 Project objective 

The objective is to develop instrumentation for online measurement of dissipation 

factor. The work involved numerical simulation of the earlier proposed technique to 

investigate the associated errors, to test it with a dissipation factor simulator circuit, and 

finally to develop a signal conditioning circuit to acquire signal from high voltage front 

end and measure dissipation factor of transformer bushing. It is a continuation of the 

earlier work done at IIT Bombay [15]. Initiall y numerical simulation is done to find out 

the errors contributed by ADC resolution, power line harmonics, and power line 

frequency fluctuation. Further analysis is done to investigate errors associated with 

different sampling rates by sampling the signals at two different sampling rates i.e. one 

higher than the power line frequency and other lower than the power line frequency. A 

low voltage signal conditioning set-up is made to measure the dissipation factor of 

transformer bushing rated for 1 kV wherein USB based data acquisition card is used to 

acquire the signals from the signal conditioning circuit. These acquired signals are 

processed using MATLAB to compute the dissipation factor. 

 

1.3 Disser tation outline 

The second chapter gives literature review of some of the earlier reported 

techniques. Chapter 3 explains the proposed technique for online dissipation factor 

measurement along with theoretical error analysis. Chapter 4 explains the numerical 

simulation used to validate the proposed technique. In Chapter 5, a loss angle simulator 

circuit along with the results obtained is presented. Experimental hardware setup for 

dissipation factor measurement of 1 kV bushing and a standard air capacitor of 
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1000 pF / 2 kV is presented along with the results and discussion in Chapter 6. The last 

chapter gives the summary and scope for future work. 
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Chapter 2 

DISSIPATION FACTOR MONITORING 

 

In this chapter, a review of the methods of dissipation factor measurement is 

presented. The techniques for monitoring of dissipation factor can be classified as bridge 

balancing techniques [3], techniques based on phase measurement [4][10], techniques 

based on harmonic analysis [5][7][8], techniques based on synchronous detection [6][9], 

techniques based on decomposition of current signal into orthogonal components 

[13][16], and technique based on sum current method [11][12]. A number of techniques 

[17][18][19][20] for phase measurement based on zero-crossing detection are reported in 

the literature. However, the application of these techniques towards the measurement of 

dissipation factor has not been reported. The bridge balancing techniques are mostly used 

for off line measurement while the others techniques are more suitable for online 

measurement. 

 

2.1 Off line measurement using br idge balancing 

A conventional off line technique of monitoring the status of dielectric needs 

removal of equipment from the service. Two different offline measurement techniques 

are reported in the literature.  

First technique of off line method involves dissipation factor measurement through 

Schering bridge null detection [3]. This method of measurement is ill ustrated in Fig. 2.1. 

Sample dielectric or insulation whose dissipation factor is to be measured is represented 

by Zx, where Rp is the resistance representing its dielectric loss component. Cs is a 

standard air capacitor, while Rv and Cv are variable resistor and capacitor respectively, 

used for balancing the bridge. Bridge is balanced by successive variation of Rv and Cv 

until the detector shows null indication. 
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Fig. 2.1 Dissipation factor measurement using Schering bridge (Adapted from [3]) 

 

Let Z1, Z2, Z3 and Z4 represent the impedance of four arms of the Schering bridge 

shown in Fig. 2.1, where 

Z1 = RpR�1/jωCp), )(tan 1
1 pp R&&Z −=∠  

Z2 = 1/jωCs, 2/�2 =∠Z  

Z3 = Rv, ∠Z3 = 0 

Z4 = RR(1/jωCv), )(tan 1
4 R&&Z v

−=∠  

For bridge to balance 

Z1 Z4 = Z2 Z3 

i.e., product of magnitude of impedances Z1 and Z4 must be equal to product of Z2 and Z3 

Z1Z4 = Z2Z3 (2.1) 

and sum of phase angle of Z1 and Z4 must be equal to sum of phase angle of Z2 and Z3 

∠Z1 + ∠Z4 = ∠Z2 + ∠Z3 (2.2) 

Substituting the value of ∠Z1, ∠Z2, ∠Z3 and ∠Z4 in (2.2), we get 

2/�)(1tan)(tan 1 =−+− R&&R&& vpp  

which gives, 

R&&
R&& v

pp

=1
 (2.3) 
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Since the dissipation factor for unknown load Zx is given as 

pp R&&=δtan  (2.4) 

the dissipation factor, under the bridge balance condition is given by 

R&&v=δtan  (2.5) 

Various instruments based on Schering bridge method are available. These 

instruments either have automatic or manual bridge balancing. Table 2.1 lists some of the 

instruments along with the name of manufactures and specification. All these instruments 

have an internal standard capacitor. 

 

Table 2.1 List of tan δ measuring instruments based on Schering bridge method  

Specifications Manufacturer Model No. 

tan δδ 

range 

Test voltage 

(kV) 

Accuracy Resolution Br idge 

balance 

Doble [21] M4100 0 to +2 25-12 +40×10-5 10×10-5 Auto 

Haefely [22] Type 470 Not 

available 

Not  

available 

Not 

available 

Not 

available 

Manual 

Tettex [22] Type 2816 0-9.99 0-12 +1% rdg* 

+10×10-5 

10×10-5 Auto 

Megger [23] Delta 2000 0-0.09 0-10 +2% rdg 10×10-5 Auto 

Sivananda 

Electronics [24] 

MLS-

11DA1 

100×10-5-2 0-10 +1% rdg 

+50×10-5 

10×10-5 Auto 

Tinsley [25] AFP3000 

bridge 

0-1 0-12 1% rdg  

+20×10-5 

1×10-5 Auto 

Scope T&M[26] FT-12 10×10-5-10 0-12 +1% rdg 10×10-5 Auto 

Eltel [27] ACTS-12K 0 to + 

infinity 

0-12 +1% rdg 

+50×10-5 

1×10-5 Auto 

Lemke 

Diagnostics [28] 

LDV-5/E 10×10-5-

100 

0-1000 +1% rdg 

+1×10-5 

0.1×10-5 Auto 

*  Reading 
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Technique of off line measurement is based on the operation of cathode ray 

oscilloscope [3]. It is based on the principle that if the X and Y pairs of plates are applied 

with an alternating potential difference then the electron beam will trace an ellipse whose 

area will depend on the phase difference between the alternating voltages applied to the 

pair of plates. In one method, a potential difference proportional to the applied voltage is 

applied to one plate of the pair of plates with other plate grounded and another pair of 

plate excited with a voltage proportional to the integral of current through the dielectric. 

A record of the ell ipse traced out in dissipation factor measurements can be obtained 

photographically. Another method under this technique is shown in Fig. 2.2, Zx is the 

sample dielectric or insulation whose dissipation factor is to be measured. By varying the 

resistor Rv and capacitor Cv, area of elli pse on CRO is reduced so as to make it a straight 

vertical line. Values of component corresponding to straight-line on CRO give dissipation 

factor. This method is inaccurate unless the voltage on Cv is much less than that on Cp. 

Otherwise an amplifier will be needed between Cv and the Y plates. Information on 

instruments based on this technique could not be obtained. 

 

 

Fig 2.2 CRO technique of dissipation factor measurement (Adapted from [3]) 

 

2.2 Online techniques based on phase measurement 

Different online techniques have been reported [4-10]. First category includes 

instrumentation for online monitoring of dissipation factor based on phase measurement. 

It is essentially acquiring voltage and current signal from the test object and then 
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performing signal processing on these signals to measure phase difference, the loss angle, 

or the dissipation factor [4]. Fig. 2.3 shows the general schematic of this arrangement for 

measuring dissipation factor of high voltage equipment. The dielectric sample or 

insulation is represented by Zx, and is connected to high voltage bus, and a voltage 

divider is used to get the voltage signal. The current through the capacitor is converted 

into voltage by I/V converter. The two output signals are given to the phase measurement 

circuit that gives dissipation factor. 

 

 

Fig. 2.3 Dissipation factor measurement using phase measurement 

 

A technique of loss angle measurement involves detection phase difference 

between the zero crossing of current and voltage signal. The reported [10] technique 

removes the error due to the offset and switching time delays of voltage and current 

comparators. This is achieved by passing the voltage and current signal through 

automatic gain ampli fier (AGC). The schematic arrangement of this technique to measure 

the dissipation factor is shown in Fig. 2.4. The current through the dielectric sample is 

measured as the voltage across standard capacitor connected in series with dielectric 

sample. The voltage signal is obtained through the capacitor divider connected with test 

supply. These two signals are then passed through an automatic gain controlled amplifier 

(AGC). This helps in making the input of voltage of comparator at maximum. The 

outputs of the current and voltage ampli fiers are processed through a harmonic filter to 

remove any high frequency noise present in the signal. Filtered current and voltage 

signals are then converted into a square wave using two comparators. The exclusive-OR 

gate is used to generate a pulse corresponding to the phase difference between the voltage 



 10 

and current signal. The gate pulses obtained from the exclusive–OR gate is averaged 

using the low pass fil ter. If the gate output switches between well defined logic levels 0 

volts and VH volts, then the average output voltage 

V = VHφ / π (2.6) 

where, φ is the phase difference. It also includes a digital precedence detector fed from 

the comparator output that indicates the lead / lag in the phase difference measured. 

 

 

Fig. 2.4 Schematic for measuring dissipation factor based on zero-crossing detection 

using AGC ampli fier [10] 

 

During power-on of instrument the controlli ng microcomputer calibrates itself by 

testing the two channels by applying a test waveform to the input channels. All the gain 

ranges are exercised and their gains are measured as well as stored. Identical signals are 

applied to both the channels and minor phase offset between them are stored. The output 

voltage of low pass fil ter is measured, corrected and displayed according to the 

calibration result obtained during power-on self-test. The method also incorporates 

capacitance measurement. Here, the output voltage from two channels is rectified, 

smoothed, measured and adjusted to take into account the known gain of the AGC 

amplifiers, obtained during the calibration. The ratio of these two outputs is taken. These 

outputs correspond to the specimen current and reference input current. The ratio 

calculated is displayed, giving the capacitance ratio. The instrument was designed for the 

loss angle in the range of 100-1000×10-5 with an accuracy of +2% of reading + 1×10-5. 
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2.3 Online monitor ing using a br idge method 

The main application of this technique in diagnosing the state of current-

transformer insulation in a substation is discussed in [4]. Fig.2.5 gives the basic 

arrangement of this technique. Here the reference voltage is taken from standard gas 

capacitor (called absolute dissipation factor measurement) or taken from another unit in 

service (called relative dissipation factor measurement). The two signals UR and UM are 

monitored at a time and processed to get dissipation factor. The computation method of 

dissipation factor is not specified. The reported method was used to measure the 

dissipation factor of the current transformer under no load condition with a 275 kV 

voltage. This technique only recognizes trends and patterns, such as cyclic characteristics, 

in the results. The reported result shows the variation in the dissipation factor being 

measured from 500-600×10-5 over a period of 12 hours for both absolute and relative 

dissipation factor measurements. However, the reported method does not give any 

information about the range, accuracy and resolution of measurement. 

 

 

Fig 2.5 Bridge balancing based dissipation factor measurement [4] 

 

2.4 Techniques based on harmonic analysis 

One such technique is reported in [5], wherein harmonic analysis using DFT is 

performed on the acquired current and voltage signals. The measurements are performed 

on a 230 kV current transformer unit. The analog voltage and current signals are scaled 

down and passed through signal conditioning unit, which provides low pass filtering and 
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isolation of input analog signals. An 8-bit resolution digital storage oscill oscope was used 

to implement the simultaneous sampling of the analog voltage and current signals. The 

dissipation factor was obtained from the phase information of fundamental components 

by using DFT. The authors have also reported the effect of sampling rate, effect of line 

frequency fluctuation and effect of line harmonics. First a laboratory setup was made to 

measure the dissipation factor of low loss polystyrene capacitor and a metal film resistor 

under low voltage condition. Subsequently the technique was used to measure the 

dissipation factor of 500 pF / 40 kV capacitor under high voltage. The precision of 

measurement reported is ± 5×10-5 for dielectric dissipation factor ranging from 100-

2000×10-5, for signal sampling rate of 200 k Sa/s. 

 

 

Fig. 2.6 Schematic for measuring dissipation factor and capacitance using FFT [8] 

 

Another technique based on phase measurement using signal processing is 

reported in [7][8]. It is used for online dissipation factor monitoring of capacitive-type 

insulation. The schematic arrangement of this measurement technique is shown in Fig. 

2.6. The two signals corresponding to bushing current Vi and applied voltage Vv are 

obtained from current and voltage sensors respectively. Two separate amplifiers ampli fy 

these signals and limit the amplitudes, suitable to ADC. The two amplifiers are chosen to 

have low settling time in order to decrease the phase drift caused by ampli fiers. A 12-bit 

ADC is used to sample the voltage and current signals simultaneously. Let Vv(t) and Vi(t) 

represents the voltage and current signal respectively, where 

)sin()sin()(
2

1 vn
n

vnvvv 3&QWU3&WUtV +∑++=
∞

=
 (2.7) 

)sin()sin()(
2

1 in
n

iniii 3&QWU3&WUtV +∑++=
∞

=
 (2.8) 
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The sampled voltage and current signals are processed using fast Fourier transform (FFT) 

to obtained fundamental voltage and current signals i.e. vj3
v eU 1  and ij3

i eU 1 . 

vi
i

v
vi

i

v33j

i

v
j3

i

j3
v 3

U

U
j3

U

U
e

U

U

eU

eU
iv

i

v

sincos
1

1

1

1)(

1

1

1

1





+




=




= −  (2.9) 

We get loss angle as 

vivv 333/ =−=  (2.10) 

which is used to obtain the dissipation factor tan δ. The above technique is implemented 

using a single chip micro-controller 8098. The micro-controller controls the sampling of 

signals through ADC’s and processes the sampled voltage and current data using FFT to 

obtain the dissipation factor. Information about the accuracy and range of the instrument 

developed, using this technique, has not been reported. 

 

2.5 Techniques based on synchronous detection 

The technique is reported in [6], and the schematic of measurement setup is 

shown in Fig. 2.7. It consists of an electro-optic field sensor that is used to sense the 

voltage on the transmission line. A capacitor, called cap-tap capacitor, is used to sense 

the insulation current. The cap-tap capacitor is connected in series with the insulation 

systems. The cap-tap capacitor is chosen to have a very low dissipation factor of its own: 

< 50×10-5 over the temperature range -40 to 80°C. Capacitance value is chosen to bring 

down the output voltage into the range of acceptable inputs to electronic systems. The 

voltage signal measured across cap-tap capacitor, representing the insulation current has a 

phase difference of δ with the voltage signal obtained from the electro-optic field sensor. 

Thus the voltage signal from the electro-optic field sensor, representing the applied 

voltage, is accurately phase shifted by quarter cycle. Then the dissipation factor is 

computed [29] using 















∫= −
T

mm

dttitv
ITV

/
0

1 )()(
1

sintantan   (2.11) 

where, )sin()( &WVtv m=  represents the voltage signal obtained from voltage sensor and 

)/cos()( −= &WIti m  represents the current signal through the cap-tap capacitor. 
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Fig. 2.7 Schematic for measuring dissipation factor using electro-optic sensor [6] 

 

Signal processing unit here consists of ADC paired with a simultaneous sample 

and hold unit. A computer processes the data and stores the calculated values of the 

dissipation factor. The two input signals are sampled at a sampling rate of 11.99 kHz. 

Digitized signals are then low-pass fil tered to remove noise and high pass filtered to 

remove the dc component. The system is designed for power line frequency fo = 60 Hz. 

The low-pass filter is a 7th order inverse Chebychev fil ter with cut-off frequency of 

65 Hz, designed to have reached an attenuation of 60 dB by 120 Hz. The high pass filter 

is a 3rd order inverse Chebychev filter with a cut-off f requency of 55 Hz, designed to 

have reached an attenuation of 60 dB by 5 Hz. From the filtered signal, the frequency is 

computed, by counting zero-crossings over a 200-cycle long interval. The number of 

samples in the quarter cycle is determined using the frequency calculated. Then the 

voltage signal is shifted by quarter cycle i.e. 90°. Finally dissipation factor is computed as 

per (2.11). The absolute values of dissipation factors obtained using the set-up is accurate 

to within +500×10-5 based on the comparisons with the measurements done using 

conventional bridge technique. 

Another measurement method for the phase measurement is reported in [9]. The 

phase measurement between two distorted periodic signals is based on non-synchronous 

multi-rate digital filtering. The reported method does not need synchronous sampling as 

required in the DFT based phase measurement. Therefore it requires only a constant 

sampling rate. The technique is insensitive to frequency variation in a wide frequency 
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band around the nominal frequency. For a frequency band of 10% around the nominal 

frequency, the method can resolve a phase difference of less than 0.5×10-5 rad with an 

uncertainty less than + 2.5×10-5 rad. The low pass filter based phase measurement is 

shown in Fig. 2.8. 

The two input signals with known sinusoidal and non-sinusoidal test conditions 

were derived from the programmable power calibrator. It provides a phase resolution of 

0.1×10-5 rad with an uncertainty of less than 1×10-5 rad. The input signals were sampled 

with an 18 bits ADC with sampling controlled through an external programmable pulse 

trigger circuit. The two outputs of ADC are passed through digital low pass filters. The 

outputs of two low pass filters were processed in the processing unit to get the phase 

shift. For the signals with a phase shift of δ between them, the phase shift is calculated as  

( ) ( )

( )( ) ( )( ) 


















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∑
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=

−+

=

−+
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1
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1
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1
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p

Kk

kn

Kk

kn

Kk

kn

nhvnhv

nhvnhv
cos/  (2.12) 

where ( )nhv 21 and ( )nhv 22  represent samples at the output of the fil ters having impulse 

response as ( )nh2  with their respective inputs as 1v  and 2v . The relation gives phase shift 

around 0 and π. To get phase shift around π/2, a discrete Hilbert transform [30], as a 

quadrature phase shifter providing frequency insensitive operation, can be implemented 

on the output signal from one of the low pass filters ( )nh2  and before the input to the 

processing unit. Then, the phase angle can be obtained from an equation similar to (2.12) 

using the function ( )x1sin−  or ( )x1tan− . 

 

Fig. 2.8 Dissipation factor measurement without multi rate filtering (adapted from [9]) 
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If a low pass filter is to be designed for minimum attenuation Rs in the stop band 

and pass band ripple Rp to be lower than the 1/2 LSB of an L-bit ADC, then the order of 

the filter becomes very large. For a 16 bits ADC, 1/2 LSB amounts to 0.76×10-5, this 

corresponds to 6.6×10-5 dB for Rp and 102.4 dB for Rs. Low pass fil ter designed with 

these specification results in a fil ter of order 1700. Thus it needs an intensive 

computation. The fil ter designed with a pass band ripple of Rp up to the maximum input 

frequency of fmax and stop band attenuation of Rs for input frequency from 2fmin, will have 

the frequency response shown in Fig. 2.9. Further to avoid the aliasing, the sampling rate 

has to be higher than the maximum signal frequency components present in the spectrum 

due to harmonics of fundamental. 

 

 

Fig. 2.9 Filtering harmonics with low pass filter and multirate fil tering with decimation 

ratio of R [9] 

 

To overcome aforementioned constraints of single low pass filter, a multi-rate 

digital filtering is used. Low pass filter ( )nh2  used earlier is replaced by the cascade of 

low pass filter ( )nh1 , decimation by a factor of R and another low pass filter ( )mh2 . This 

approach of processing is shown in Fig. 2.10. The samples of both the preconditioned 

input signals v1 and v2, are sampled at sampling rate fs (called first sampling rate) are first 

low pass fil tered by ( )nh1 . This wil l limit their respective spectra to the low pass filter 

stop band corner frequency fsc1. The corner frequency of ( )nh1  is selected as one half of 

the second sampling rate fs2. The value of fs2 is chosen so as to give an integer ratio of the 
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first and second sampling rate, i.e., an integer decimation ratio R. The decimation ratio is 

chosen such that another filtering applied with low pass filter ( )mh2 , at the sampling rate 

R times lower than fs can filter out fundamental harmonics. 

If a low pass filter is designed for a pass band corner frequency fpc1 of fmax 

(66 Hz), stop band corner frequency fsc1, with all other Rp, Rs and fs specification 

remaining the same, the designed FIR filter wil l have an order of 97. Similarly the second 

low pass fil ter designed for a pass band corner frequency fpc2 also of fmax (66 Hz), stop 

band corner frequency fsc2 of 2 fmin (108 Hz), Rp, Rs as before, the resulting filter will have 

an order of 210. Thus the two FIR filters designed for an order of 97 and 210, at sampling 

rates fs and fs2 respectively, are lower than 1700, which is the filter order when only one 

FIR filter at sampling rate fs is used. The frequency response of this multi rate fil ter is 

shown in Fig. 2.9. 

 

 

Fig. 2.10 Dissipation factor measurement using multirate digital fil tering [9] 

 

The method is tested in the laboratory. The performance of this phase 

measurement system under different test conditions is reported. These includes a phase 

measurement of δ and π/2-δ in the frequency range fmin (54 Hz) to fmax (66 Hz), and the 

effect of harmonics in the signal. The results indicates that resolution of phase 

measurement is less than 0.5×10-5 rad and the maximum phase measurement error as a 

function of measured phase angle in the range of 0 to 2π is less than 2.2 ×10-5 rad. The 

maximum phase error is less than 2×10-5 rad for a harmonic content of 10% in voltage 

and not more than 50% in current. 
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2.6 Technique based on decomposition of current signal 

Another technique of dielectric loss angle measurement involves the 

decomposition of reactive and active currents through the dielectric. One such technique 

is reported in [13]. It is implemented with analog circuit. 

 

 

Fig. 2.11 Dissipation factor measurement using adaptive current decomposition [13] 

 

The basic principle of this technique is demonstrated in Fig. 2.11, where Vr, Vc, 

and Vh represent three adjustable voltage sources. The three voltage sources are adjusted 

to get zero potential at node N. The three adjustable voltage sources are adjusted to 

decompose the dielectric current of Zx into active current, reactive and harmonic current. 

When the node voltage N is zero, the tested dielectric loss angle δ is expressed as 

C

R

R

C

C

R

V

V
.

R

R

i

i/ ==tan  (2.13) 

Thus measuring of dielectric loss angle involves measurement of VR and VC. The 

circuit realization of this method is shown in Fig. 2.12, where the electrical potential of 

detection node N is clamped up to zero. Under the unbalanced condition current ix wil l 

flow through the resistor R2. Acosωt and Asinωt are multiplied with voltage across R2 in 

multiplier to get output Vc and Vr respectively. These outputs are low pass filtered using 

integrators. The output Vc will have cos δ and cos 2ωt, where the frequency component at 
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second harmonic is removed by integrator (low pass filter) to get only cos δ. Similarly 

from the output of second integrator we will get sin δ. These cos δ and sin δ are 

multiplied with the Asinωt and Acosωt to get active and reactive current respectively to 

make the voltage at node N zero. With voltage at node N zero, the ratio of outputs of two 

low pass filter gives the dissipation factor tan δ. The accuracy of the instrument based on 

this method is up to 1% + 0.3×10-5. 

� �txC�

� �txR�
 

Fig. 2.12 Circuit realization of dissipation factor measurement using adaptive current 

decomposition [13] 

 

Another technique under this category is reported [16] to measure capacitance and 

dissipation factor of a capacitor at low voltage. Fig 2.13 shows the block diagram of this 

measurement technique. This technique incorporates computation of real and imaginary 

parts of admittance under sinusoidal excitation from voltage across the capacitor and the 

current through it. The technique of separation of real and imaginary parts of the 

admittance is realized with a standard capacitor, three-phase sensitive detectors, a 

constant 90° phase shifter and two digital voltmeters. The ratio of two currents i.e. 

current in phase with the applied voltage and component in quadrature is taken to 

compute dissipation factor. First the current through the unknown capacitor Zx is 

converted into a voltage signal by op-amp OA1 as shown in the Fig 2.13. Similarly 

current through standard capacitor Cs is also converted to voltage by another op-amp 
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OA2. The output of PSD1 and PSD2 consists of a dc component, wherein output V1 is 

proportional to the 1/ RP and V2 is proportional to the ωCP. 

 

Fig. 2.13 Schematic for measuring dissipation factor and capacitance of capacitor [16] 

 

Finally the ratio of V1 and V2 is taken that gives the dissipation factor. The error in the 

measurement is due to PSDs, because of the non-idealities of the PSD operation, not 

having exact phase shift of 90°. The reported accuracy of measurement for dissipation 

factor is + 2.5% and that for capacitance is + 0.2%. 

 

2.7 Technique based on sum cur rent method 

Another approach to determine online dissipation factor is reported in [11][12]. 

This approach of dissipation factor measurement is illustrated in Fig. 2.14. It is based on 

the fact that in a three-phase system, if the system voltages are perfectly balanced then 

vector sum of current vectors is zero, else there will be an imbalance in the current. In 

this technique, three bushings are excited with three-phase supply. The current through 
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these bushings are measured as the voltage across a standard capacitor connected in 

series with the bushings. The capacitors are chosen to have a very low dissipation factor. 

The voltage signals thus obtained are vectorially added in the voltage summer circuit. 

 

Fig. 2.14 Schematic of measuring dissipation factor using sum current method [11] 

 

If the bushings are identical and system voltages are balanced then the current 

through all the three bushings will be same. Thus the output of summer wil l be zero. 

Practically system voltages are never balanced nor are the bushings identical. When one 

of the bushings deteriorates, its capacitance and /or power factor wil l change and hence 

sum current associated with the set will deviate from its initial value. The vector diagram 

of current through three-phase bushing set is shown in Fig. 2.15. 

During the initial period of installation, system establishes a benchmark sum 

current I∑. The voltage across the standard capacitor is current in series with bushing 

proportional to the sum current and us used as the benchmark output. Later the 

benchmark is used for comparison with subsequent measurement. Subtracting the 

benchmark value from the latest measurement of sum current I∑1, gives a third phasor 

∆I∑, which is called ‘change in sum current’ , Fig. 2.15. The angle of this third vector with 

respect to the reference bushing is used to identify which bushing is causing a change. 

Once the deteriorated bushing is known, the magnitude and phase of change in the sum 
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current vector is used to calculate the dissipation factor. But this method has a 

disadvantage that it calculates the dissipation factor of the bushing experiencing greatest 

degree of degradation. The method reported does not give any information about the 

accuracy, range and resolution of measurement. 

 

              
Fig. 2.15 Vector diagram with initial sum current non-zero and change in sum current 

due to change in bushing current [11] 

 

2.8 Technique based on zero-crossing detection 

Another instrument for measurement of loss angle is reported in [19]. Fig.2.16 

shows the general schematic of this technique. The voltage and current signals are first 

converted into rectangular waveforms by means of zero crossing detectors and then the 

time difference between the pulse edges of the square waveforms are obtained using 

exclusive OR gate. The time difference is measured using counter circuit with high fixed 

frequency clock pulses derived from the line using a PLL. PLL is used to generate the 

high frequency pulses from the line frequency in order to cater to the problem of line 

frequency fluctuations. The high frequency output signal from PLL is ANDed with the 

output of phase comparator. ANDed output pulses are counted and directly displayed in 

terms of degrees. Advantage of this technique is it does not require an accurate crystal 

clock. The main source of error here is, the presence of harmonic distortions in input 

wave. In the presence of harmonics, these techniques introduce errors or are unusable if 
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signals have multiple zero crossings. Also the offsets and drifts in these zero crossing 

detectors can introduce severe errors. This technique measures the dissipation factor in 

the range of 100-9900×10-5 with a resolution of 100×10-5. 

 

 

Fig. 2.16 Schematic for measuring dissipation factor using zero-crossing technique [19] 

 

Different methods of phase measurement based on zero crossing are reported in 

[17][18][20]. However, their application towards the dissipation factor measurement is 

not reported. These different techniques reported under this category vary in the way the 

signals are processed, time for computation, and displayed. 

 

2.9 Ear lier work done at I IT Bombay 

The digital processing technique to measure the dissipation factor is reported in 

[14][15]. The technique is based on synchronous detection method of phase 

measurement. Here the dissipation factor is monitored by continuously acquiring the 

voltage v(t) applied across the capacitor and the current i(t) passing through it and 

calculating the dissipation factor by dividing the low-pass filtered product of voltage and 

current signals by the RMS values of the two signals, i.e. by dividing the actual power by 

apparent power. The processing of signals does not require sampling in synchronism with 

the power line. Error analysis of this technique was reported for studying the effect of 

number of quantization bits and other processing parameters. 

Solanki [15] carried out a numerical simulation to study the effect of different 

fil ters. First LPF used was 10 k tap FIR rectangular window fil ter with cut-off f requency 

of 5 Hz with sampling rate of 50 k Sa/s. LPF was redesigned as 4th order IIR Butterworth 

fil ter to have monotonically increasing attenuation in the stop band. Next a low voltage 
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setup was made wherein dissipation factor of a capacitor was measured. Signal 

acquisition was done using a two channel, 8 bit simultaneous DSO (Tektronix TDS-210). 

The instrument maximum record length was limited to 2500 samples, thus only 2500 

samples could be acquired at a time. The record was transferred using RS-232 interface 

and "hyper terminal" to a PC. The data acquired were processed to get dissipation factor. 

Best-fit l ine relating the dissipation factor measured using the technique versus those 

obtained from the circuit component has a slope of 1.045 and offset of 66×10-5. Further 

investigation with high voltage setup was done wherein different dissipation factor were 

set by using different resistors in series with standard air capacitor. Finally low-cost 

micro-controller based circuit was made to acquire the signals at sampling rate of 45 Sa/s. 

The acquired signals were processed in MATLAB. The setup showed errors related to 

noise in the hardware. 

Further investigations are required using good signal acquisition set-up to study 

the effect of presence of power line harmonics on dissipation factor measurement. Also 

the effect of quantization needs to be understood in detail. Subsequently filters need to be 

redesigned with lower cut-off  frequency. Finall y the dissipation factor measurement 

needs to be carried at high voltage setups including that of transformer bushing. 
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Chapter 3 

PROPOSED TECHNIQUE AND ERROR ANALYSIS 

 

3.1 Basic technique 

The technique involves synchronous detection method of phase measurement. It 

is based on the principle of sampling the two input signals, proportional to the voltage 

applied across the capacitor and the current passing through it, and carrying out digital 

processing of these signals for calculating the dissipation factor, by taking the ratio of 

actual power to apparent power. The block diagram of the technique is shown in Fig. 3.1. 

87

6

ss

s

�

 

Fig. 3.1 Block diagram of technique used for dissipation factor measurement [14] 

 

The two input signals ( )ts1  and ( )ts2 , are proportional to voltage and current 

respectively and may be given as 

( ) ( )tfA ts o�2cos1 =  (3.1) 

( ) ( )/tfB ts o −+= �5.0�2cos2  (3.2) 

where fo is the power line frequency and δ is the loss angle. The product of these two 

waveforms is,  

( ) ( ) ( ) ( )[ ]//tfABtststs o sin�5.0�4cos5.0213 +−+==  (3.3) 
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The squares of the two input waveforms are, 

( ) ( )[ ] ( )[ ]tfAtsts o�4cos15.0 22
14 +==  (3.4) 

( ) ( )[ ] ( )[ ]/tf Btsts o −++== �5.0�22cos15.0 22
25  (3.5) 

These waveforms are low pass filtered with cut off frequency fc<< fo to retain only the dc 

components, and we get 

( ) ( ){ } δsin5.0LPF 36 ABtsts ==  (3.6) 

( ) ( ){ } 2
47 5.0LPF Atsts ==  (3.7) 

( ) ( ){ } 2
58 5.0LPF Btsts ==  (3.8) 

From these equations, we obtain 

/ssss sin8769 ==  (3.9) 

And the dissipation factor is given as, 

[ ]9
1sintantan s−=δ  (3.10) 

Since the value of / is generally very small, cos / §����hence tan /�§�/�§�VLQ /� �V9 
 

3.2 Implementation using digital processing [14] 

An analog implementation of this technique will not give accurate and precise 

measurement because of the errors in the analog multipliers. The scheme can be 

implemented using digital signal processing after the two signals have been digitized. In 

this case performance wil l be limited by quantization noise introduced in the digitization 

of the waveform and also because of the finite sampling rate. Pandey [14] has carried out 

a theoretical analysis of the errors.  

Error in the estimation of / will depend on the number of quantization bits L, 

sampling rate fs, and filter parameters. The effect of quantization may be modeled as 

additive random noise [31] [32]. Each quantized and sampled waveform x(n) is the sum 

of the true signal waveform s(n) and quantization noise e(n). Thus we have,  

( ) ( ) ( )nensnx 111 +=  (3.11) 

( ) ( ) ( )nensnx 222 +=  (3.12) 

The signal waveform are given as, 

( ) ( )n&A ns ocos1 =  (3.13) 
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( ) ( )/nB ns o −+= �5.0&cos2  (3.14) 

where soo ff& /2π=  is the digital angular frequency of the power line. 

These result in, 

( ) ( ) ( ) 21122121213 eeesesssnxnxnx +++==  (3.15) 

( ) ( )[ ] 11
2
1

2
1

2
14 2 esesnxnx ++==  (3.16) 

( ) ( )[ ] 22
2
2

2
2

2
25 2 esesnxnx ++==  (3.17) 

After low pass filtering these waveforms, we get  

( ) ( ){ } { } { }2112212136 LPFLPFLPF eeesesssnxnx +++==  

         66 es +=  (3.18) 

( ) ( ){ } { } { }11
2
1

2
147 2LPFLPFLPF esesnxnx ++==  

         77 es +=  (3.19) 

( ) ( ){ } { } { }22
2
2

2
258 2LPFLPFLPF esesnxnx ++==  

         88 es +=  (3.20) 

where 876 ,, sss  are the true values and the terms 876 ,, eee  have resulted due to 

quantization noise. We are assuming that the second order harmonic terms have been 

eliminated by low pass filtering, but a finite amount of broadband quantization noise has 

remained due to the finite bandwidth of the low pass filter. 

Now from 76 , xx and 8x  we get, 
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 (3.21) 

Assuming the quantization noise magnitudes to be very small compared to the values of 

A and B, we get 
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Further, ignoring the second order error terms, we get 






 +−+≈

2
8

2
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9 sin
2

sin
B

e

A

e

AB

e
x δδ  

     9sin e+= δ  (3.22) 

The error term in the final result can be written as, 

( ) ( )2
8

2
769 sin2 BeAeeABe +−= δ  

( ){ } ( ) ( ){ }2
22

2
2

2
11

2
1211221 22LPFsinLPF2 BseeAseeABeesese +++−++= δ  

Ignoring the second order errors, and combining together the error terms involving e1 and 

e2, we get 

( ) ( ){ }2
212

2
1219 sinsinLPF2 BsABseAsABsee δδ −+−=  

    ( ) ( ) ( )( ){ n&//n&Ae oo cossin2�cosLPF2 1 −−+=  

       ( ) ( ) ( )( )}/n&/n&Be oo −+−+ 2�cossincos2  

( ) ( )( ){ n&/Ae osincosLPF2 1 −= ( ) ( )( )}/n&/Be o −+ coscos2  

( ) ( ){ } ( ) ( ){ }[ ]/n&eBn&eA/ oo −+−= cosLPF1sinLPF1cos2 21  

We can write the above as, 

[ ]BrAre 219 cos2 +−= δ  (3.23) 

where   

r1= LPF ( ){ }n&e osin1  (3.24) 

r2= LPF ( ){ }/ne o −&cos2  (3.25) 

It is to be noted that r1 and r2 are random noises associated with the process of 

quantization of signals s1 and s2 respectively, and hence they are uncorrelated with each 

other. Therefore, the mean squared value of the error e9 is given as, 

[ ]22
2

22
1

22
9 cos4 BA rre σσδσ +=  (3.26) 

For sampling rate of sf  and quantization step of ¨q, the quantization error [31] 

[32] can be modeled as random noise with uniform power spectrum density over             

[-fs/2, fs/2] with ac RMS value given as, 

12qe ∆σ =  (3.27) 
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In order to estimate the RMS value of the error, we need to obtain estimate of 

random white noise waveform modulated by a sinusoid and low pass filtered. Let us 

consider a waveform p(n) generated by multiplying random white noise e(n) having ac 

RMS value of 1e with a sinusoidal waveform of frequency fo (<fs/2),  

( ) ( ) ( )��2cos += so fnfnenp  (3.28) 

Its autocorrelation is, 

( ) ( ) ( ) ( )soep fnfnRnR �2cos21=  

and therefore, the power spectrum density (p.s.d.) of p(n) is 

( ) ( ) ( ) ( )[ ]sesep ffSffSfS ++−= 41  

where Se( f ) is the p.s.d. of e(n). Considering e(n) as noise with uniform p.s.d. Se over     

[-fs/2, fs��@�DQG�506�YDOXH�RI�1e, we have 

see fS 2σ=  

Since fs/2 > fo, we get the p.s.d. of p(n) as 

( ) 2ep SfS = , for os fff −< 2  

              4eS , for osos fffff +<<− 22  

              0, for os fff +> 2  

Actually because of aliasing about fs/2, we get 

( ) 2ep SfS = , for 2sff <  

Signal q(n) is the output of the low pass fil ter H( f ). Therefore, the p.s.d. of q(n) is 

( ) ( ) ( )fSfHfS pq

2=  

If the filter has a cut off frequency osc fff −< 2 , and assuming  

( ) ,1=fH  cff <  

   0, otherwise 

we get, 

( ) 2eq SfS = ,  for cff <  

  0,        for cff >  

therefore the mean square value of q(n) is given by 
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( )( ) ( )sceceq fffS 22 22 σσ ==  

Therefore, 

sceq ffσσ =  (3.29) 

Using this result, the mean squared value of error e9 as given in (3.26) may be given as 

( )( )22
2

22
1

22
9 cos4 BAff eesce σσδσ +=  (3.30) 

For signal range of (-Vm, +Vm) and L-bit uniform quantization, the quantization step is, 

L
mq V 22=∆  (3.31) 

and therefore, the ac root mean squared values of the quantization errors in the two inputs 

are 
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=== σσσ  (3.32) 

Let the peak value of the two input signals be, 

mVA 1α=  

mVB 2α=  
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For the special case of .1 = .2 =1 (i.e., both the input signals occupy the full range of the 

ADC’s), we get 

s

c
Le f

f1 




=

2

1
cos

3

8
9 δ  

For small values of /, cos/ §���DQG�WKHUHIRUH 

s

c
Le f

f1
3

8

2

1
9 





=  (3.34) 

If we define the normalized cutoff frequency of digital low pass fil ter as  

� = fc / fs  (3.35) 

then the ac RMS value of the error can be written as 

3829 γL
e1 −=  (3.36) 

The values of 1e9 as given by (3.36) are calculated and given in Table 3.1 for some 

specific values of L and � = fc / fs. Table 3.2 gives the value of � for some specific values 
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of L and 1e9. For condition monitoring of insulation in transformers, dissipation factor of 

interest is generally in the range 500–5000×10-5. For 1% resolution at the low end of the 

range, we should have 1e < 5×10-5. To achieve this with L = 8 and 12, we require 

� = 6.14 ×10-5 and 15700×10-5 respectively. For fo = 50 Hz and fs = 900 Sa/s, this wil l 

require fc = 0.055 Hz and 14 Hz respectively. 

 

Table 3.1 Theoretical estimates of RMS values of error, 1e9, caused by input 

quantization. Number of quantization bits = L, normalized cut-off frequency � = fc / fs. 

1e9 L 

� = 0.5 � = 0.1 � = 0.01 � =10-3 � = 10-4 � = 10-5 

1 0.58 0.26 0.82e-01 0.26e-01 0.82e-02 0.26e-02 

4 0.72e-01 0.32e-01 0.1e-01 0.32e-02 0.1e-02 0.32e-03 

 8 0.45e-02 0.20e-02 0.64e-03 0.2e-03 0.64e-04 0.2e-04 

12 0.28e-03 0.13e-03 0.40e-04 0.13e-04 0.40e-05 0.13e-05 

16 0.18e-04 0.79e-05 0.25e-05 0.79e-06 0.25e-06 0.79e-07 

 

Table 3.2 Theoretical estimates of the low pass normalized cut-off frequency � (= fc / fs), 

for specific values of L and RMS values of error 1e9. 

γγ L 

1e9=10-3 1e9=5××10-4 1e9=10-4 1e9=5××10-5 1e9=10-5 1e9=5××10-6 1e9=10-6 

1 1.50e-06 3.75e-07 1.50e-08 3.75e-09 1.50e-10 3.75e-11 1.50e-12 

4 9.60e-05 2.40e-05 9.60e-07 2.40e-07 9.60e-09 2.40e-10 9.60e-11 

8 2.50e-02 6.14e-03 2.50e-04 6.14e-05 2.50e-06 6.14e-07 2.50e-08 

12 0.5 0.5 6.30e-02 1.57e-02 6.29e-04 1.57e-04 6.29e-06 

16 0.5 0.5 0.5 0.5 1.61e-01 4.03e-02 1.61e-03 
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3.3 Effect of harmonics on dissipation factor  

The dissipation factor measurement also depends on the harmonic content of line 

voltage. Let the two input signals be v(t) and i(t) , representing the voltage and the current 

respectively. Then we can represent voltage and current signals, considering the presence 

of harmonics as, 

( ) ( )∑ +=
m

mom 3tmfAtv �2cos  (3.37) 

( ) ( )mmo
m

m /3tmfBti −++= ∑ 2/��2cos  (3.38) 

Then, 

( ) ( ) ( ) ( )∑∑ −+++=
k l

llolkom /�3tlf�B3tmf�Atitv 2/2cos2cos  (3.39) 

During low pass filtering with fc < fo, all the products terms involving k ≠ l are eliminated 

and hence we get, 

( ) ( ){ } ( )∑ −=
m

mmm BAtitv δ2/�cos5.0LPF  (3.40) 

( ){ } ∑=
m

mAtv 22 5.0LPF  (3.41) 

( ){ } ∑=
m

mBti 22 5.0LPF  (3.42) 

And hence we get the output as, 

∑ ∑

∑
=

m m
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m

m

BA

/BA
s

22
9

sin
 (3.43) 

Assuming the Cp and Rp in the dielectric model of Fig 1.1 in Section 1.1 to be frequency 

independent, we have  

1

1

A

mAB
B m

m =  and ( ) δδδ tan/1tansin mmm =≈  

then the output can be written as, 

∑

∑
=

m
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m
m
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A

/s
22

2

9 sin  (3.44) 

If the entire THD of d is contributed by mth harmonic component, then for the small value 

of THD (md << 1), the error in dissipation factor 'D, will be bounded by  
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2
2

2

1
d

m

D

D −<∆
 (3.45) 

For the typical magnitudes of the harmonic components in power line as given in 

Table 3.3, the value of total harmonic distortion is 4.42% and the error in dissipation 

factor using (3.44) is 3.82%. By doing band pass filtering on the voltage and current 

signals, contribution of harmonic components can be eliminated. 

 

Table 3.3 Typical harmonic content in the power line  

Harmonic 

No. 

1 3 5 7 9 11 13 15 17 THD 

Percentage 

of 50 Hz 

100 1.50 3.00 2.50 ≈ 0 1.00 0.75 0.50 0.50 4.42 

 

3.4 Low pass filter  

The low pass fil ter is designed to give good attenuation for second harmonic and 

other higher frequencies. If we use FIR fil ter designed to have notches at the multiple of 

power line frequency then harmonics can be attenuated significantly. But power line 

frequency varies and can result in a large variation in the attenuation of the second and 

other higher harmonics. To address this issue, it is decided to use Chebychev type IIR 

fil ter. The low pass filter is designed for large attenuation for second harmonic. The 

designed filter has ripple in the pass band and monotonically increasing attenuation in the 

stop band [31]. For reducing the error due to product term at 2fo, we need to have gain at 

this frequency of less than 10-8, i.e. an attenuation of 160 dB. The following 

specifications were chosen for the filter: 

• Pass band ripple < 0.02 dB 

• Pass band cut-off fr equency fc = 2 Hz for fs = 900 Sa/s 

• Stop band attenuation of > 200 dB to second harmonic. 

The filter designed with these specifications has an order of six. The difference equation 

is given as 

∑∑
==

−+−−=
6

0

6

1 k
k

k
k )kn(xb)kn(yay(n)  (3.46) 
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where, 

963251 .a −=    11
0 100079.0 −×=b  

8170142 .a =    11
1 1004740 −×= .b  

6359193 .a −=    11
2 1012010 −×= .b  

6378144 .a =    11
3 1015600 −×= .b  

819955 .a −=    11
4 1012130 −×= .b  

964206 .a =    11
5 1004680 −×= .b  

   11
6 1000810 −×= .b  

This fil ter's magnitude response for fs = 900 Hz over the frequency range 0-200 Hz is 

shown in Fig. 3.2 and magnitude response for the frequency range 0-2 Hz is shown in 

Fig. 3.3. 

 
 

Fig. 3.2 Magnitude response of IIR Chebychev filter with order N = 6, cutoff fr equency 

fc = 2 Hz, fs = 900 Sa/s. 
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Fig. 3.3 Magnitude response in the pass band 0-2 Hz, of IIR Chebychev filter with order 

N = 6, cutoff fr equency fc = 2 Hz, fs = 900 Sa/s. 

 

3.5 Signal processing with low sampling rate 

The two waveforms being processed for online measurement of dissipation factor 

are periodic and when sampled at a low rate will result in aliased periodic 

sequences, which retain the same phase relationship as the original waveform and thus 

can be used for obtaining the tan δ values. Let the sampled voltage and current signals 

from the capacitor with dielectric under test be given as 

( ) ( )n&Ans ocos1 =  (3.47) 

( ) ( )/�n&Bns o −+= 5.0cos2  (3.48) 

where, soo ff& /�2= , fo = power line frequency, sampling rate fs > 2fo. 

Let fs < fo with 

sox fff −=  and sxx ff /2πω =  (3.49) 

We get the aliased waveforms as, 

( ) ( )nAnx xωcos1 =  (3.50) 

( ) ( )/�&Bnx x −+= 5.0cos2  (3.51) 
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We see that the two waveforms x1 and x2 are periodic with frequency xω , and 

retain the same phase relationship as s1 and s2. The real advantage of the method is that 

the low sampling rate means a low data rate and processing rate, hence entire hardware 

can become inexpensive. 
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Chapter 4 

NUMERICAL SIMULATION 

 

Numerical simulation is carried out to serve three different purposes. The first one 

is the verification of the technique proposed with two different sampling rates (i.e. 

sampling rate higher than power line frequency and sampling rate lower than the power 

line frequency). This is done to find out the errors in the measurement contributed by 

quantization error i.e. the effect of number of ADC bits. Subsequently, to reduce the error 

due to quantization, band pass filtering of two input signals is carried out and the effect of 

BPF is studied. The second objective of the simulation is to study the effect of power line 

frequency variation on the dissipation factor measurement and effect of BPF filtering of 

input signal in this case. Finally, simulation is done to simulate the condition of presence 

of harmonics on the power line and its effect on the measurement. The results obtained 

are presented. 

 

4.1 High sampling rate simulation 

To calculate the dissipation factor of the dielectric, we need voltage applied 

across the capacitor and current through it. Let the voltage and current signal from the 

dielectric be  

( ) ( )nAns oωcos1 =  (4.1) 

( ) ( )/�nBns o −+= 5.0cos2 ω  (4.2) 

Numerical simulation is carried out with A = B = 1, fo = 50 Hz, and fs = 900 Sa/s, 

for loss angle in the range of 100-5000×10-5 rad. First, the entire processing is done using 

a floating-point representation of the waveform in the numerical simulation. Next the 

effect of L-bit quantization is studied. To simulate the effect of quantization, values in the 

original waveform in the range -1 to +1 are shifted to a range of 0 to +2 by adding an 
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offset of 1. The values are then multiplied by 2L-1 and rounded to the nearest integer to 

get integer values over range 0: 2L-1. Next, the values are shifted back to make them 

bipolar and divided by 2L-1 to convert the values back to the original range of -1 to 

+1. The quantized sequence thus obtained can be written mathematically as  

( )
( )( )

12

5.012]112int[

−




 −−−+−

=
L

LnsL

nsq

 
(4.3) 

Numerical simulation of the processing is carried out for the voltage and current 

waveforms synthesized with different values of loss angle δ. The effect of quantization 

with quantization step q∆  is basicall y introduction of a broad band noise, with an overall 

rms value of 12q∆ . Filtering the quantized waveform with a narrow BPF reduces the 

effect of quantization noise. Processing, both the voltage and current waveforms by the 

same filter, eliminates phase error introduced by the filter in the final result. It is noted 

that multiplication of two waveforms of the same frequency and low pass filtering 

involves synchronous detection, and hence removes the effect of any noise distributed 

over a wide band. Hence reduction of quantization noise by narrowband fil tering of the 

waveform may not necessarily reduce error in the estimation of loss angle. Thus it is 

decided to test the merits of using the band pass filter by carrying out the simulation in 

two modes (a) without BPF and (b) with BPF. 

 

4.1.1 Numer ical simulation without BPF 

Investigations are carried out for different quantization of the 

waveform. Simulation is done for floating point, 16-bit, 11-bit, 10-bit, 8-bit, 4-bit, 2-bit, 

and 1-bit with IIR Chebychev low pass filter, as designed in section 3.4, having cut-off 

frequency fc = 2 Hz. The computation is carried out for 9 k length of input samples and 

the output of filter stabili zed after 2.5 k samples. The processed results after stabil ization 

of f ilter output are used for tabulation. Table 4.1 shows the simulation result for mean s9 

and standard deviation for fo = 50 Hz, fs = 900 Sa/s where σs9 shown in the table is the 

calculated value of standard deviation. Results show that standard deviation obtained 

from the numerical simulation is less than the calculated σs9 for lower values of δ. 
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Although the standard deviation obtained is higher for higher values of δ, but by doing 

different bit quantization it is observed that standard deviation becomes less dependent on 

quantization as we go for lower bit resolution. It is observed from the result that standard 

deviation remains nearly same for floating point computation, 16-bit, 11-bit, and 8-bit 

quantization. However, the errors with respect to set value increase with decreasing L. 

Also with lower L, the resolution suffers. Simulation with L = 4, 2, 1 showed a very poor 

performance in the sense that measured output is almost insensitive to input changes. The 

stabilization of the calculated value of loss angle δ with sample index is shown in Fig 4.1 

for loss angle of 50×10-5 with 900 Sa/s and L = 16 bit. 

 

 

Fig. 4.1 Loss angle δ found from numerical simulation corresponding to 0.05 rad with 

L = 16 bit and sampling rate of 900 Sa/s 
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Table 4.1 Results of numerical simulation, without using BPF for γ  = 1/450, 

fs = 900 Sa/s, and fc = 2 Hz, for different number of quantization bits. 

Numerical simulation result, G (×10-5 rad) Set value 

G (×10-5  

rad) 

 

Floating point 

 

16-bit integer 

[σσs9 = 0.12×10-5] 

11-bit integer 

[σσs9 = 3.76×10-5] 

8-bit integer 

[σσs9 = 30.07×10-5] 

 Value s.d Value s.d Value s.d Value s.d 

100 100 0.02 100 0.02 118 0.03 87 0.02 

200 200 0.05 200 0.05 209 0.05 87 0.02 

300 300 0.07 300 0.07 304 0.08 253 0.06 

400 400 0.10 400 0.10 416 0.10 253 0.06 

500 500 0.13 500 0.13 523 0.13 475 0.12 

600 600 0.15 599 0.15 610 0.15 774 0.19 

700 700 0.18 700 0.18 701 0.18  774 0.19 

800 800 0.20 800 0.20 796 0.20 949 0.24 

900 900 0.23 900 0.23 904 0.23 949 0.24 

1000 1000 0.25 1000 0.25 1015 0.25 978 0.24 

2000 2000 0.50 2000 0.50 2017 0.50 2007 0.50 

3001 3001 0.75 3002 0.75 3008 0.75 2956 0.74 

4002 4003 1.00 4003 1.00 4001 1.00 4187 1.05 

5004 5005 1.25 5005 1.25 4988 1.25 5056 1.27 

 

4.1.2 Numer ical simulation with BPF 

Band pass filtering of the two waveforms are carried out before the calculation of 

s9 with the assumption that band pass filter will reduce errors due to quantization 

error. The band pass fil ter designed is IIR Chebychev fil ter having ripple in the pass band 

and monotonically increasing attenuation in stop band. The band pass fil ter is designed as 

a fifth order filter to have pass band as 47-53 Hz. Magnitude response of this band pass 

fil ter is shown in Fig 4.2. The computations are carried out for 9 k length of input 

samples. The output of BPF stabili zed after 5 k input samples whereas LPF output 
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stabilized after 2.5 k samples. Thus the results are computed after 7.5 k input samples. 

The results of these investigations are tabulated in the Table 4.2. The synthesized sine 

wave with floating point representation over +1 is shown in Fig. 4.3(a). This waveform 

quantized for data length of 1, 2, and 11 bit along with corresponding output of band pass 

fil ter is shown in Fig 4.3. It shows that band pass filter effectively removes the 

quantization noise. In spite of the reduction in quantization error obtained from band pass 

fil ter, it is observed from Table 4.2 that error does not decrease. In fact, there is a small 

increase in the standard deviation. Thus it may be concluded that BPF does not help in 

reducing the quantization noise. However, it wil l stil l be needed because of the presence 

of harmonics. 

 

 
Fig. 4.2 Frequency response of IIR Chebychev BPF with a pass band of 47-53 Hz. 
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Table 4.2 Results of numerical simulation with BPF for γ = 1/450 and fs = 900 Hz.     

LPF: IIR Chebychev filter, fc = 2 Hz, order = 6, 210 dB attenuation at 100 Hz. BPF: IIR 

Chebychev filter, pass band 47-53 Hz, order = 5, for different number of quantization bits 

Numerical simulation result, G (×10-5 rad) Set value 

G (×10-5  

rad) 

 

Floating point 

 

16-bit integer 

[σσs9 = 0.12×10-5] 

11-bit integer 

[σσs9 = 3.76×10-5] 

8-bit integer 

[σσs9 = 30.07×10-5] 

 Value s.d Value s.d Value s.d Value s.d 

100 100 0.07 100 0.07 119 0.08 88 0.06 

200 200 0.13 200 0.13 210 0.14 88 0.58 

300 300 0.02 300 0.20 304 0.20 253 0.17 

400 400 0.27 400 0.27 416 0.28 253 0.17 

500 500 0.33 501 0.33 524 0.35 475 0.32 

600 600 0.40 599 0.40 611 0.41 774 0.52 

700 700 0.47 701 0.47 701 0.47 774 0.52 

800 800 0.53 800 0.53 797 0.53 949 0.63 

900 901 0.60 900 0.60 904 0.60 949 0.63 

1000 1001 0.67 1001 0.67 1016 0.68 978 0.65 

2000 2001 1.33 2001 1.33 2017 1.34 2007 1.34 

3001 3003 2.00 3004 2.00 3009 2.01 2957 1.97 

4002 4005 2.67 4005 2.67 4003 2.67 4188 2.79 

5004 5007 3.33 5007 3.34 4990 3.32 5058 3.37 
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a) Synthesized sine 
wave with floating 
point, represented over 
+1 

 
 
 

b) The waveform of 
(a) quantized for 
L = bit 

 
 
 

c) The quantized wave
-form of (b) after BPF 

 
 
 
 
 

d) The waveform of 
(a) quantized for 
L = 2 bit 

 
 
 

e) The quantized wave
-form of (d) after BPF 

 
 
 
 
 

f) The waveform of (a) 
quantized for 
L = 11 bit 

 
 
 

g) The quantized wave
-form of (f) after BPF 

 
 
 
 
 
 
 
 

Fig. 4.3 Effect of L bit quantization and BPF on the sinusoidal waveform  
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4.2 Low sampling rate simulation 

 For simulation, we have taken A = B = 1, signal frequency fo = 50 Hz, and 

sampling rate fs = 45 Sa/s. This results in aliased sinusoidal signals with frequency of 

5 Hz. In digital sequence representation, this results in 9/�20 =& rad/sa. The simulation 

technique is the same as that in high sampling rate. The numerical simulation are carried 

using IIR Chebychev low pass fil ter with a cut-off fr equency fc = 0.1 Hz i.e. 

γ = 1/450. The magnitude response is the same as the one used for high sampling rate but 

cut-off frequency is shifted to 0.1 Hz. Processing is done for sequence length of 9 k for 

quantization from 16 bit down to 1-bit. 

 

Table 4.3 Results of numerical simulation without using BPF for γ = 1/450, fs = 45 Hz 

Numerical simulation result, G (×10-5 rad) Set value 

G (×10-5  

rad) 

Floating point 

 

16-bit integer 

[σσs9 = 0.12×10-5] 

11-bit integer 

[σσs9 = 3.76×10-5] 

8-bit integer 

[σσs9 = 30.07×10-5] 

 Value s.d Value s.d Value s.d Value s.d 

100 100 0.02 100 0.02 118 0.03 87 0.02 

200 200 0.05 200 0.05 209 0.05 87 0.02 

300 300 0.07 300 0.07 304 0.08 253 0.06 

400 400 0.10 400 0.10 416 0.10 253 0.06 

500 500 0.13 501 0.13 523 0.13 475 0.12 

600 600 0.15 599 0.15 610 0.15 774 0.19 

700 700 0.18 701 0.18 701 0.18 774 0.19 

800 800 0.20 800 0.20 796 0.20 949 0.24 

900 900 0.23 900 0.23 904 0.23 949 0.24 

1000 1000 0.25 1000 0.25 1015 0.26 978 0.25 

2000 2000 0.50 2000 0.50 2016 0.51 2007 0.50 

3001 3001 0.75 3002 0.75 3008 0.75 2956 0.74 

4002 4003 1.00 4003 1.01 4001 1.01 4187 1.05 

5004 5005 1.25 5005 3.34 4988 3.32 5056 3.37 
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The output of f ilter stabil ized after 5 k input samples, and then mean and standard 

deviation are computed. These results are tabulated in the Table 4.3. On comparing these 

results with high sampling rate results tabulated in Table 4.1, it is observed that standard 

deviation obtained for both the sampling rates are nearly equal. Also the errors and 

resolution are similar. 

Like high sampling rate, simulation of processing included band pass fil tering of 

input signals, with a 5th order IIR Chebychev BPF with pass band from 4.7-5.3 Hz. The 

output of BPF shows a significant reduction in quantization noise but this does not give 

improvement in the standard deviation, as observed from Table 4.4, as in case of high 

sampling rate. 

 

Table 4.4 Results of numerical simulation with BPF for γ = 1/450 and fs = 45 Hz. 

Numerical simulation result, G (×10-5 rad) Set value 

G (×10-5  

rad) 

Floating point 

 

16-bit integer 

[σσs9 = 0.12×10-5] 

11-bit integer 

[σσs9 = 3.76×10-5] 

8-bit integer 

[σσs9 = 30.07×10-5] 

 Value s.d Value s.d Value s.d Value s.d 

100 100 0.07 101 0.07 119 0.08 88 0.06 

200 200 0.13 200 0.13 209 0.14 88 0.06 

300 300 0.20 300 0.20 304 0.20 253 0.17 

400 400 0.27 400 0.27 416 0.28 253 0.17 

500 500 0.33 501 0.33 523 0.35 475 0.32 

600 600 0.40 599 0.40 611 0.41 774 0.52 

700 700 0.47 701 0.47 701 0.47 774 0.52 

800 800 0.53 800 0.53 797 0.53 949 0.63 

900 900 0.60 900 0.60 904 0.60 949 0.63 

1000 1001 0.67 1001 0.67 1016 0.68 978 0.65 

2000 2001 1.33 2001 1.33 2017 1.35 2007 1.34 

3001 3002 2.00 3003 2.00 3009 2.01 2958 1.97 

4002 4004 2.67 4005 2.67 4003 2.67 4190 2.79 

5004 5007 3.33 5007 3.33 4990 3.32 5058 3.37 
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4.3 Numer ical simulation of line frequency var iation 

Numerical simulation is carried out to study the effect of power line frequency 

variation on dissipation factor measurement with 11 bit signal representation by using IIR 

Chebychev fil ter. Here the frequency variation range is chosen to be from 48 Hz to 

52 Hz. The mean and standard deviation are computed as earlier after the filter 

stabilization for sampling rate of 900 Sa/s and 45 Sa/s. These results are tabulated in the 

Table 4.5 and 4.6 for two sampling rates. The results show that, dissipation factor has a 

close match to the calculated values and standard deviation is also comparable to the 

calculated values. Further the results show that for under-sampling with 11 bits, we get 

standard deviation which is very much less than the calculated deviation. For higher 

sampling rate the standard deviation is found to be comparable with calculated 

value. Also it is observed that BPF does not give any significant improvement in the 

standard deviation for different line frequencies. 

 

Table 4.5 Results of numerical simulation for line frequency variation: fs = 900 Sa/s, 

L = 11 bits, calculated s.d. = 3.76×10-5. 

Numerical simulation result, G (×10-5 rad) 

Without BPF With BPF 

Frequency 

(Hz) 

Set value 

G (×10-5 

rad)  Value s.d Value s.d 

100 103.4 3.4 103.4 3.1 

500 517.7 3.1 517.8 2.8 

48.3 

1000 1034.9 1.9 1034.9 2.1 

100 118.0 0.03 119.0 0.08 

500 523.0 0.08 524.0 0.35 

50.0 

1000 1015.0 0.25 1016.0 0.68 

100 97.2 4.3 97.2 4.1 

500 483.4 5.0 483.4 4.7 

51.7 

1000 966.4 3.4 966.4 3.2 
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Table 4.6 Results of numerical simulation for line frequency variation: 

fs = 45 Sa/s, L = 11 bits, calculated s.d. = 3.76×10-5 

Numerical simulation result, G (×10-5 rad) 

Without BPF With BPF 

Frequency 

(Hz) 

Set value 

G (×10-5 

rad)  Value s.d Value s.d 

100 101.0 0.016 101.6 0.016 

500 510.6 0.08 508.4 0.08 

48.3 

1000 1032.4 0.16 1030.9 0.16 

100 118.0 0.03 119.0 0.08 

500 523.0 0.13 523.0 0.35 

50.0 

1000 1015.0 0.2 1016.0 0.68 

100 95.9 0.05 95.7 0.05 

500 487.3 0.10 487.4 0.1 

51.7 

1000 969.5 0.16 969.4 0.18 

 

 

Table 4.7 Numerical simulation results for power line harmonics: fo = 50 Hz, L = 11 bits 

Numerical simulation result, G (×10-5 rad) 

Without BPF 

[Calculated. s.d. = 3.76×10-5] 

With BPF 

[Calculated s.d. = 3.76×10-5] 

Frequency 

(Sa/s) 

Set 

value 

G (×10-5 

rad)  Value s.d Value s.d 

100 106.7 0.03 105.7 0.07 

500 518.4 0.13 517.7 0.34 

1000 994.6 0.25 995.1 0.66 

900 

5000 4963.6 1.25 4972.9 3.32 

100 106.7 0.03 105.7 0.07 

500 518.4 0.13 517.8 0.34 

1000 994.6 0.25 995.1 0.66 

45 

5000 4963.6 1.25 4973.0 3.32 

 



 48 

4.4 Numer ical simulation for power line harmonics 

Numerical simulation is done to know the effect of harmonics on dissipation 

factor measurement. Simulation involved adding harmonic components up to 17th order 

with THD of 4.42% to power line. The mean and standard deviation are computed as per 

Eqn 3.44 for set dissipation factor with δm, Am and Bm calculated at different frequency as 

described in section 3.3. The simulation is carried out for two different sampling rates 

with and without using BPF. Processing is done after filter output stabili zation with both 

BPF and LPF as done earlier. Results for lower and higher sampling rates are given in 

Table 4.7. Result show that errors in estimation of loss angle reduce with band pass 

fil tering in both the cases. 

 

4.5 Discussion 

Numerical simulation is done to study errors in dissipation factor measurement 

caused by signal quantization, line frequency variations, and presence of harmonics in 

input supply voltage. Numerical simulation shows excellent match in the results obtained 

compared to the values obtained by theoretical analysis. Also, it is found that although 

pre-processing the waveform does not reduce errors due to quantization noise, it is 

helpful in reducing the errors due to power line harmonics. 
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Chapter 5 

TESTING WITH A LOSS ANGLE 

SIMULATOR CIRCUIT 

 

As a first step towards experimental validation of the technique, the proposed 

technique is tested using a loss angle simulator circuit. This is done to understand some 

of the practical problems of implementation. Signal acquisition is carried out using a 

multi-function data acquisition unit, and processing is carried on PC. In this chapter, the 

experimental setup with simulator circuit is described and results obtained are presented. 

 

5.1 Experimental setup 

The block diagram of the implementation of the technique is shown in 

Fig. 5.1. The signal s1(t) corresponding to the applied voltage is obtained from the signal 

generator. This voltage signal is phase shifted to obtain the signal s2(t) corresponding to 

the current, by using a phase shifter circuit to produce the phase shift corresponding to 

the required loss angle to be measured. Signal acquisition unit simultaneously samples 

the two signals. It is a USB based multi -functions data acquisition unit (specification 

given in Appendix B). The sampling of the two signals is controlled through the 

graphical user interface software written in Visual Basic. The two signals are sampled at 

900 Sa/s with 11 bit precision using signal acquisition unit, utilizing full range of ADC. 

The acquired data corresponding to voltage and current signals are processed as per the 

technique [14] described in Chapter 3, with computations carried out using a program in 

MATLAB. 
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Fig. 5.1. Block diagram of the experimental setup for dissipation factor simulation. 
 
5.2 Loss angle simulator circuit 

 

Fig. 5.2. Circuit diagram of phase shifter used as a loss angle simulator. 
 

The loss angle simulator circuit consists of first order all -pass filter to give 

variable phase shift. The desired phase shift in the signal s2(t) corresponding to current 

with respect to the signal s1(t) corresponding the applied voltage is introduced by 

changing the value of R in the all -pass filter shown in Fig. 5.2. The circuit acts as first 

order all -pass filter, with R1 equal to R2, the output phase shift is 

)�(2tan2 1 fRC3 −−= π  (5.1) 

To generate phase shift 

/3 −=
2

�
 (5.2) 

between input and output, the value of R can be found from 
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}2/)
2

�
tan{(

1 /
fC2

R +=
π

 (5.3) 

With C = 1.1 µF and f = 50 Hz, for 2/�=3 , δ = 0, we get R = 2893 Ω. Therefore 

desired value of δ of either polarity can be achieved by varying R about this value. 

 

5.3 Results 

The experiments are carried out for the dissipation factor /D tan=  in the range of 

-100×10-5 to 8000×10-5. The variation is simulated by varying the value of R in the 

simulator circuit at power line frequency of 50 Hz. Signals are digitized with 11 bit 

resolution, at two sampling rates of 900 Sa/s and 45 Sa/s. These sampled signals are 

processed as per the algorithm described in section 3.1, using IIR Chebychev low pass 

fil ter as described in Section 3.4. The low pass filter used in processing had normalized 

cut-off frequency of γ = 1/450, i.e. fc = 2 Hz for fs = 900 Sa/s and fc = 0.2 Hz for 

fs = 45 Sa/s. The outputs are observed after filter stabilization and the mean, standard 

deviation and error from the set value are tabulated in Table 5.1. The standard deviation 

in the measured value is found to be less than 14×10-5 for fs = 900 Sa/s and 37×10-5 for 

fs = 45 Sa/s. For the low pass fil ter here, with γ = 1/450 and quantization with L = 11 bit, 

theoretical estimate of the error due to quantization is 4×10-5. The slightly higher error 

with lower sampling rate may be due to the fact that the attenuation provided by the low 

pass filter for the harmonic component in the result is lower. For fs = 900 Sa/s, the second 

harmonic of 100 Hz occur at a normalized frequency ratio γ = 1/9, where as for 45 Sa/s, 

the second harmonic occur at γ  = 2/9. The measured values of D are plotted against the 

set values in Fig. 5.3 (I) and Fig. 5.3 (II) . We see that the resolution of the measurement 

is definitely better than the spacing between the set values. In both the cases, there is a 

good linear relationship between the measured and set values. The best-fit line relating 

measured value )(tan/Dm =  and set value )(tan/Ds = , for sampling rate of 900 Sa/s 

in Fig. 5.3 (I) is given as, 

Dm = 0.9968 Ds - 0.0059 

Similar relation in Fig. 5.3 (II) for sampling rate of 45 Sa/s is, 

Dm = 0.9953 Ds - 0.0059 
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In both the cases we see a ratio error of less than 0.5% and offset error ≈ 600×10-5. 

 

Table 5.1 Experimental results obtained from loss angle simulator circuit. The 

dissipation factor in the first column is calculated for the circuit component values in the 

phase shifter at frequency of 50 Hz 

Measured value Dm, (×× 10-5) 

fs = 900 Sa/s 

[σσs9 = 3.76×10-5] 

fs = 45 Sa/s 

[σσs9 = 3.76×10-5] 

Set value 

Ds 

(×× 10-5) 

Mean Err or  σσ Mean Err or  σσ 

7977 7360 617 7.9 7349 627 19 

7062 6453 608 8.2 6463 598 21 

6178 5567 609 7.4 5578 599 17 

4733 4133 600 7.6 4133 600 18 

3752 3147 604 7.0 3151 600 24 

2811 2210 600 8.3 2210 600 26 

2050 1449 601 13.6 1440 610 24 

1750 1154 596 9.5 1145 605 30 

1060 465 595 6.3 476 584 22 

910 316 594 5.8 327 583 25 

886 300 586 7.5 299 587 14 

762 169 593 8.2 164 598 4 

684 97 587 8.0 85 599 24 

623 36 587 10.3 25 598 21 

530 -92 622 8.2 -82 612 22 

449 -147 596 8.4 -147 596 21 

394 -194 588 5.9 -181 575 37 

394 -197 591 6.6 -196 590 22 

282 -308 590 9.6 -296 578 22 

164 -423 587 7.7 -434 598 27 

80 -511 591 7.2 -509 589 9 

-34 -623 588 8.0 -636 601 25 

-106 -692 586 5.1 -699 593 0.35 
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I (A) Set dissipation factor versus measured dissipation factor
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I (B) Set dissipation factor versus measured dissipation factor
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II (A) Set dissipation factor versus measured dissipation factor
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II (B) Set dissipation factor versus measured dissipation factor
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Fig. 5.3 Plot of best-fit line for tan δ for (I) fs = 900 Sa/s and (II) fs = 45 Sa/s, with (A) 
range of -106×10-5 to 8000×10-5 and (B) range of -200×10-5 to 1000×10-5, from the 
observation given in Table 5.1. 
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5.4 Discussion 

With the experimental setup and loss angle simulator circuit, the proposed 

technique is tested. The experiments are carried out for the dissipation factor in the range 

of -100×10-5 to 8000×10-5 for processing with two sampling rates, with 11-bit 

quantization of the input waveforms. Results show good linearity between measured and 

set values. The relationship shows an offset of 600×10-5 and ratio error of < 0.5% 

Standard deviation in the measurement over the range are less than of 14×10-5 and  

37×10-5 for two sampling rates. In the next chapter, a high voltage setup for measuring 

dissipation factor of high voltage transformer bushing is presented. 
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Chapter 6 

MEASUREMENT ON DIELECTRIC 

UNDER HIGH VOLTAGE 

 

In the previous chapter, test results from a loss angle simulator circuit are 

presented. A high voltage front-end set-up is developed for monitoring dissipation factor 

of insulation under high voltage use. This front-end circuit provides the signals 

corresponding to voltage and current, as required by signal acquisition unit. Signal 

acquisition is done using a PC. Here the dissipation factor of eight bushings rated for 

1 kV is measured using the proposed technique. Also, the proposed technique is validated 

using a standard air capacitor. Results obtained are presented and compared with those 

from the conventional Schering bridge technique. 

 

6.1 Experimental set-up 

Bushings are tested under the field condition for rated voltage of 1 kV, applied 

from a transformer. The schematic diagram of this experimental set-up is shown in 

Fig. 6.1. Here an autotransformer T1 is used, which is excited by 50 Hz power line at 230 

V. Output of autotransformer is boosted to high voltage by means of a step-up 

transformer T2 to get 1 kV output. 

Scaled down analog signals proportional to the applied voltage and the current 

through the dielectric are derived by using voltage and current front-end circuits. The 

voltage front-end consisted of an attenuator and a voltage buffer. The current front-end 

consisted of a current-to-voltage (I/V) converter. The signal acquisition unit is used to 

sample the outputs of current and voltage front-end simultaneously. 
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Fig. 6.1 Schematic of experimental set-up. V = Applied voltage, I = Bushing current 

 

The current front-end circuit shown in Fig 6.2 consists of I/V converter for current 

signal, and the voltage front end shown in Fig. 6.3 consists of an attenuator buffer. 

Values of components in the circuit are chosen to get peak-to-peak voltage of 5 V at the 

output of current and voltage front-end circuits. Op-amp U1A is acting as an I/V 

converter where resistor R1 is connected in the feedback path of the op-amp for 

converting the bushing current into a voltage. Resistor R1 is chosen to get peak-to-peak 

voltage of 5 V at the output of U1A. Output voltage of U1A is given by 

1
IRV −=  (6.1) 

A unity gain inverting amplifier is buil t using op-amp U1B along with resistors R3, R4, 

and R5. Op-amp U2A is used as an attenuator buffer along with attenuator resistors R6 to 

R11 in the voltage front-end circuit. Series combination of resistors R6 to R11 is used to 

decrease the voltage drop across each resistor on the circuit board. Attenuator resistors 

are chosen to get, peak-to-peak voltage of 5 V. 

In the circuit of Fig. 6.2 and 6.3, diodes D1, D2, D3 and D4 are used to protect the 

op-amp inputs from high voltage. Op-amps are part of dual op-amp chip CA3240A. It is 

selected for very low input bias current and very low offset current with very high input 

impedance. In the set-up, sampling rate and number of samples to be acquired are 

controlled by graphic user interface program written in Visual Basic. These acquired data 

are transferred to PC and finally processed using MATLAB to get dissipation factor. 
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Fig. 6.2 Circuit diagram of current front end, I = Bushing current 
 

Fig. 6.3 Circuit diagram of voltage front end. V = Applied voltage 

 
6.2 Spectral analysis 

The voltage and current signal are acquired using the signal acquisition unit and 

data are transferred via USB port. The signal acquisition is carried out with sampling rate 

of 900 Sa/s and records of 21330 samples are stored for signal analysis. The signals are 

continuously acquired for a period of one hour at an interval of 2-3 minute. For a 1 kV 

transformer bushing (C = 230 pF, D = 2.3×10-5 as measured using Schering bridge) is 

used as the test object. The frequency spectra of current and voltage signals are 

computed. 
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Fig. 6.4 Frequency spectrum of sampled current 

signal 

 

 
Fig. 6.6 Frequency spectrum of sampled current 

signal after BPF 

 
 

Fig. 6.5 Frequency spectrum of sampled 

voltage signal 

 

 
 

Fig. 6.7 Frequency spectrum of sampled 

voltage signal after BPF 
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The frequency spectrum of current and voltage are plotted in Fig. 6.4 and Fig. 6.5 

respectively. Frequency spectrum indicates the presence of harmonics of power line 

frequency and very low frequencies. It also shows a second harmonic which is 17 dB 

below the main lobe. This may be due to spectral leaking because of the zero-padding 

used in the FFT computation. However, the total distortion in the signals is computed 

over a period of one hour to find the variation in the total distortion. It shows a total 

distortion of about 10% in voltage signal and 35% in current signal. Thus, it is decided to 

band pass filter the two signals to remove the harmonic components from the signal, 

before doing any further processing. The two signals are band pass fil tered using IIR 

Chebychev filter of 5th order, with a pass band of 0.104π-0.118π rad/sa. The frequency 

spectrum of current and voltage signal obtained after BPF is shown in Fig. 6.6 and 

Fig. 6.7 respectively. It shows reduction in the harmonic components. Total distortion 

after BPF is also computed and there is a reduction in total distortion in the current as 

well as in voltage signal. In Fig. 6.8, the total distortions in the two waveforms, without 

and with band pass filtering are plotted, for readings spread over a 2 hours duration. Total 

distortion in current is reduced from 35% to 5% while that in voltage is reduced from 

10% to 5%. 
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Fig. 6.8 Total distortion in voltage and current signal, before and after BPF 
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6.3 Experimental results with standard air capacitor  

Monitoring of dissipation factor of eight transformer bushings under high voltage 

is carried out using the experimental set-up. They all showed a drift in the measured 

dissipation factor with time. The variations could not be linked to variation in power line 

harmonics or other parameters in the measurement set-up. Hence it is suspected that 

dissipation factor of bushings may be actually drifting. Subsequently, measurement of the 

dissipation factor of one of these bushings using a Schering bridge, with bushing left 

under high voltage for about 2 hours, showed a drift in the dissipation factor with time. 

Hence to validate the results of online technique, a standard tan δ set is devised. It consist 

of a standard air capacitor and a series resistance, with tan δ given by 

&&5/ =tan  

We have used C = 1000 pF / 2 kV. With R = 2.869 kΩ, we get tan δ ≈100×10-5. Standard 

tan δ set is first tested for the consistency of its value using Schering bridge. Here the 

tan δ is measured continuously over a period of 2 hours with applied voltage of 840 V at 

power line frequency of 50 Hz. The result obtained did not show any variation in tan δ 

and is observed to be consistently 100×10-5. After the confirmation of the value of the 

standard tan δ set, different tan δ values are obtained by connecting different resistors in 

series with the standard tan δ set as given in Table 6.1. 

 

Table 6.1 Different resistor used and dissipation factor value obtained 

Resistor value tan δδ (××10-5) 

12.9 k: 489 

20.2 k: 687 

25.5 k: 901 

94.7 k: 3070 

159.6 k: 5085 

 

Both the voltage and current signals are acquired using the same voltage and 

current front-end circuit used earlier at sampling rate of 900 Sa/s. The signals are first 

preprocessed using the BPF to remove the dc and harmonic and then processed using the 
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online technique. LPF used is IIR Chebychev filter redesigned for lower cut-off 

frequency of ωC = 0.62×10-3π rad/sa. Measurement is carried out by setting different tan δ 

in the range of 500-5000×10-5 by using different resistor in series with the standard tan δ 

set. 

Table 6.2 Experimental results of online technique using standard air capacitor 

tan δδ (××10-5) 

Online technique Scher ing br idge 

Mean s.d. 

[σσs9 = 0.44××10-5] 

489 447.1 6.9 

687 717.8 5.4 

901 922.9 5.1 

307 3387.2 4.1 

5085 5668.7 3.7 

 

Set dissipation factor versus measured dissipation factor
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Fig. 6.9 Plot of best-fit l ine for tan δ in the range of 500-5000×10-5 from the observation 

given in Table 6.1, for sampling rate of 900 Sa/s. Set values of Ds are found from 

Schering bridge. 
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Experimental results of mean and standard deviation obtained are tabulated in 

Table 6.2. The measured values of D are plotted against the set values in Fig. 6.9. Result 

shows a very linear relationship between the measured and set values. The best-fit line 

relating )(tan/Dm =  and )(tan/Ds = , for sampling rate of 900 Sa/s in Fig. 6.10 is 

given as, 

Dm = 1.13 Ds - 0.0009 

Thus we get an offset of 90×10-5 and ratio error of 13%. The standard deviation in the 

measured value is 3.7-6.91×10-5 which is comparable to theoretical estimate of the error 

due to quantization as 0.4×10-5. 

Next, to check the effect of different filters on the measured value of dissipation 

factor, processing is done with IIR and FIR filters. The tan δ is measured continuously 

over a period of 2 hours and computation done at every 2 minute interval. The results 

obtained from the IIR Chebychev fil ter (ωC = 0.62×10-3π rad/sa) and those obtained from 

FIR Hamming window filter (L = 9000, ωC = 14.67×10-5π rad/sa) are plotted in Fig. 6.10. 

Result shows similar performance from both these filters. 
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Fig. 6.10 Dissipation factor obtained for standard capacitor using IIR Chebychev filter, 

and FIR Hamming window filter 
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6.4 Experimental results with transformer bushing 

The dissipation factor of eight bushings is measured using the conventional 

Schering bridge method. The results obtained are recorded for comparison with those 

obtained using the proposed technique. These results are given in Table 6.3. Next the 

experimental set-up described earlier is used to measure the dissipation factor of eight 

bushings with the proposed technique. The voltage and current signal are acquired as 

usual with signal acquisition unit and data are transferred via USB port. The signal 

acquisition is carried out with sampling rate of 900 Sa/s and records of 21330 samples are 

stored for processing. First preprocessing is carried out with band pass filter and then 

further processing done to compute the dissipation factor. For low pass fil tering in the 

measurement technique, IIR Chebychev fil ter with cut-off of ωC = 0.06×10-3π rad/sa i.e. 

γ = 3×10-5 is used. Results obtained using online technique is given in Table 6.3. 

 

Table 6.3 Experimental results of dissipation factor of transformer bushings 

tan δδ (××10-5) 

Measured using online technique 

Measurement 1 Measurement 2 

Bushing No. 

Measured 

using 

Scher ing 

br idge Mean s.d. Mean s.d 

5(1-2) 220 580 560 530 690 

5(3-2) 220 480 830 540 620 

8(3-2) 240 550 10 530 600 

8(1-2) 250 700 820 450 680 

13(3-2) 260 500 580 450 650 

13(1-2) 260 600 1240 490 720 

15(1-2) 6960 6080 1230 6060 640 

15(3-2) 7420 6040 1380 6030 780 

 

Result obtained for transformer bushing showed a large variation in the measured 

value. Also the standard deviation obtained is of the order of 10-3 that is also very high. 
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To check for the variation in the dissipation factor with time, bushings are continuously 

monitored over a period of 2 hours and dissipation factor is computed at an interval of 2-

3 minutes. Acquired data are first preprocessed using BPF as earlier. Then data 

processing involved three different types of low pass filters. For low pass filtering in the 

measurement technique, several type of low pass filter are experimented with, (i) IIR 

Chebychev fil ter with cut-off fr equency ωC = 0.06×10-3π rad/sa i.e. γ = 3×10-5, (ii ) 

Hamming window based order 9000 FIR fil ter, with ωC = 14.67×10-5 π rad/sa i.e. 

γ = 7.3×10-5 and (iii) cascading of (i) and (ii) together. The dissipation factor and standard 

deviation obtained for with these fil ters are plotted in Fig. 6.11 and Fig. 6.12 respectively. 

Plot shows similarity in the result, with identical variation in the dissipation factor of the 

bushing, independent of the filter used. Result show a variation of 400-800×10-5 in the 

mean value and 150×10-5 in the standard deviation. 
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Fig. 6.11 Dissipation factor obtained for transformer bushing using IIR Chebychev filter, 

FIR Hamming window, and cascade of IIR with FIR filter 
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Fig. 6.12 Standard deviation in dissipation factor of transformer bushing using IIR 

Chebychev filter, FIR Hamming window, and cascade of IIR with FIR filter 

 

To confirm for the variation, bushings are tested on different days continuously 

over a period of 2 hour using Schering bridge. Test results on different days with 

Schering bridge on the same bushing shows a variation from 362×10-5 to 650×10-5, while 

on the same day it shows a variation from 362×10-5 to 440×10-5. It is to be noted that we 

cannot carryout Schering bridge and online monitoring simultaneously. Hence, an 

accurate comparison of online mean with that obtained from Schering bridge could not be 

carried out for transformer bushing. 

 

6.5 Discussion 

A hardware set-up is made to acquire the current and voltage signal from the 

bushing. A high voltage front end is developed to test the bushing with the rated voltage. 

Signal conditioning circuit consisting of I/V converter and voltage follower is made to 

give peak-to-peak voltage of 5 V corresponding to current and voltage signal. These 

signals are simultaneously sampled through signal acquisition unit at 900 Sa/s and 

processed on PC using MATLAB to get the dissipation factor. Signal analysis is done to 

find out the total distortion and frequency spectrum of the signals. The amount of 

harmonic distortion in the waveforms thus necessitated use of band pass fil ter of the two 
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waveforms. Preprocessing brought the harmonic distortion to below 5%. Monitoring of 

transformer bushing dissipation factor gave large variation, and it is suspected that its 

dissipation factor might be varying. This is later confirmed, by measurement using 

Schering bridge. Therefore to validate the technique of online monitoring, a standard air 

capacitor with different values of series resistor is used. Here, different dissipation factor 

is set by connecting different resistors in series to realize capacitor with different tan G. 
Measurement using online monitoring set-up are carried out for different values of 

dissipation factor. The results obtained are very close to those obtained using Schering 

bridge, with an excellent agreement between the two measurements. For measurement 

with dissipation factor spread over 500–5000×10-5, the linear approximation showed an 

offset of 90×10-5 and a ratio error of 13%. The standard deviation of measurements is in 

the range of 3.7–6.9×10-5. These results show that the technique can be used for 

developing an instrument for online monitoring of tan δ, over the range of 500–5000×10-5 

with a resolution better than 100×10-5. For better resolution, we will have to increase 

ADC quantization bits, increase sampling rate, or use filter with sharp cutoff . 
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Chapter 7 

SUMMARY AND CONCLUSIONS 

 

The project involved validation of a technique for online monitoring of high 

voltage dielectrics, by numerical simulation, and hardware implementation. The objective 

is to develop instrumentation for online measurement of dissipation factor of transformer 

bushings in the range of 500-5000×10-5, with a resolution better than 5×10-5. The 

technique is based on synchronous detection method of phase measurement. The 

dissipation factor is obtained by processing the simultaneously sampled signals 

corresponding to voltage and current, and involves dividing the low-pass filtered product 

of voltage and current signals by the RMS values of the two-signal. It is basicall y taking 

the ratio of actual power to apparent power. For low cost implementation, a new 

technique is devised, which is based on sampling the voltage and current signal at a rate 

lower than the power line frequency and processing the aliased periodic waveforms, 

which retain the same phase relationship as the original waveform. 

A theoretical analysis for estimating the measurement error is carried out by 

Pandey [20]. Here the measurement error is computed, as a function of number of 

quantization bits L and the normalized cutoff frequency γ (= fc / fs). It is shown that the ac 

RMS value of the error is given as 382 γσ L−= , where γ is the normalized cutoff 

frequency of low pass filter fc / fs. Thus it is possible to have a trade-off between 

measurement update rate and the sampling rate.  

Investigation of technique was done through numerical simulation for the two 

types of implementations. The results of these investigations are presented in 

Chapter 4. First implementation involved investigations with sampling rate higher than 

the power line frequency. The two signals, voltage and current were sampled 

simultaneously at 900 Sa/s. Here the low pass fil ter used was IIR Chebychev filter, of 6th 
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order. Numerical simulation results validated the theoretical analysis. Investigations also 

involved study of effect of harmonics and power line frequency fluctuation on the 

dissipation factor measurement. For validating the low sampling rate technique, 

numerical simulation was carried out with sampling rate of 45 Sa/s. The effect of 

harmonics and power line frequency fluctuation at lower frequency was studied. The 

analysis and simulation showed that the two waveforms should be band pass fil tered to 

reduce the errors due to harmonic distortion. No significant increase in the variation was 

obtained for fo variation over 48-52 Hz 

Further work involved carrying out experimental investigations. First step in 

experimental investigation involved verifying the result of numerical simulation using a 

loss angle simulator circuit. Experiment results are presented in Chapter 5. Signal 

acquisition was done using a multi-functions data acquisition card utili zing half of the 

input range of 12 bit ADC. Then the input waveforms basically have 11 bit quantization. 

The acquired data corresponding to voltage and current signals were processed as per the 

proposed technique [14] to compute the dissipation factor. Processing was done using 

floating point computations, on the waveforms sampled at the rate of 900 Sa/s as well as 

on the waveforms with sampling rate decimated to 45 Sa/s. Results obtained in both the 

cases show excellent linearity in the measurement with ratio error of less than 5% and an 

offset of 600×10-5. 

Later, to validate the online technique under high voltage, an experimental setup 

was developed. A standard air capacitor with different resistor values connecting series 

capacitor, were used as test objects with different values of tan δ in the range of 500-

5000×10-5. Here the test object was excited with a voltage of 1 kV at power line 

frequency of 50 Hz. Signal acquisition was carried out at the sampling rate of 900 Sa/s 

and 11 bit quantization. Acquired data were processed off line using floating-point 

arithmetic. Signals were band pass filtered before processing for computation of 

dissipation factor. Measured values of dissipation factor show a very linear relationship 

with the set values obtained from the Schering bridge. The standard deviation obtained 

range was 3.7-6.9×10-5 for dissipation factor in the range of 500-5000×10-5. Also 

processing over a long period did not show variation in the dissipation factor. 
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Similar investigations were carried out with eight different 1 kV transformer 

bushings. Results obtained showed a drift in the measured value of dissipation factor with 

time. There drifts were verified using Schering bridge. 

In summary, the proposed technique for online monitoring of tan δ has been 

validated with the help of numerical simulation, low voltage experimental set-up with a 

loss angle simulator circuit, and high voltage set-up with test objects at 1 kV. 

To make an instrument based on the proposed technique, for high update rate, a 

floating point DSP processor based board with two-channel 12 bit simultaneous sampling 

of the signals at 900 Sa/s or higher can be used. However, lower sampling rate can be 

used to develop a low cost instrument. In lower sampling rate system, the signal 

acquisition front-end will sample the signals and transmit these acquired signals serially 

to a central unit for processing. As lower sampling rate has lower update rate, it can be 

used for monitoring the status of a number of high voltage equipment simultaneously. 
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Appendix A 

FILTER RESPONSES 

 

For low pass filtering in the processing technique of Fig. 1.1 we have 

experimented with four types of low pass filter, (i) Sixth order IIR Chebychev filter with 

ωc = 4.44×10-3π rad/sa, (ii ) Third order IIR Chebychev fil ter with ωc = 0.06×10-3π rad/sa, 

(ii i) FIR Hamming window of order 9000 with ωc = 14.67 ×10-3π rad/sa and (iv) cascade 

of IIR Chebychev (ωc = 0.62×10-3π rad/sa) and FIR Hamming window filter 

(ωc = 14.67×10-3π rad/sa). Further a band pass filter was used to preprocess the current 

and voltage signal to reduce the dc and harmonics. The filters are tested for their 

magnitude response by applying an impulse as the input and then magnitude spectrum of 

the output was found. 

 

A.1 Low pass filter I  

First experiments were carried out with IIR Chebychev filter with cut-off frequency of 

ωc = 4.44×10-3π rad/sa. IIR Chebychev fil ter low pass filter was designed with large 

attenuation for second harmonic. The designed fil ter has ripple in the pass band and 

monotonically increasing attenuation in the stop band. The magnitude and impulse 

response of this fil ter are shown in Fig. A.1. To reduce the error due to product term at 

2fo, we need to have gain at this frequency less than 10-8, i.e. an attenuation of 160 dB. 

The following specifications were chosen for the fil ter: 

• Pass band ripple < 0.02 dB 

• Stop band attenuation of > 200 dB to second harmonic 

The filter designed with these specifications has an order of six. The difference equation 

is given as 

∑∑
==

−+−−=
6

0

6

1 k
k

k
k )kn(xb)kn(yay(n)  (A.1) 
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Fig. A.1 Impulse and magnitude 

responses of IIR Chebychev filter 

ωc = 4.44×10-3π rad/sa. The lower of the 

two magnitude responses shows a 

zoomed response in low frequency 

range. 

 

 

Fig. A.2 Impulse and magnitude 

responses of IIR Chebychev filter with 

cut-off of ωc = 0.062×10-3π rad/sa. The 

lower of the two magnitude responses 

shows a zoomed response in low 

frequency range. 
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where, 963251 .a −= , 8170142 .a = , 6359193 .a −= , 6378144 .a = , 819955 .a −= , 

964206 .a = , 11
0 100079.0 −×=b , 11

1 1004740 −×= .b , 11
2 1012010 −×= .b , 11

3 1015600 −×= .b , 

11
4 1012130 −×= .b , 11

5 1004680 −×= .b , and 11
6 1000810 −×= .b  

 

A.2  Low pass filter II  

The earlier IIR Chebychev low pass filter was redesigned with a cut-off f requency 

ωc = 0.062×10-3π rad/sa. The designed filter was a 3rd order with pass band ripple less 

than 0.05 dB. Response of this filter is shown in Fig. A.2 and the difference equation is 

given as 

∑∑
==

−+−−=
3

0

3

1

)()()(
k

k
k

k knxbknyany      (A.2) 

where,  9994.21 −=a , 9989.22 =a , 999403 .a −= , 10
0 100.04774 −×=b , 

10
1 1014330 −×= .b , 10

2 1014320 −×= .b , 10
3 1004780 −×= .b  

Fig. A.3 Impulse and magnitude responses of FIR Hamming window fil ter with cut-off 

ωc = 14.67×10-3π rad/sa. The lower of the two magnitude responses shows a zoomed 

response in low frequency range. 
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A.3 Low pass filter II I  

Another low pass filter used for experimentation includes FIR Hamming window 

fil ter. This filter was designed for order of 9000, with cut-off of ωc = 14.67×10-3π rad/sa. 

The designed filter has an attenuation of -200 dB at notch i.e. 0.2 Hz. Response of this 

fil ter is shown in Fig A.3. 

 

A. 4 Band pass filter  

 The band pass filter was designed as IIR Chebychev filter having ripple in the 

pass band and monotonically increasing attenuation in stop band. The band pass filter 

was designed as a 5th order filter to have pass band range of 47-53 Hz with a ripple in 

pass band less than 0.01 dB. Response of this BPF is shown in Fig A.4 

 

Fig. A.4 Impulse and magnitude responses of IIR Chebychev BPF. The lower of the two 

magnitude responses shows a zoomed response in low frequency range. 
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Appendix B 

DATA ACQUISITION CARD 

 
The data acquisition card unit USBDAQ-9100MS from M/s Adlink Technology Inc. 

(Taiwan) was used for signal acquisition. This unit has an isolated interface card with the 

following features: 

• Multi-function data acquisition modules attached to PCs via USB 

• 8 differential analog input channels with 12-bit resolution 

• Simultaneously sampling of 4 analog input channels (2 sets, totally 

8 channels) 

• Up to 500 k Sa/s sampling rate 

• On board 4 K samples FIFO memory 

• 8 isolated digital input and 8 isolated digital output (1500 Vrms) 

• Windows driver support 

The unit was used with signal acquisition software developed by V. K. Pandey in SPI 

Lab, EE Dept., IIT Bombay. The program has graphical user interface (GUI) developed 

in Visual Basic and it uses A/D driver routines for acquisition of the signals. The data are 

sampled at specified sampling rate and for specified number of samples 
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