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ABSTRACT 
 

Widening of auditory filters in persons with sensorineural hearing impairment leads to 

increased spectral masking and degraded speech perception. Multi-band frequency 

compression of the complex spectral samples using pitch-synchronous processing has 

been reported to increase speech perception by persons with moderate sensorineural 

loss. It is shown that implementation of multi-band frequency compression using 

fixed-frame processing along with least-squares error based signal estimation reduces 

the processing delay and the speech output is indistinguishable from pitch-

synchronous processing.  

 For real-time operation, the processing is implemented on a DSP board based on 

the 16-bit fixed point processor TMS320C5515. Codec and DMA are used to 

continuously acquire the input signal and output the processed signal at a sampling 

rate of 10 kHz. The data transfer and buffering operations are devised for an efficient 

realization of analysis-synthesis with 75 % overlap. The spectral modification 

operations are facilitated by the on-chip FFT hardware. The real-time processing with 

analysis window length of 26 ms and 512-point FFT is implemented, using about one-

tenth of the computing capacity of the processor. The processing delay is 

approximately 35 ms, making it suitable for hearing aid applications. 
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Chapter 1 

 

INTRODUCTION 
 

 

1.1. Overview  

Sensorineural hearing impairment is caused by abnormalities in functioning of the 

hair cells in cochlea and the auditory nerve. It occurs due to aging, excessive exposure 

to noise, infection, or abnormalities at the time of birth. Sensorineural hearing loss is 

generally associated with widening of auditory filters, elevated hearing thresholds, 

loudness recruitment, reduced dynamic range, increased temporal and spectral 

masking leading to degraded speech perception [1]-[5] Speech audibility can be 

improved by frequency selective amplification, but it may not improve speech 

perception. Hence speech processing techniques are needed to overcome the 

intraspeech spectral masking and to improve speech perception. 

 

1.2. Objective 

Several signal processing techniques have been reported for reducing the effect of 

increased intraspeech spectral masking caused by widening of auditory filters. 

Binaural dichotic presentation has been used to reduce the effect of spectral masking 

for persons with moderate bilateral loss [6]-[9]. In case of monaural hearing, spectral 

contrast enhancement and multi-band frequency compression may reduce the effects 

of widened auditory filters [10]-[19]. Multi-band frequency compression of the 

complex spectral samples using pitch-synchronous processing has been reported to 

improve speech perception by persons with moderate sensorineural loss. The 

objective is to investigate this technique for its real-time implementation for use in 

hearing aids. This will involve devising methods for reducing the computational 

requirement for implementing it on a DSP chip, without degradation in the quality of 

the output speech. A processing technique with processed speech quality similar to 

that obtained using pitch-synchronous processing but with lesser computational 

overhead is described and is implemented for real-time processing on a DSP board 
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based on the 16-bit fixed point processor TMS320C5515, using a fraction of its 

computing capacity. 

1.3. Outline 

The signal processing techniques for reducing the effect of increased intraspeech 

spectral masking, and multi-band frequency compression are described in Chapter 2. 

Chapter 3 covers the investigations on Matlab based offline implementation of multi-

band frequency compression. The investigations based on real-time implementation of 

multi-band frequency compression on a DSP board using 16-bit fixed point processor 

TMS320C5515 are described in Chapter 4. The last chapter provides summary and 

conclusion. 
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Chapter 2 

 

MULTI-BAND FREQUENCY COMPRESSION 
 

 

2.1. Introduction 

Sensorineural hearing loss is generally associated with elevated hearing thresholds, 

loudness recruitment, reduced dynamic range, and increased temporal and spectral 

masking, leading to degraded speech perception [1]-[5]. Most of the hearing aids 

provide frequency-selective gain and automatic gain control [20]. Advanced hearing 

aids also have the facility for multi-channel dynamic range compression with settable 

parameters like attack time, release time, number of bands, and compression ratios in 

different bands [20],[21]. Several signal processing techniques have been reported for 

reducing the effect of increased intraspeech spectral masking caused by widening of 

auditory filters. Binaural dichotic presentation, using a pair of comb filters with 

complementary magnitude responses for spectral splitting, has been used to reduce the 

effect of spectral masking for persons with moderate bilateral loss [6]-[9]. In case of 

monaural hearing, spectral contrast enhancement and multiband frequency 

compression may reduce the effects of widened auditory filters. Spectral contrast 

enhancement is aimed at increasing the intelligibility of speech in noise for normal-

hearing subjects and for subjects with sensorineural hearing loss [10]-[14]. It involves 

enhancing the perceptually important spectral peaks, thus increasing the contrast 

between spectral peaks and valleys. However, errors in identifying these peaks may 

subdue the advantage of spectral contrast enhancement. Further, the processing may 

result in an increase in the dynamic range of the speech signal, and thus may 

adversely affect speech perception by persons with recruitment (abnormal growth of 

loudness commonly associated with sensorineural loss).  

 Multi-band frequency compression [15]-[19] is another technique for reducing 

the effects of increased intraspeech spectral masking. In this technique, speech energy 

is presented in relatively narrow bands to avoid masking by adjacent spectral 

components. The processing involves dividing speech spectrum into analysis bands 

and compressing the spectral samples in each band towards the band center. Arai et al. 
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[15] applied multi-band frequency compression using auditory critical bandwidths on 

the magnitude spectrum and obtained the complex spectrum by associating it with the 

original phase spectrum. The spectrum was compressed using compression rates of 

10% to 90%. Listening tests on subjects with hearing impairment showed best results 

with compression factor of 50% and the recognition score improved from 35.4 % for 

unprocessed speech to 38.3 % for the processed speech. 

 For decreasing the computation and reducing the processing related artifact, 

Kulkarni et al. [17] applied the compression on the complex spectrum without 

calculating the magnitude and phase spectra. Multi-band frequency compression, as 

implemented by Kulkarni et al. [17], concentrates the complex spectral samples in 

relatively narrower bands and is aimed at avoiding the intraspeech spectral masking. 

The time domain signal is segmented and complex spectrum obtained by discrete 

Fourier transform (DFT) is divided into a fixed number of analysis bands. The 

complex spectral samples within each band are compressed towards the band center 

depending on the compression factor. The output speech is resynthesized using IDFT 

and overlap-add.  

2.2. Signal Processing 

Multi-band frequency compression uses three steps: (A) segmentation and spectral 

analysis, (B) spectral modification, and (C) resynthesis. The results of multi-band 

frequency compression for different types of segmentation, bandwidths, and 

frequency mapping methods were investigated by Kulkarni et al. [17].  

A. Segmentation and Spectral Analysis 

The speech signal was segmented using two types of segmentation schemes: (i) fixed-

frame segmentation, and (ii) pitch-synchronous segmentation. For the speech signal 

sampled at 10 kHz, 20 ms window with 50% overlap was chosen for fixed-frame 

segmentation. Pitch-synchronous segmentation used the window length equal to twice 

the local pitch period with an overlap of one pitch period. The pitch period was 

determined by finding the glottal closure instant (GCI) using Childers and Hu‟s 

algorithm [22]. When the speech signal was voiced in a segment, the window length 

was chosen so as to span three successive glottal closure instants. For the unvoiced 

segments the window length was chosen to be equal to that of the last voiced segment. 

Each segment is zero padded to form a sequence of length say N and N-point DFT is 
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used to get the complex spectrum. The complex spectrum is divided into a fixed 

number of analysis bands. The effect of three types of bandwidths, (i) constant 

bandwidth with number of bands varying from 2 to 18 in the 0 – 5 kHz frequency 

range, (ii) 1/3-octave bands, and (iii) bands based on auditory critical bandwidth 

(ACB) [23], were investigated.  

B. Spectral Modification 

Three frequency mapping techniques were investigated: (i) sample-to-sample 

mapping, (ii) spectral sample superimposition, and (iii) spectral segment mapping.  

 1) Sample-to-Sample Mapping: In this frequency mapping method, as explained 

in [17], the frequency index k of the original spectrum X is mapped to the frequency 

index k’ of the compressed spectrum Y as 

 ))( (  round icic kkk'k  (2.1) 

where α is the compression factor (0 – 1). The center frequency kic, of the i th analysis 

band is given as 

 )(   0.5 ieisic kkk  (2.2) 

where kis and kie are starting and ending indices for the i th band. The spectral samples 

are obtained as Y(k’) = X(k). Figure 2.1 shows sample to sample mapping method for 

1.25 – 1.45 kHz band with center frequency of 1.35 kHz. In this type of mapping, 

there is a possibility of two or more input spectral samples getting mapped to same 

output sample. In such a situation, only the input sample with largest index amongst 

the overlapping samples is retained. This elimination of some samples leads to 

irregular variations in the spectrum and reduction in energy of signal.  

 2) Spectral Sample Superimposition: The problem of missing samples in 

sample-to-sample mapping is solved by adding the spectral samples which map to the 

same frequency index. As the number of input spectral samples which contribute to an 

output sample may vary, some irregular variations occur in the compressed spectrum. 

Figure 2.2 illustrates spectral sample superimposition mapping. 
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 3) Spectral Segment Mapping: In this mapping, as shown in Figure 2.3, a one-

sample interval centered on the output frequency sample is mapped to a 

corresponding segment of the frequency axis of the input spectrum. The edges a and b 

of the input frequency segment for the output spectral sample with frequency index k’ 

in the i th analysis band with center frequency kic and compression factor α are given 

as  

 ]))50([( /.kkka icic  (2.3) 

 1/α   ab  (2.4) 

Figure 2.1. Sample-to-sample mapping for frequency band 1.25−1.45 kHz with 

10 kHz sampling [17]. 

 

 

Figure 2.2. Spectral sample superimposition for frequency band 1.25−1.45 kHz 

with 10 kHz sampling [17]. 

 

Figure. 2.3. Spectral segment mapping [17]. 
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The frequency sample in the compressed spectrum is calculated from samples of the 

complex spectrum as 

 )( )( )( )( )(  )(
1

1
nXnbjXmXm-akY

n

mj
 (2.5) 

where m and n are the indices of the first and the last spectral samples in [a,b], 

respectively. In this mapping, all the samples of input spectrum contribute uniformly 

to the compressed spectrum, without any irregular variations in the spectral energy.  

C. Resynthesis 

The N-point IDFT of the modified complex spectrum was used for resynthesizing the 

speech signal by overlap-add method [24],[25].  

 Best results were obtained for auditory critical bandwidth based compression 

using spectral segment mapping and pitch-synchronous analysis-synthesis. Frequency 

mapping for multi-band frequency compression, with auditory critical bandwidths and 

compression factor of 0.6 is shown in Figure 2.4. Table 2.1 shows auditory critical 

bands with center frequency fc , lower edge f1 , and upper edge f2. Spectra of 100 ms 

segments of vowels /a/, /i/, /u/, and broad-band noise for the unprocessed and the 

processed signals using fixed-frame analysis are shown in Figure 2.5. It is seen that 

the processing concentrates the spectral energy in narrow bands and it does not 

introduce any spectral tilt nor does it lead to compression of broadband spectrum.  

Figure 2.4. Frequency mapping for multi-band frequency compression, 

with auditory critical bandwidths and α = 0.6 [17]. 
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Table 2.1. Auditory critical bands with center 

frequency fc , lower edge f1 , and upper edge f2 [19].  

 

 Band 

no. 

fc 

(kHz) 

f1  

(kHz) 

f2 

(kHz) 

 

 1 0.130 0.010  0.200  

 2 0.250 0.200  0.300  

 3 0.350 0.300  0.400  

 4 0.450 0.400  0.510  

 5 0.570 0.510  0.630  

 6 0.700 0.630  0.770  

 7 0.840 0.770  0.920  

 8 1.000 0.920  1.080  

 9 1.170 1.080  1.270  

 10 1.370 1.270  1.480  

 11 1.600 1.480  1.720  

 12 1.860 1.720  2.000  

 13 2.160 2.000  2.320  

 14 2.510 2.320  2.700  

 15 2.920 2.700  3.150  

 16 3.420 3.150  3.700  

 17 4.050 3.700 4.400  

 18 4.700 4.400  5.300  

 

 The effectiveness of the processing in improving recognition of consonants was 

tested by conducting listening tests using modified rhyme test (MRT) on normal-

hearing subjects in the presence of noise and on hearing-impaired subjects in quiet 

 /i/  /u/ 

(a) Unprocessed 

 BB noise 

(b) Processed using spectral segment 

mapping 

  

 /a/ 

Figure 2.5. Spectra of vowels /a/, /i/, /u/, and broad-band noise (100 ms segment): 

unprocessed and processed using spectral segment mapping, bandwidth: ACB, 

segmentation: fixed-frame, α = 0.6 [19]. 
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[17]-[18]. Compression factor of 0.6 resulted in best performance. For normal-hearing 

subjects, there was an improvement of 17% in the recognition scores at lower SNR 

values, equivalent to SNR advantage of 6 dB. There was a mean decrease of 0.88 s in 

response time indicating a reduced perceptual load. For hearing-impaired subjects, 

there was 9−21% improvement in recognition scores (mean improvement = 16.5%) 

with a mean reduction of 0.89 s in response time, indicating the potential of the 

technique for its use in hearing aids for improving speech perception by persons with 

moderate sensorineural loss. 

2.3. Multi-band Frequency Compression with Pitch-synchronous 

Segmentation 

Speech output from fixed-frame analysis-synthesis has perceptible distortions. 

Listening test with normal-hearing listeners showed that the scores for the processed 

speech were higher than that for the unprocessed speech only in the presence of 

masking noise, indicating that perceptible distortions adversely affected the advantage 

of frequency compression. Use of pitch-synchronous processing removed the 

distortion [17] and its evaluation on hearing-impaired subjects showed a significant 

improvement in speech perception [18]. In a processing involving modification of 

short-time Fourier transform (STFT), the resulting spectrum, in general, may not be a 

valid STFT in the sense that it cannot be associated with a time-domain sequence. In 

practical terms, it happens because of discontinuities between the segments 

corresponding to the consecutive modified complex spectra. Use of 50% overlap-add 

in the fixed-frame processing helps in masking the discontinuity. But in case of 

voiced speech it leads to a processing artifact in the form of another superimposed 

pitch related with the shift interval used for the analysis window. Pitch-synchronous 

processing with window length of two local pitch periods and overlap of one pitch 

period avoids this problem. 

 However, pitch-synchronous processing is not very suitable for real-time 

operation due to the algorithmic and computational delays associated with it. The 

frame length and the number of overlapping samples vary according to the estimated 

pitch period during the processing. Thus the number of frames contributing to 

processed output samples varies leading to a sudden amplitude changes in the output. 

When non-speech sounds are processed using pitch-synchronous processing, 
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amplitude modulations are observed due to errors in the estimated pitch-period 

duration. 

2.4. Modified Multi-band Frequency Compression 

To avoid the artifact associated with the fixed-frame processing with 50% overlap and 

the additional algorithmic and computational delay associated with pitch estimation 

for the pitch-synchronous processing, we have used the Griffin-Lim method [26] of 

signal estimation from modified short-time complex spectrum. The method is based 

on least squared error estimation (LSEE), i.e. minimizing the mean squared error 

between STFT of the estimated signal and the modified STFT. The output signal is 

resynthesized by overlap-add of the partial sequences obtained as IDFT of the 

modified complex spectrum after multiplication with the analysis window. The 

window used should meet the requirement that sum of the squares of all the windows 

is unity, i.e. 

 1)(2

m
nmSw  (2.6) 

For window length L and window shift S = L/4 corresponding to 75% overlap, this 

requirement is met by modified Hamming window, given as  

 ] ) ) 50 ( 2 ( cos  [ ] 241 [ )( 22 L/.nπqpqp/nw  (2.7) 

with p = 0.54 and q = − 0.46. Griffin and Lim extended the method to reconstruct a 

signal from the modified short-time magnitude spectrum by using an iterative 

technique. Subsequently, other methods for signal estimation from modified short-

time spectrum and suited for real-time processing have been reported [27]-[29]. Since 

the spectral modification using multi-band frequency compression results in complex 

spectra, it can be easily implemented using LSEE method of Griffin and Lim using 

modified Hamming window and 75% overlap. This implementation is subsequently 

referred to as LSEE processing. The methods for a comparison of the pitch-

synchronous and LSEE processing were implemented using Matlab. Speech outputs 

from the two methods were found to be perceptually indistinguishable. It was 

observed that LSEE processing works equally well for speech, speech with noise, and 

music signals. 

 Wide-band spectrograms of the processed and the unprocessed signal for the 

sentence “where were you a year ago?” are shown in Figure 2.6. The spectrograms of 
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processed speech show the concentration of spectral energy into narrower bands. The 

vertical striations indicate that the harmonic structure is approximately preserved. It is 

observed that processing retains the formant transitions with only slight shift in the 

formant locations. Because of compressing of the spectral components towards the 

band centers, the harmonics in different bands may not necessarily remain 

harmonically related. The effect is not noticeable for compression factor of 0.6, but it 

becomes perceptually noticeable at 0.4 and became more pronounced at lower values 

of the compression factor [17]. Processing artifact in the form of discontinuities is 

observed in the spectrogram of the output from fixed-frame processing, but not 

observed in the pitch-synchronous and LSEE outputs.  

a) 

b) 

c) 

d) 

Figure 2.6: Comparison of analysis-synthesis methods: wide-band spectrograms 

of the sentence “where were you a year ago?”: (a) unprocessed, (b) FF, (c) PS, 

and (d) LSEE. Processing with spectral segment mapping, auditory critical 

bandwidth, α = 0.6. 
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 Vowel /a/ was synthesized with constant amplitude and 100 Hz – 200 Hz pitch 

and processed using different processing schemes for comparison of different 

analysis-synthesis methods. The results are shown in Figure 2.7. The effect of 

different types of processing on vowel segments with steady pitch of 100 Hz, segment 

with varying pitch, and steady state pitch of 200 Hz can be seen more clearly from 

zoomed view of 25 ms segments of time domain waveforms of synthesized vowel /a/ 

as shown in Figure 2.8. It is observed that the processed output obtained from LSEE 

method, when input pitch is constant, is similar to that obtained from PS method. 

However, when input pitch is varying the output obtained from PS method shows 

   0                                                  time (s)                                                1    0                                                  time (s)                                                1 

   0                                                  time (s)                                                1      0                                                  time (s)                                                1 

Figure 2.7. Comparison of analysis-synthesis methods: time domain waveforms and 

wide-band spectrograms of vowel synthesized with constant amplitude and 100 – 200 

Hz pitch: (a) unprocessed, (b) FF, (c) PS, and (d) LSEE. Processing with spectral 

segment mapping, auditory critical bandwidth, α = 1. 

 

b) a) 

d) c) 

Figure 2.8. Comparison of analysis-synthesis methods: zoomed view of 25 ms 

segments of time domain waveforms of synthesized vowel /a/ in Figure 2.7. (a) 

unprocessed, (b) FF, (c) PS, and (d) LSEE. Processing with spectral segment 

mapping, auditory critical bandwidth, α = 1. Vowel segments taken for F0 = 100 

Hz, varying F0, and F0 = 200 Hz. 

 

                                                     time (ms)                                                                                                      time (ms)                                                 

                                                     time (ms)                                                                                                      time (ms)                                                 
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amplitude variations unlike FF and LSEE methods. These results show that LSEE 

method is suitable for the segments with constant pitch as well as for the segments 

with variable pitch. 
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Chapter 3 

 

INVESTIGATIONS ON OFFLINE IMPLEMENTATION 

 

 
3.1 Introduction 

The chapter presents a comparison between results obtained from multi-band 

frequency compression scheme implemented in Matlab using fixed-frame 

segmentation, pitch-synchronous segmentation, and fixed-frame segmentation based 

LSEE processing. The perceptual quality of processed speech is compared by 

informal listening tests. Investigations to compare the root mean square (RMS) values 

of the results obtained from fixed-frame segmentation based LSEE method for 

different types of input are presented in this chapter. 

3.2 Fixed-frame segmentation based multi-band frequency 

compression 

Speech output from fixed-frame analysis-synthesis has perceptible distortions which 

adversely affect the advantage of multi-band frequency compression. The distortions 

occur due to discontinuities which remain unmasked even after overlap-add operation 

for reconstruction. In case of voiced speech, it leads to a processing artifact in the 

form of another superimposed pitch related to the shift interval used for the analysis 

window. The spectrograms of the outputs obtained from fixed-frame segmentation 

based multi-band frequency compression for broad-band Gaussian noise input, swept 

tone input, and vowels /a/, /i/, and /u/ are shown in Figure 3.1 for compression factor 

of 1, 0.8, and 0.6. With compression factor set as one, the output obtained is same as 

the input. For lower compression factors, the spectral energy is concentrated into 

narrower bands as seen in the spectrograms of processed output.  

 Separation between the bands increases with increase in amount of 

compression. The frequency of the swept tone input varies between 500 Hz and 5 kHz 

in time duration of 2 s. When the compression factor is set as one, the spectrogram of 

the processed output is same as that of input swept tone, indicating absence of spectral 
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compression. A staircase like structure is seen in the output spectrograms for lower 

compression factors. This occurs because each frequency in the input swept tone is 

mapped to a frequency closer to the center frequency of a particular auditory critical 

band. The processed output can have frequency in one of these bands and thus the 

processed spectrogram has a discrete staircase like structure. The spectrograms of the 

processed output obtained for sentence “Where were you a year ago?” are shown in 

Figure 3.2. With a compression factor of one, the output spectrum remains 

unchanged. For lower compression factors, it is concentrated into narrower bands. 

 

Noise Swept Tone /aiu/ 

Figure 3.1. Processing using FF: S\spectrograms of noise, swept tone, and vowels 

/aiu/: a) unprocessed, b) processed with α = 1, c) processed with α = 0.8 and d) 

processed with α = 0.6. Window length = 20 ms, overlap = 50 %. 
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3.3 Pitch-synchronous segmentation based multi-band frequency 

compression 

In fixed-frame processing, reconstruction using overlap-add helps in masking the 

discontinuities. But in case of voiced speech, it leads to a processing artifact in the 

form of another superimposed pitch related to the shift interval used for the analysis 

window. Pitch-synchronous processing with a window length of two local pitch-

periods and overlap of one pitch period avoids this problem as the discontinuities do 

not occur at the frame boundaries. 

 The spectrograms of the outputs obtained from pitch-synchronous 

segmentation based multi-band frequency compression for broad-band Gaussian noise 

input, vowels /a/, /i/, and /u/, and the sentence “Where were you a year ago ?” are 

shown in Figure 3.3 for compression factor of 1, 0.8, and 0.6. With compression 

factor set as one, the output obtained is same as the input showing that the output 

spectrum is uncompressed. The spectrograms of processed output show the 

concentration of spectral energy into narrower bands. As the amount of compression 

increases, the separation between the bands also increases. The noise input is 

preceded by a small segment of voiced speech, so that pitch period estimated during 

a) b) 

c) d) 

Figure 3.2. Processing using FF: spectrograms of sentence “where were you a 

year ago”: a) unprocessed, b) processed with α = 1, c) processed with α = 0.8 

and d) processed with α = 0.6. Window length = 20 ms, overlap = 50 %. 
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this segment may be used in the processing for multi-band frequency compression of 

noise. The spectrograms obtained as a result of processing the sentence “Where were  

you a year ago?” and vowels /a/, /i/, and /u/ show that the output remains 

uncompressed for a compression factor of one and the spectral energy is concentrated 

into narrower bands for lower compression factors. Figure 3.4 shows spectrograms for 

music a clip. It is observed that processing introduces distortions in the output even 

with compression factor of one due to inability to estimate pitch correctly. In musical 

sounds there are multiple sources with different pitches which are not correctly 

tracked by the GCI detection used in PS method. 

 The pitch estimation by Childers-Hu algorithm for GCI detection [22] used in 

PS processing was compared with that obtained by Praat []. Figure 3.5 shows the 

Figure 3.3. Processing using PS: spectrograms of noise, vowels /aiu/, and sentence 

“Where were you a year ago ?”: a) unprocessed, b) processed with α = 1, c) processed 

with α = 0.8 and d) processed with α = 0.6. 

Noise Sentence /aiu/ 

(a
) 

U
n

p
ro

ce
ss

ed
 

(b
) 

P
S

, α
=

1 
(c

) 
P

S
, α

=
0.

8 
(d

) 
P

S
, α

=
0.

6 



 

18 

 

results for music clip and the sentence "Where were you a year ago?" at different 

values of SNR (with additive broad band noise). It is observed that the pitch values 

estimated by the two methods are approximately same for noise-free signal. However, 

when noise is added to the speech signal, the pitch values estimated by the two 

methods are different and the difference becomes more noticeable at lower SNR 

values. It is seen that Childers-Hu algorithm does not estimate the pitch values 

correctly for music clip due to presence of multiple excitation sources. For Gaussian 

white noise preceded by a small voiced speech segment as the input, the pitch values 

estimated by Childers- Hu algorithm for non-speech segments are equal the to pitch 

value estimated in the last voiced segment. 

3.4 Multi-band frequency compression using LSEE method 

To avoid the artifact associated with the fixed-frame processing with 50 % overlap 

and the additional algorithmic and computational delay associated with pitch 

estimation for the pitch-synchronous processing, Griffin-Lim method [26] of signal 

estimation from modified short-time complex spectrum was used. 

a) b) 

c) d) 

Figure 3.4. Spectrograms of music clip: a) unprocessed and 

processed using PS with b) α = 1, c) α = 0.8 and d) α = 0.6.  
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 The spectrograms of the outputs obtained from LSEE for broad-band Gaussian 

noise input, vowels /a i u/, and sentence “Where were you a year ago?”are shown in 

Figure 3.6 for compression factor of 1, 0.8, and 0.6. The spectrograms of processed 

output show concentration of spectral energy into narrower bands. As the amount of 

compression increases, the separation between the bands also increases. PESQ-MOS 

was calculated for quantifying the similarity between speech output from PS and 

LSEE processing as given in Table 3.1, the scores were 3.7−4.3 for compression 

factors of 0.6−1.0. Figure 3.7 shows spectrograms of processed and unprocessed 

music clip obtained from LSEE processing. The output has a better perceptual quality  

Figure 3.5. A comparison of pitch estimated using Childers-Hu algorithm and 

Praat for a) sentence “Where were you a year ago?”, b) sentence with SNR = 20 

dB, c) sentence with SNR = 10 dB, d) sentence with SNR = 5 dB, e) music clip, 

and f) white noise . 

a) b) 

c) d) 

f) e) 



 

20 

 

Table 3.1. PESQ-MOS scores between offline and real-time 

outputs for vowel /a i u/ and sentence "Where were you a year 

ago?". 

 Input 

signal 

   Compression Factor 

       α=1             α=0.8        α=0.6 

 

 /a i u/ 4.3 3.9  3.7  

 Sentence 4.3 3.8 3.7  

 

than that obtained from pitch-synchronous implementation. 

 Multi-band frequency compression results in a change in RMS values of the 

signal and the change depends on the length of analysis window. A plot of the root 

mean square values of the output obtained from LSEE method for different window 

Figure 3.6. LSEE processing with window length of 26 ms: spectrograms of noise, 
vowels /aiu/, and sentence “Where were you a year ago?”: a) unprocessed b) processed 

with α = 1, c) processed with α = 0.8 and d) processed with α = 0.6. 
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a) b) 

c) d) 

Figure 3.7. LSEE processing using window length of 26 ms: 

spectrograms of music clip: a) unprocessed, b) processed with α = 1, c) 

processed with α = 0.8 and d) processed with α = 0.6 using. 

 

 

Figure 3.8. Plots of the RMS values of the input and output with compression 

factor α=1, 0.8, 0.6 and window lengths of a) 20 ms, b) 26 ms, c) 30 ms, d) 

51.2 ms. 
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 lengths is given in Figure 3.8. The plots are obtained for sinusoidal input with 

frequencies equal to the edge and the center frequencies of the auditory critical bands, 

broad-band Gaussian noise, and the sentence “Where were you a year ago?” as input, 

for compression factor of 1, 0.8, and 0.6. It is observed that RMS value of the center 

frequencies of auditory critical bands remains comparable to their original RMS 

values whereas the RMS value of the edge frequencies of auditory critical bands 

decreases considerably. There is a decrease in the RMS values of the output with 

decrease in compression factor for a given window length. For a compression factor 

less than one, the RMS value of the output decreases with increase in the window 

length. The window length chosen for implementation should be short enough to 

capture the dynamic changes in vocal tract shape, thus it should be less than 30 ms. 

However if the window length is too short, the spectrum will not have adequate 

resolution and hence the window length should be at least two to three pitch-periods 

long. Thus we need a minimum of 20 ms window for pitch of 100 Hz. Hence a 

window length of 26 ms (260 samples at 10 kHz sampling frequency) was selected for 

real-time implementation. The RMS values of the output corresponding to 

compression factors of 0.8 and 0.6 are 0.8 and 0.7 times the original RMS values 

respectively. 

 Effect of processing was also studied by examining the probability density 

function (PDF) and cumulative distribution function (CDF) of the time domain signal. 

Figure 3.9 shows the plots for different compression factors for speech, Gaussian 

noise, and sine waves of different frequencies. The PDF plots show the distribution of 

amplitude values as the compression factor changes. As the compression factor 

decreases the PDF plots become narrower and peaky indicating higher probability of 

lower amplitudes and thus a decrease in RMS value. The CDFs show that with 

decrease in compression factor the saturation occurs at a much lower amplitude value. 

 To reduce the computational load, the FFT length N was reduced from 1024 to 

512 and its effect was observed on compression, RMS values, and amplitude 

distribution function of the processed output obtained from Matlab based offline 

implementation. The output obtained using N = 512 was indistinguishable from that 

obtained using N = 1024. Figure 3.10 shows spectrograms of the output obtained from 

LSEE method of multi-band frequency compression. The RMS values of the output 

for sine waves with frequencies equal to the edge and the center frequencies of the 
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a) 

b) 

c) 

d) 

Figure 3.9. LSEE processing with window length = 260 and FFT length = 1024: PDF 

and CDF plots for compression factors of 1, 0.8, and 0.6 for a) sentence “Where were 

you a year ago?”, b) broad-band Gaussian noise, c) sine wave of 510 Hz, and d) sine 

wave of 570 Hz. 
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 auditory critical bands, broad-band Gaussian noise, and the sentence “Where were 

you a year ago?” as input are shown for compression factor of 1, 0.8, and 0.6 along 

with the original RMS values are shown in Figure 3.11. The histograms or PDF plots 

of amplitudes levels of speech signal, Gaussian noise and the corresponding CDF 

plots for different compression factors are shown in Figure 3.12. 

 

3.5 Summary 

Investigation showed that multi-band frequency compression implemented using 

LSEE based analysis-synthesis produces better perceptual quality of the processed 

output than fixed-frame analysis-synthesis and has lower additional algorithmic and 

Figure 3.10. LSEE processing with window length of 26 ms and FFT length = 1024: 

spectrograms of noise, swept tone, and sentence “Where were you a year ago”: a) 

unprocessed b) processed with α = 1, c) processed with α = 0.8 and d) processed with α = 

0.6. 
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 computational delays as compared to pitch-synchronous analysis-synthesis. For a 

comparison of the pitch-synchronous and LSEE processing, both were implemented 

using MATLAB. The speech outputs from the two implementations were perceptually 

Figure 3.11. Comparison of RMS values for window length = 260 samples and 

FFT length = 512 samples. 

Figure 3.12. LSEE processing with window length of 26 ms ans FFT length = 512: 

PDF and CDF plots for compression factors of 1, 0.8, and 0.6 for a) sentence 

“Where were you a year ago?”, b) broad-band Gaussian noise.  

. 
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similar and the PESQ-MOS was found to be 3.7. LSEE processing is found to be well 

suited for non-speech audio also, as it does not require pitch estimation. Therefore it is 

decided to use it for real-time implementation. Decrease in processing time and 

computational load by using N = 512 instead of N = 1024 as used in [18] may help in 

combining multi-band frequency compression with other processing techniques for 

use in hearing aids.  
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Chapter 4 

 

REAL-TIME IMPLEMENTATION 
 

 

4.1 Introduction 

The scheme of multi-band frequency compression is implemented for real-time 

processing on DSP board “eZdsp”, based on 16-bit fixed-point processor 

TI/TMS320C5515 [30]. The processor can be operated at a clock frequency of up to 

120 MHz, with option of dynamic switching between internal and external sources. It 

has a unified memory map with total address space of 16 MB. The main on-chip 

features include 320 KB RAM (with 64 KB dual access data RAM), 128 KB ROM, 

four 4-channel DMA controllers, three 32-bit timers, FFT hardware accelerator tightly 

coupled to CPU for efficiently computing 8 to 1024-point complex as well as real-

valued FFT. The complex numbers are stored using 4-byte words in data memory, 

with each word holding the 16-bit real and 16-bit imaginary parts. The board has 4 

MB on-board NOR flash for user program. Its on-board codec TLV320AIC3204 [31] 

has stereo ADC and DAC, with 16/20/24/32-bit quantization and sampling rate of 8 – 

192 kHz. The block diagram of TMS320C5515 eZdsp USB Stick is shown in Figure 

4.1. 

4.2 Implementation Details 

The block diagram of the implementation of the multi-band frequency compression 

scheme on the DSP board is shown in Figure 4.2. Codec and DMA are used to 

continuously acquire and output the speech signal. For reducing conversion 

overheads, the input samples, spectral values, and the processed samples are all stored 

as 4-byte words, with 16-bit real and 16-bit imaginary parts. The imaginary part of 

input sample is set to zero.  
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Figure.4.1. Block diagram of TMS320C5515 eZdsp USB Stick [30]. 

 

Figure 4.2. Block diagram of implementation of multi-band frequency compression 

on the DSP board 

 
 The data transfer and buffering operations are shown in Figure 4.3. These are 

devised for an efficient realization of analysis-synthesis with 75% overlap, with 

window length L and FFT size N. Signal acquisition uses a 5-block DMA input cyclic 

buffer, with each block of S words. An input data buffer of N words, initialized with 

zero values, serves as the input array for FFT computation. At the regular intervals set 

by the sampling rate, DMA channel-2 reads the input sample values from ADC and 

writes them in the DMA input cyclic buffer, with the 16-bit input as the real-part of 

the 32-bit word The output is handled using a 2-block cyclic buffer, with each block 

of S words. DMA channel-0 is used to cyclically output 16-bit real-part of the 32-bit 

word. The output is handled using a 2-block cyclic buffer, with each block of S words. 

DMA channel-0 is used to cyclically output to DAC. Pointers are used to keep track 

of the current input, just-filled input, current output, and write-to output blocks, and 

these are initialized to 0, 4, 0, and 1, respectively. When a block gets filled, a DMA 

interrupt is generated. All the four block pointers are incremented cyclically. The 
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DMA mediated reading from ADC into the current input block and writing from the 

current output block to DAC are continued. The samples of the just-filled block and 

the previous three blocks are copied into the input data buffer. These samples are then 

multiplied by modified Hamming window of length L as given in equation (2.7). They 

are padded with N−L zero-valued samples to serve as the input array to N-point FFT. 

This method of copying from the DMA input cyclic buffer to the input data buffer 

results in an efficient realization of 75% overlap and zero padding.  

 The DFT of a real-valued discrete-time signal is conjugate-symmetric. This 

property can be used in reducing the computations involved in processing the input 

signal. The first N/2 output complex spectral samples are obtained from processing 

and the last N/2 complex spectral samples can be taken as complex-conjugate of 

mirror image. Another approach may be used to further reduce the computations. Let 

x(n) be a discrete-time real-valued sequence with length N and X(k) be its N-point 

DFT. Let x’(n) be the discrete-time complex sequence obtained by taking N-point 

IDFT of sequence formed by padding first N/2 complex spectral samples with N/2 

zero-valued samples. Then it can be shown that 

 )]([  Re 2  )( n'xnx  n =0, 1,…N-1  (4.1) 

Thus a discrete time real-valued signal can be reconstructed from its first N/2 complex 

spectral samples padded with N/2 zero-valued samples. The FFT hardware accelerator 

of the processor is used to calculate N-point complex DFT of the input array and the 

result is stored in an N-word buffer. The first N/2 spectral samples of the compressed 
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Figure 4.3. Data transfer and buffering operations (S = L/4). 
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spectrum are calculated using spectral segment mapping as given in (2.5), using a 

look-up table of pre-calculated values of m, n, m−a, and b−n for each output spectral 

index. The other samples are kept zero-valued. The FFT hardware accelerator is used 

to calculate N-point complex IDFT of the modified complex spectrum. Real part of 

the first L samples of the resulting sequence is multiplied by twice the modified 

Hamming window and stored in the output data buffer as partial outputs. Overlap-add 

operation uses a buffer of 3S samples. The first S samples of the output data buffer are 

added to the first S samples of the overlap buffer containing the partial results from 

the previous operation. The resulting samples are written as the processed output to 

the write-to output block. The next 2S samples of the output data buffer and the 

overlap buffer are added together and copied as the first 2S samples of the overlap 

buffer. The last S samples of the output data buffer are copied as the last S samples of 

the overlap buffer. For real-time processing, all the operations on the samples in the 

input data buffer should get completed before generation of the next DMA interrupt, 

i.e. in less than the time corresponding to S samples. The processing has an 

algorithmic delay of L samples (4S samples) and computational delay of less than L/4 

samples (S samples). Thus the total delay between input and the processed output is 

the time required to input 5S samples or time required to completely fill the DMA 

input cyclic buffer. 

4.3 Software 

The program was written in C, using TI's „CCStudio, ver. 4.0' as the development 

environment. The sampling rate is selected as 10 kHz, and only one channel of the 

stereo codec is used with 16-bit quantization. The codec ADC has a programmable 

gain amplifier whose gain is set to 0 dB. The input data buffer length N and window 

length L were set as 1024 words and 260 words respectively. The FFT length was set 

equal to 1024-points. The processor was set to run on internal clock of 120 MHz. For 

reducing conversion overheads, the input samples, spectral values, and the processed 

samples are all stored as 4-byte words, with 16-bit real and 16-bit imaginary parts. 

The imaginary part of input sample is set to zero. 

 The input samples acquired by codec ADC are copied to blocks “RcvL1”, 

“RcvL2”, “RcvL3”, “RcvL4”, and “RcvL5” of DMA cyclic buffer using channel-2 of 

DMA0. The samples in four consecutive blocks from DMA cyclic buffer are 
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multiplied by modified Hamming window and are stored in the input data buffer 

“FilterIn”, as 16-bit real part of 32-bit number. The input data buffer is initialized 

with zero valued samples. FFT hardware accelerator is used to calculate 1024-point 

FFT of the samples stored in “FilterIn”. The assembly language FFT routines are 

provided by TI in the file hwafft.asm [32] which can be used to find 8-point to 1024-

point real as well as complex valued FFT. The input samples in “FilterIn” are 

stored in bit reversed order in a buffer named “data_br_buf”. The complex spectral 

samples obtained as FFT of “data_br_buf” are stored in a 32-bit buffer called 

“scratch_buf”. The multi-band frequency compression is applied on the first N/2 

samples stored in “scratch_buf” and the N/2 compressed spectral samples padded 

with N/2 zero valued samples are stored in a buffer called “convolved_buf”. The 

data stored in “convolved_buf” is bit reversed and stored in “data_br”. The IFFT 

of the complex spectral samples stored in bit reversed data buffer is found and stored 

in buffer called “FilterOut”. The real parts of the first L samples of “FilterOut” 

are multiplied with modified Hamming window and are used for resynthesis of output 

using overlap-add. The resulting samples are stored in buffers called “Xmit1” and 

“Xmit2”. Since the spectral modifications are done on only first N/2 complex spectral 

samples and the last N/2 spectral samples are made zeros, the output samples in 

“Xmit1” and “Xmit2” should be doubled in magnitude. This can be done by either 

multiplying the first L samples of “FilterOut” with twice the modified Hamming 

window or by setting the programmable gain amplifier (PGA) gain of CODEC DAC 

to 2 (i.e. 6 dB). The second option is used in our implementation. 

 An underflow during the processing using lower value of compression factors 

may introduce distortion and reduce the output RMS. This can be avoided by pre-

multiplying the complex spectral samples with a scale factor before applying the 

compression algorithm. This however will also amplify the processing noise. To 

avoid noise amplification the PGA gain of ADC may be set such that the dynamic 

range of ADC is used optimally, without causing input saturation or computation 

overflow.  

4.4 Test results 

For testing the implementation on the DSP board, the input signal for processing was 

generated from a PC sound card and given to the DSP board through one channel of 
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its stereo-in audio connector. The processed output signal from one channel of stereo-

out audio connector was acquired through the PC sound card as shown in Figure 4.4. 

Figure 4.5. Real-time LSEE processing with FFT size 1024: spectrogram of noise 

vowels /aiu/, and sentence “Where were you a year ago?”: a) unprocessed, b) 

processed with α = 1, c) processed with α = 0.8 and d) processed with α = 0.6. 
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The signals were also acquired bypassing the processing for studying the effect of 

ADC and DAC of the board. The spectrogram of the outputs obtained from real-time 

implementation using LSEE method for broad-band Gaussian noise input, vowels /a i 

u/, and the sentence “Where were you a year ago?” for compression factors of 1, 0.8, 

and 0.6 are shown in Figure 4.5. The spectrograms show that multi-band frequency 

compression concentrates the spectral energy into narrower bands. As the amount of 

compression increases, the separation between the bands also increases. With 

compression factor set as one, the output obtained is same as the input showing that 

the output spectrum is uncompressed. The spectrograms of the output obtained when 

a music clip is given as the input are shown in Figure 4.6. The processed output is 

perceptually indistinguishable from that obtained by the offline implementation. 

PESQ-MOS was calculated for quantifying the similarity between offline and real-

time speech output as given in Table 4.1, the scores were 2.5–3.4 for compression 

factors of 0.6–1.0. 

 To reduce the computational load, the FFT length N was reduced to 512. The 

output was indistinguishable from that obtained using N = 1024. The results obtained 

using FFT length of 512 are similar to those obtained using FFT length of 1024. 

Spectrograms of broad-band Gaussian noise input, vowels /a i u/, and the sentence 

“Where  were  you  a year  ago?” for  compression  factors  of 1, 0.8, and 0.6 and FFT  

a) b) 

c) d) 

Figure 4.6. Real-time LSEE processing with FFT size = 1024: 

spectrograms of a music clip: a) unprocessed b) processed with α = 1, 

c) processed with α = 0.8 and d) processed with α = 0.6. 
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Table 4.1. PESQ-MOS scores between offline and real-time 

outputs for vowel /a i u/ and sentence "Where were you a year 

ago?". 

 Input 

signal 

   Compression Factor 

       α=1             α=0.8        α=0.6 

 

 /a i u/    3.4 3.6  3.0  

 Sentence    3.4 3.8 2.5  

 

length 512 samples are shown in Figure 4.7. The spectrogram of the outputs obtained 

from real-time implementation using LSEE method for music clip input with 

compression factors of 1, 0.8, and 0.6 and FFT length 512 samples are shown in 

Figure 4.8. The expected processing delay for window length L = 260 samples and 

Figure 4.7. Real-time LSEE processing with FFT size = 512: spectrograms of noise, 

vowel /aiu/, and sentence “Where were you a year ago?”: a) unprocessed, b) processed 

with α = 1, c) processed with α = 0.8 and d) processed with α = 0.6. 
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shift S = 65 samples is 5S = 325 samples or 32.5 ms. The processing delay observed 

by giving a burst sine wave of 1 kHz input with burst duration of 80 ms observed to 

be approximately 35 ms. This delay can be considered as acceptable for use in the 

hearing aids along with lipreading. 

 To estimate the computational capacity of the processor used in multi-band 

frequency compression, the program operation was tested by progressively decreasing 

the clock frequency from 120 MHz. For FFT length of 1024 the program worked 

satisfactorily down to 20 MHz, and for FFT length of 512 the program worked 

satisfactorily at a clock frequency of 12.288 MHz indicating a significant amount of 

unused computational capacity which may be useful in implementing other processing 

as needed for a hearing aid. 

 

a) b) 

c) d) 

Figure 4.8. Real-time LSEE processing with FFT length 512: 

spectrograms of a music clip a) unprocessed, b) processed with α = 1, 

c) processed with α = 0.8 and d) processed with α = 0.6. 
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Chapter 5 

 

SUMMARY AND CONCLUSION 

 

 
Multi-band frequency compression using pitch-synchronous segmentation helps in 

removing the distortions associated with fixed-frame segmentation and improving 

speech perception. However, it is not suitable for real-time operation due to the 

algorithmic and computational delays associated with it. To avoid the artifact 

associated with the fixed-frame segmentation with 50% overlap and the additional 

algorithmic and computational delay associated with pitch estimation for the pitch-

synchronous processing, Griffin-Lim‟s LSEE method [26] for signal estimation from 

modified short-time complex spectrum was investigated. The method works 

satisfactorily for speech as well as music and other audio signals. 

 For real-time operation, the LSEE method was implemented on a 16-bit fixed 

point processor TMS320C5515 based DSP board. Codec and DMA were used at a 

sampling rate of 10 kHz for continuous acquisition of the input signal and outputting 

of the processed signal. The on-chip FFT hardware accelerator facilitated the real-

time processing. The data transfer and buffering operations were devised for an 

efficient realization of analysis-synthesis with 75 % overlap. The real-time processing 

with analysis window length of 26 ms and 512-point FFT was implemented, using 

about one-tenth of the computing capacity of the processor, with a processing delay 

under 35 ms, making it suitable for hearing aid applications. Informal listening tests 

showed that the processed output from the DSP board was perceptually similar to the 

corresponding output from the offline implementation for speech as well as other 

audio signals, for compression factors of 0.6, 0.8 and 1. The PESQ-MOS between 

offline and real-time speech outputs for compression factors of 0.6−1.0 was found to 

be 2.5−3.4. 

 For using the processing in hearing aids for persons with moderate sensorineural 

loss, frequency-selective gain and multi-band dynamic range compression, with the 
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gain and compression ratios settable in accordance with the loss characteristics of the 

individual listener, also need to be implemented. 
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