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METHOD AND SYSTEM FOR TIME-SCALED AUDIOVISUAL FEEDBACK OF SPEECH PRODUCTION EFFORTS

TECHNICAL FIELD

[0001] The present disclosure relates to the field of speech processing, and it more particularly relates to a method and a system for audiovisual feedback of articulatory and prosodic efforts in speech production for speech training.

BACKGROUND

[0002] Children with profound hearing impairment lack auditory feedback during speech production. They consequently experience difficulty in acquiring speech production despite functional articulatory organs. Sign language uses a combination of hand shapes and facial expressions instead of sounds for communication and enables hearing-impaired persons to express themselves. However, most normal-hearing persons do not understand sign language. Speech training aims at helping hearing-impaired persons to produce intelligible speech despite the inability to hear their sounds and thus be able to express themselves to those who do not know sign language. Speech training often uses a mirror for visual feedback on movements of the external articulators (lips, jaw). However, movements of the internal articulators (tongue, vocal-tract shape, glottis, etc.) remain hidden, and no information on voicing, pitch, and level is provided.

[0003] Several speech training systems have been reported using automatic speech recognition, articulatory effort sensors, and a combination. Javkin et al. (H. R. Javkin, E. G. Keate, N. Antonanzas-Barroso, B. A. Hanson, "Synthesis-based speech training system," U.S. Patent No. US 5536171, 1996) described a system to display the model articulatory movements for the target utterance, output the target utterance using a formant synthesizer, provide visual feedback of the learner's articulatory movements using a set of speech transducers (a palatograph to sense the tongue-palate contact pattern, a nasal sensor, a throat sensor, an airflow sensor, and a microphone), and evaluate the similarity of the learner's utterance with the...

[0004] Computer-based speech-training aids providing a dynamic display of acoustic parameters (speech level, voicing, pitch, spectral features, etc.) and articulatory parameters (movements of lips, jaw, tongue, etc.) are reported to be
useful for speech therapy. These aids include 'Speech Viewer', 'Video Voice Training System', 'Dr. Speech', 'Box-of-Tricks', concatenative articulatory video synthesis, 3-D virtual talking head, automatic lipreading recognition system, etc. Several mobile-based apps have been developed in recent years, including 'Voice Analyst', 'Voice Tools', and 'Voice Pitch Analyzer', to display speech level and pitch information for speech therapy. The usefulness of most of these aids is limited as they use language-dependent processing and machine learning to generate visual feedback.

[0005] Despite the development of several speech-training aids, most speech therapists and special education teachers in the schools for hearing-impaired children find it more convenient to use a mirror, improvised gestures, and repeated and extended articulations. Such use indicates a need to co-design the aid with the speech therapists and teachers by interacting with them to understand their difficulties with the available aids and getting their assessment of the features in the new aid. It has been reported by Eriksson et al. (E. Eriksson, O. Engwall, O. Bälter, A. Öster, H. Kjellström, "Design recommendations for a computer-based speech-training system based on end-user interviews," Proceedings of International Conference on Speech and Computer, Patras, Greece, 2005) that optimizing the level of details on display, emphasizing the key articulatory efforts, adapting the feedback to the learner's level, and augmenting with complementary information can improve the usefulness of the aids.

[0006] The speech-training aid users during interactive sessions indicated their preference for a two-panel aid with a variable-rate display. The two-panel display enables visual comparison of the teacher's and the learner's speech production efforts, and the variable-rate feedback permits using a rate suitable for the learning level. It avoids the need for repetitive articulation by the teacher and facilitates remote learning with pre-recorded utterances of a reference speaker. An aid with a two-panel display to display level, pitch, and lateral vocal-tract shape estimated from the speech signal, with a variable-rate animation of the articulatory efforts was reported by Jain et al. (R. Jain, K. S. Nataraj, P. C. Pandey, "Dynamic
display of vocal tract shape for speech training." Proceedings of National Conference on Communications, Guwahati, India. 2016). This system was used and evaluated by a group of speech therapists and teachers. They suggested display layout enhancement, longer signal acquisition duration, and a selection of faces (male/female, young/adult) for vocal-tract shape animation. Further, a playback of the audio signal time-aligned with the variable-rate animation of the articulatory efforts was suggested to improve speech acquisition in children using hearing aids or cochlear implants. Some users indicated a need for feedback on lip movements.

[0007] Thus, there is a need for a speech-training aid with a two-panel display and variable-rate audiovisual feedback of the speech production efforts combining the articulatory and prosodic information obtained by processing the audio signal, time-aligned frontal view of the face, and correspondingly time-scaled audio signal.

**OBJECT OF THE INVENTION**

[0008] It is the primary object of the present disclosure to provide a system and a method for improving speech production in hearing-impaired children.

[0009] Another object of the present disclosure is to provide a system and a method to help second-language learners improve unfamiliar words' pronunciation.

[0010] Yet another object of the present disclosure is to provide a system and a method for diagnosing voice disorders.

[0011] Yet another object of the present disclosure is to provide a system and a method for aiding rehabilitation therapy for pitch and intonation control.
SUMMARY

[0012] Hearing-impaired children lack auditory feedback and consequently experience difficulty in acquiring speech production. They can benefit from speech-training aids providing visual feedback of key efforts in speech production.

[0013] In the present disclosure, a method and a system are disclosed for automatically generating a variable-rate time-scaled audiovisual feedback of articulatory and prosodic efforts in speech production. The system can be used as a speech-training aid providing variable-rate audiovisual feedback with the information obtained from an audiovisual recording of the speech utterances. The aid has two panels enabling a comparison between the articulatory efforts of the learner and a teacher or a reference speaker. The audio recording is processed to obtain time-varying vocal-tract shape, level, and pitch, and the frontal view of the face is obtained from the video recording. The vocal-tract shape estimation uses inverse filtering based on linear prediction (LP), and the pitch estimation uses glottal epoch detection using the Hilbert envelope for excitation enhancement. The audiovisual feedback comprises a time-scaled animation of the lateral vocal-tract shape, level, and pitch, a time-aligned display of the frontal view of the face, and a correspondingly time-scaled playback of the audio signal. The disclosed system may also help second-language learners improve unfamiliar sounds' pronunciation.

It may help diagnose voice disorders and be usable as an aid in rehabilitation therapy for pitch and intonation control.

[0014] In one aspect of the present disclosure, a system is disclosed for automatically generating a variable-rate time-scaled audiovisual feedback of articulatory and prosodic efforts in speech production to compare the efforts of a plurality of persons. The system comprises at least one processor and a plurality of peripherals interfaced with the processor. The processor receives an audiovisual signal comprising each person's speech as the audio signal and the frontal view of each person's face as the video signal from the peripherals and processes the audiovisual signal of each person to provide time-scaled audiovisual feedback. The
The processor comprises a signal acquisition module, a speech analysis module, an animation generation module, and a communication and graphical user interface (CGUI) module.

[0015] The signal acquisition module records a speech utterance of the person as the audiovisual signal comprising the audio signal and the video signal, and selects a segment of the audio signal as a selected audio segment and the corresponding segment of the video signal as a selected video segment for speech analysis and animation generation. The speech analysis module receives the selected audio segment, analyzes the selected audio segment to generate an analysis output comprising time-varying level, spectrum, pitch, and lateral vocal-tract shape, and generates time-scaled audio segments with a plurality of settable slowdown factors from the selected audio segment. The animation generation module receives the analysis output, the time-scaled audio segments, and the selected video segment, and generates a time-scaled animation of the time-varying lateral vocal-tract shape and indicators for pitch, level, and place of articulation with the settable slowdown factor from the analysis output and a time-aligned video of the person's face from the selected video segment. The CGUI module interfaces between the signal acquisition module, the speech analysis module, the animation generation module and the peripherals for: acquiring the audiovisual signal and a plurality of inputs from a plurality of persons, communicating with other digital devices or over the internet and storing and reading data, displaying the time-scaled vocal-tract animation, indicators for pitch, level, and place of articulation, and the time-aligned video of the person's face, and outputting the time-scaled audio signal for a plurality of persons.

[0016] In another aspect of the present disclosure, a method is disclosed for automatically generating a variable-rate time-scaled audiovisual feedback of articulatory and prosodic efforts in speech production to compare the efforts of a plurality of persons. The method is implemented by at least one processor (120) and a plurality of peripherals (110) interfaced with the processor (120). The method comprises the steps of (a) recording a speech utterance of the person as an
audiovisual signal comprising the audio signal and the video signal, (b) selecting a
segment of the audio signal as a selected audio segment and the corresponding
segment of the video signal as a selected video segment for speech analysis and
animation generation. (c) analyzing the selected audio segment to generate an
analysis output comprising time-varying level, spectrum, pitch, and lateral vocal-
tract shape (d) generating a time-scaled animation of the time-varying lateral vocal-
tract shape and a plurality of indicators for pitch, level, and place of articulation
with the settable slowdown factor from the analysis output and a time-aligned video
of the person's face from the selected video segment, and (e) displaying the time-
scaled vocal-tract animation, indicators for pitch, level, and place of articulation,
and the time-aligned video of the person's face and outputting the time-scaled audio
signal for a plurality of persons.

BRIEF DESCRIPTION OF THE DRAWINGS

[0017] The detailed description is described with reference to the
accompanying figures.

[0018] Figure 1 illustrates a block diagram of the system in accordance with
the present disclosure.

[0019] Figure 2 illustrates a display of the system during signal acquisition
in accordance with the present disclosure.

[0020] Figure 3 illustrates a display of the system during speech analysis in
accordance with the present disclosure.

[0021] Figure 4 illustrates a display of the system during time-scaled
animation in accordance with the present disclosure.

DETAILED DESCRIPTION OF THE INVENTION

[0022] In the present disclosure, a method and a system for automatically
generating a variable-rate time-scaled audiovisual feedback of articulatory and
prosodic efforts in speech production are disclosed. The system may be used as a speech-training aid for audiovisual feedback with the information obtained from an audiovisual recording of the speech utterances. It has a two-panel display to compare the efforts of the learner with the efforts of a teacher or a reference speaker.

It uses language-independent signal processing to provide (i) a time-scaled animation of the lateral vocal-tract shape, level, and pitch, (ii) a time-aligned display of the frontal view of the face, and (iii) a correspondingly time-scaled playback of the audio signal.

[0023] Speech training involves repeated utterances of syllables, words, word clusters, and sentences by the learner and feedback for correct speech production by the teacher. The present invention can assist the learning process and speech training by providing information not visible on the face. The feedback is in the form of slow-motion animation of the vocal-tract shape, pitch, and signal level, obtained by processing the audio signal. The learning process is enhanced by complementary information on lip movements by a time-aligned display of the frontal view of the face so that the learner can relate the various articulatory efforts. For facilitating the learning process, the rate of audiovisual feedback can be altered with the learning level.

[0024] Figure 1 illustrates a block diagram of a system (100) for automatically generating a variable-rate time-scaled audiovisual feedback of articulatory and prosodic efforts in speech production to compare the efforts of a plurality of persons in accordance with the present disclosure. The system (100) comprises at least one processor (120) and a plurality of peripherals (110) interfaced with the processor (120).

[0025] The peripherals (110) may comprise at least one audio input device (111), at least one video input device (112), at least one audio output device (113), at least one video display device (114), at least one user interface device (115), a communication device (116), and a storage device (117). The audio input device (111), such as a microphone, is configured to acquire a person's speech as an audio
signal. The video input device (112), such as a video camera, is configured to acquire the frontal view of the person's face as a video signal. The audio output device (113), such as a speaker, is configured to provide auditory feedback. The video display device (114) is configured as a plurality of panels to display visual feedback. The user interface device (115), such as a keyboard, mouse, or touchpad, is configured to receive a plurality of inputs from a person. The communication device (116) is configured to communicate with other digital devices or over the internet. The storage device (117), such as a hard disk or flash memory, is configured to store and read data.

[0026] The processor (120) receives an audiovisual signal comprising each person's speech as the audio signal and the frontal view of each person's face as the video signal from the peripherals (110) and processes each person's audiovisual signal to provide time-scaled audiovisual feedback. The processor (120) comprises a communication and graphical user interface (CGUI) module (121), a signal acquisition module (122), a speech analysis module (123), and an animation generation module (124). The modules of the processor (121, 122, 123, 124) may be hardware modules or may be implemented as software modules.

[0027] The signal acquisition module (122) of the processor (120) records the speech utterance as an audiovisual signal with the person's speech as an audio signal and the frontal view of the person's face as a video signal. A segment of the audio signal is selected, and the corresponding segment of the video signal is selected for speech analysis and animation generation.

[0028] The speech analysis module (123) of the processor (120) receives the selected audio segment and generates an analysis output comprising time-varying level, spectrum, pitch, and lateral vocal-tract shape. The speech analysis module (123) also generates time-scaled audio segments with a plurality of settable slowdown factors.

[0029] The animation generation module (124) of the processor (120) receives the analysis output, the time-scaled audio segments, and the video
segment. The animation generation module (124) generates an animation of the time-varying lateral vocal-tract shape and a plurality of indicators for pitch, level, and place of articulation, with the settable slowdown factor. Further, the animation generation module (124) generates a video of the person's face time-aligned with the animation.

[0030] The CGUI module (121) of the processor (120) interfaces between the signal acquisition module (122), the speech analysis module (123), the animation generation module (124), and the peripherals (110) for (i) acquiring the audiovisual signal and a plurality of inputs from a plurality of persons; (ii) communicating with other digital devices or over the internet and storing and reading data; (iii) displaying the time-scaled vocal-tract animation, indicators for pitch, level, and place of articulation, and the time-aligned video of the person's face for a plurality of persons; and (iv) outputting the time-scaled audio segment for a plurality of persons. The CGUI module (121) interfaces with the video display device (114) for simultaneously displaying the time-scaled animation for at least two persons on the video display device (114). The CGUI module (121) may interface with the user interface device (115) for selecting the settable slowdown factor from a set of values.

[0031] In an exemplary embodiment of the present invention, the system (100) comprises a plurality of processors and a plurality of peripherals. The processors are configured as the CGUI module (121), the signal acquisition module (122), the speech analysis module (123), and the animation generation module (124). In this embodiment, the audio signal is plotted in real time during signal acquisition and superimposed on a plurality of color bands indicating the audio signal volume, for example three colors for low, acceptable, and high volume. The audio signal acquisition is carried out with a sampling frequency, for example set to 10 kHz, adequate for the pitch and vocal-tract shape estimation. A video of the frontal view of the person's face is simultaneously recorded and displayed in real time at a frame rate, for example set to ten frame/s, adequate for visualizing the lip movements during speech production and selected to reduce memory and
computation requirements. The video is displayed in a frame marked with a center and a plurality of vertical and horizontal lines to help the person adjust the face position. The utterances used for speech training are usually shorter than 2 s. In the exemplary embodiment of the present invention, the signal acquisition module (122) permits a recording duration, for example 10 s, that allows flexibility for the timing of the utterance and multiple utterances to adjust the level. A segment of the audio signal is selected for analysis by the speech analysis module (123). The corresponding video segment is automatically selected. In this embodiment, the signal acquisition module (122) may also be used to select an audio segment and a corresponding video segment from a previously recorded audiovisual signal.

[0032] In the same embodiment, the speech analysis module (123) analyzes the selected audio segment, generates the analysis output comprising time-varying level, spectrum, pitch, and vocal-tract shape, and generates time-scaled audio segments with a plurality of settable slowdown factors. The pitch estimation uses a glottal epoch detection method using the Hilbert envelope for excitation enhancement. This method is reported to be suitable for speech signals with voice disorders by Dasgupta et al. (H. Dasgupta, P. C. Pandey, K. S. Nataraj, "Epoch detection using Hilbert envelope for glottal excitation enhancement and maximum-sum subarray for epoch marking," IEEE Journal of Selected Topics Signal Processing, 14, pp. 461–471, 2019). The vocal-tract shape estimation uses the inverse filtering method based on linear prediction (LP) to obtain the vocal-tract area function, as reported by Wakita (H. Wakita, "Direct estimation of the vocal tract shape by inverse filtering of acoustic speech waveforms." IEEE Transactions on Audio Electroacoustics, 21, pp. 417–427, 1973).

[0033] In the same embodiment, the analysis by the speech analysis module (123) is carried out using a window length of two average pitch periods and a small window shift, for example 5 ms. For improving consistency of the vocal-tract shape estimation, the area values for analysis windows positioned at the minimum windowed energy are linearly interpolated to obtain area values for every window shift, as reported by Nataraj et al. (K. S. Nataraj, Jagbandhu, P. C. Pandey, M. S.
Shah, "Improving the consistency of vocal tract shape estimation." Proceedings of National Conference on Communications, Bangalore, India, 2011. The cubic B-spline interpolation is used to estimate multiple, for example 20, uniformly placed area values along the length of the oral cavity for smoothing the estimated vocal-tract area function. For synchronized audiovisual playback, the selected audio segment is uniformly time-expanded by the set slowdown factor using the synchronous overlap-add with fixed synthesis (SOLAFS) method as reported by Hejna and Musicus (D. Hejna, B. R. Musicus, "The SOLAFS time-scale modification algorithm," Technical Report, University of Cambridge, UK, 1991).

In the same embodiment, the animation generation module (124) processes the analysis output and generates the images with vocal-tract animation and indicators for pitch, level, and place of articulation. A time-aligned video of the frontal view of the person's face is generated to provide simultaneous feedback of articulatory efforts visible on the face. The vocal-tract animation and video of the frontal view of the person's face are displayed using the video display device (114) at the set slowdown factor, along with playback of the time-scaled audio signal using the audio output device (113).

In the same embodiment, the estimated area values are used for vocal-tract animation with a two-dimensional mid-sagittal view of the head, as reported by Park et al. (S. H. Park, D. J. Kim, J. H. Lee, T. S. Yoon, "Integrated speech training system for hearing impaired," IEEE Transactions on Rehabilitation Engineering, 2, pp. 189–196, 1994). The estimated oral cavity opening is represented as the area between the fixed upper curve and the moving lower curve. The fixed upper curve comprises the upper lip, upper teeth, and palate, whereas the lower curve comprises the lower lip, lower teeth, and tongue. The place of maximum constriction along the vocal-tract length is indicated as the place of articulation. The vocal-tract area function is estimated with a 5-ms window shift resulting in 200 frame/s for real time animation, for the video of the frontal view of the face available at ten frame/s. The vocal-tract animation, level, and pitch are
time-scaled for the set slowdown factor by down-sampling. The video is time-scaled for the set slowdown factor by frame repetition.

[0036] In the same embodiment, the display of the video display device (114) is configured as a plurality of panels, for example two panels to enable a comparison of the articulatory efforts of the learner and the teacher or a reference speaker. Further, the system can simultaneously display the time-scaled animation in the panels. The two-panel display can also be used to validate the animation of the vocal-tract shape using a side-by-side display of the analysis output and animation for the same signal segment. Further, each panel of the display has a vertical menu bar with a plurality of graphical controls for inputs to the signal acquisition, speech analysis, and animation generation modules. The plurality of graphical controls may receive inputs from a person or a plurality of persons. The details on the display are controlled by a plurality of graphical controls on the bottom horizontal and center vertical toolbars. The display of the system of this embodiment during the signal acquisition is shown in Figure 2. Each panel has a plurality of graphical controls for recording (record, start, stop) the audiovisual signal, file opening, segment selection, playback (play/pause, reset) of the selected segment, and saving the selected segment. Further, each panel has a plurality of display sections, for example three sections with the upper section for the audio signal, the middle section for the video of the frontal view of the person's face, and the lower section for the selected audio segment. A segment of the acquired audio signal is selected using movable cursors on the audio signal plot.

[0037] In the same embodiment, the speech analysis module (123) displays the time-varying spectrum as a spectrogram. A two-dimensional plot of the time-varying vocal-tract area function is displayed as an 'areaagram,' as reported by Pandey et al. (P. C. Pandey, M. S. Shah, "Estimation of place of articulation during stop closures of vowel-consonant-vowel utterances," IEEE Transactions on Audio, Speech, and Language Processing, 17, pp. 277–286, 2009). These two plots are accompanied by plots of the audio signal, level, and pitch. An example display of the speech analysis is shown in Figure 3. The plots of the analysis output in this
display can be used for diagnosing voice disorders. The plot values in either of the panels can be read by placing the cursor at the corresponding position.

[0038] In the same embodiment, the animation generation module (124) displays the selected speech segment, frontal view of the face, and vocal-tract shape animation, as shown in Figure 4. A plurality of graphical controls is provided for customizing the display: level and pitch bars, a marker for the place of articulation, the face for animation, and the animation slowdown factor. The animation may use a face of a man, woman, boy, or girl, and a left or right facing. The animation slowdown factor may be selected from a set of values, for example 1, 2, 5, and 10.

[0039] In another embodiment of the present disclosure, the peripherals (110) may comprise a plurality of audio input devices, a plurality of video input devices for example video cameras, a plurality of audio output devices, a plurality of video display devices, a plurality of user interface devices.

[0040] The system of the preferred embodiment has been tested for speech analysis output, the module functionalities, the animation correctness for speech utterances from adult male and female speakers, and ease of use of the graphical controls. A processing delay of about 5 s to generate the animation for a 1-s speech segment may be considered acceptable for speech training. The system of the preferred embodiment has a much shorter processing delay. In the system of the preferred embodiment, the settable slowdown factor and the indicators on the display panel can be adapted to the person's learning level. The speech training can be carried out without needing repeated utterances by the teacher.

[0041] The speech-training aid of the present invention can be used for almost any language with the availability of a teacher or a reference speaker. Further, the system does not require specific instruments to be attached to the speaker, and the audiovisual signal acquisition does not interfere with speech production.
The method and system in this disclosure are primarily aimed at improving the hearing-impaired children's speech production. The system can also be used by second-language learners to improve the unfamiliar sounds' pronunciation. It may also be helpful in the diagnosis of voice disorders and speech rehabilitation therapy for pitch and intonation control.

The above description and the accompanying drawings are intended to describe an exemplary embodiment of the present invention in sufficient detail to enable those skilled in the art to practice the invention. This description should not be interpreted as limiting the scope of the invention because various embodiments with changes in form and detail are possible without departing from the spirit and scope of the disclosure. For example, the processing modules (121, 122, 123, 124) described in the disclosure may be partitioned and/or combined in many ways. The processor (120) may be a general-purpose processor with a non-transient memory or other storage medium, a digital signal processor, an embedded microcontroller, an FPGA (field programmable gate array), an ASIC (application-specific integrated circuit), or a combination of a plurality of such processors, with one or more modules implemented using one processor. The peripheral devices (111, 112, 113, 114, 115, 116, 117) may be substituted by devices combining the functionalities of a plurality of these devices. For example, the video display device (114) and the user interface device (115) may be substituted by a touchscreen. The menu bars and graphical controls on the display panels may be arranged in many ways for the same functionality.
We claim:

1. A system (100) for automatically generating a variable-rate time-scaled audiovisual feedback of articulatory and prosodic efforts in speech production to compare the efforts of a plurality of persons, the system (100) comprising at least one processor (120) and a plurality of peripherals (110) interfaced with the processor (120), wherein the peripherals (110) comprise:
   (a) at least one audio input device (111) configured to acquire a person’s speech as an audio signal;
   (b) at least one video input device (112) configured to acquire the frontal view of the person’s face as a video signal;
   (c) at least one audio output device (113) configured to provide auditory feedback;
   (d) at least one video display device (114) configured as a plurality of panels to display visual feedback;
   (e) at least one user interface device (115) configured to receive a plurality of inputs from the person;
   (f) a communication device (116) configured to communicate with other digital devices or over the internet; and
   (g) a storage device (117) configured to store and read data;

and the processor (120) receives an audiovisual signal comprising each person’s speech as the audio signal and the frontal view of each person’s face as the video signal from the peripherals (110) and processes the audiovisual signal of each person to provide time-scaled audiovisual feedback, wherein the processor (120) comprises:

   (a) a signal acquisition module (122) configured to:
       (i) record a speech utterance of the person as the audiovisual signal comprising the audio signal and the video signal, and
       (ii) select a segment of the audio signal as a selected audio segment and the corresponding segment of the video signal as a selected video segment for speech analysis and animation generation;
(b) a speech analysis module (123) configured to:
   (i) receive the selected audio segment,
   (ii) analyze the selected audio segment to generate an analysis output comprising time-varying level, spectrum, pitch, and lateral vocal-tract shape, and
   (iii) generate time-scaled audio segments with a plurality of settable slowdown factors from the selected audio segment;
(c) an animation generation module (124) configured to:
   (i) receive the analysis output, the time-scaled audio segments, and the selected video segment, and
   (ii) generate a time-scaled animation of the time-varying lateral vocal-tract shape and indicators for pitch, level, and place of articulation with the settable slowdown factor from the analysis output and a time-aligned video of the person's face from the selected video segment; and
(d) a communication and graphical user interface (CGUI) module (121) configured to interface between the signal acquisition module (122), the speech analysis module (123), the animation generation module (124), and the peripherals (110) for:
   (i) acquiring the audiovisual signal and a plurality of inputs from a plurality of persons;
   (ii) communicating with other digital devices or over the internet and storing and reading data;
   (iii) displaying the time-scaled vocal-tract animation, indicators for pitch, level, and place of articulation, and the time-aligned video of the person's face for a plurality of persons; and
   (iv) outputting the time-scaled audio signal for a plurality of persons.

2. The system as claimed in claim 1, wherein each panel of the video display device (114) provides a plurality of graphical controls for receiving the inputs from a person.
3. The system as claimed in claim 1, wherein each panel of the video display device (114) is configured to display the audiovisual signal in real time during signal acquisition with:

(a) the audio signal plot superimposed on a plurality of color bands to indicate the audio signal volume; and

(b) the frontal view of the person's face displayed in a frame marked with a center and a plurality of vertical and horizontal lines to adjust the face position.

4. The system as claimed in claim 1, wherein the audio signal acquisition is carried out with a settable sampling frequency for estimating the pitch and vocal-tract shape, and the video of the face is acquired at a settable frame rate for visualizing the lip movements during speech production.

5. The system as claimed in claim 1, wherein the signal acquisition module (122) is configured to select an audio segment and the corresponding video segment optionally from a previously recorded audiovisual signal.

6. The system as claimed in claim 1, wherein the CGUI module (121) is configured to simultaneously display the time-scaled animation for at least two persons on the video display device (114).

7. The system as claimed in claim 1, wherein the CGUI module (121) is configured to select the settable slowdown factor from a set of values.

8. The system as claimed in claim 2, wherein the graphical controls are configured to:

(a) record the audiovisual signal;

(b) select a segment of the audiovisual signal;

(c) playback the selected segment of the audiovisual signal;
(d) save the selected segment of the audiovisual signal; and

(c) customize the display with level and pitch bars, a marker for the place of articulation, a face for animation, a direction of the face, and the animation slowdown factor.

9. A method for automatically generating a variable-rate time-scaled audiovisual feedback of articulatory and prosodic efforts in speech production to compare the efforts of a plurality of persons, wherein the method is implemented by at least one processor (120) and a plurality of peripherals (110) interfaced with the processor (120) and the method comprises the steps of:

(a) recording a speech utterance of the person as an audiovisual signal comprising the audio signal and the video signal;

(b) selecting a segment of the audio signal as a selected audio segment and the corresponding segment of the video signal as a selected video segment for speech analysis and animation generation;

(c) analyzing the selected audio segment to generate an analysis output comprising time-varying level, spectrum, pitch, and lateral vocal-tract shape;

(d) generating time-scaled audio segments with a plurality of settable slowdown factors from the selected audio segment;

(e) generating a time-scaled animation of the time-varying lateral vocal-tract shape and a plurality of indicators for pitch, level, and place of articulation with the settable slowdown factor from the analysis output and a time-aligned video of the person's face from the selected video segment; and

(f) displaying the time-scaled vocal-tract animation, indicators for pitch, level, and place of articulation, and the time-aligned video of the person's face and outputting the time-scaled audio signal for a plurality of persons.

10. The method as claimed in claim 9, wherein the audiovisual signal and a plurality of inputs are acquired from a plurality of persons.
11. The method as claimed in claim 9, wherein the audiovisual signal is displayed in real time with:
   (a) the audio signal plot superimposed on a plurality of color bands to indicate the audio signal volume; and
   (b) the frontal view of the person's face displayed in a frame marked with a center and a plurality of vertical and horizontal lines to adjust the face position.

12. The method as claimed in claim 9, wherein the time-scaled animation for at least two persons are simultaneously displayed.

13. The method as claimed in claim 9, wherein an audio segment and a corresponding video segment are selected optionally from a previously recorded audiovisual signal.
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