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Abstract

Sensorineural hearing loss is characterized by reduced frequency and temporal resolution, and
increased spectral and temporal masking. Consonantal place and duration features, cued by
temporal and spectral properties, are not well perceived by persons with sensorineural loss.
Earlier investigations have shown that splitting the signal into frequency bands and presenting
alternate bands to the two ears helps in improving the place perception by reducing the effect
of increased spectral masking. Splitting the speech signal temporally into segments and
presenting the adjacent segments to the two ears is likely to reduce the effect of increased
temporal masking and improve the duration perception. Combining the scheme of temporal
splitting with spectral splitting for binaural dichotic presentation may help in improving the
perception of various consonantal features by decreasing the effects of temporal and spectral
masking.

The present research deals with implementation and evaluation of the schemes
of temporal splitting and combined splitting for binaural dichotic presentation for
improving speech reception by persons using binaural hearing aids. The scheme of
temporal splitting uses step and trapezoidal fading functions along with overlap. The
scheme of combined splitting uses a pair of time-varying comb filters with pass bands
corresponding to auditory critical bands. Experimental evaluation was carried out
through listening tests involving identification of twelve English consonants in
vowel-consonant-vowel context with vowel /a/. Evaluation was conducted in two
phases: first for different processing conditions on normal hearing subjects with
simulated loss and later for selected processing conditions on subjects having
bilateral sensorineural loss.

Temporal splitting with inter-aural switching period of 20 ms and step transitions showed
an improvement in speech quality, response time, recognition score and relative information
transmission of consonantal features, particularly for duration and place, with highest
improvements for duty cycle of 70%. Trapezoidal fading function was employed for reducing the
spectral distortions and thereby further improving speech reception. Best results were obtained for
2 ms transition. For combined splitting, each time-varying comb filter is realized as a set of
cyclically selected comb filters such that a cyclic sweeping of magnitude responses occurs in
20 ms. Comb filters are 256-coefficient linear phase FIR filter, with magnitude responses
optimized for minimizing perceived spectral distortion by having low pass band ripple, high stop
band attenuation, and perceptual balance at inter-band crossovers. Listening tests showed
improvement in response time, recognition scores, and transmission of features particularly
duration and place, indicating reduction in the effects of temporal and spectral masking.
Improvements were highest for 4 and 8 filter sets.

An overall evaluation of the schemes of temporal, spectral, and combined splitting was
done by conducting listening tests on five persons with moderate to severe bilateral
sensorineural hearing loss by selecting the processing parameters that resulted in maximum
improvements in earlier tests. The processing schemes have shown improvement in response
time, recognition scores, and information transmission for consonantal features particularly
for duration and place features, the extent of improvements being related to the hearing loss
configuration.
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Chapter 1

Introduction

1.1 Overview

Sensorineural hearing loss, which occurs due to damage to hair cells in the cochlea and
degeneration of auditory nerve fibers, is characterized by elevated thresholds, loudness
recruitment, reduced frequency and temporal resolution, and increased spectral and temporal
masking. To address the problem of elevated threshold and reduced dynamic range due to
loudness recruitment, hearing aids employ frequency selective amplification and compression

techniques respectively.

Masking is a phenomenon where presence of one signal component results in
in-audibility of the neighboring signal component. Increased spectral masking associated with
broad auditory filters results in smearing of spectral peaks and valleys, and leads to difficulty
in perception of consonantal place feature. Increased forward and backward temporal masking
of weak acoustic segments by strong ones causes reduction in discrimination of voice-onset-
time, formant transition, and burst duration that are required for consonant identification.
Thus the overall effect of two types of masking is a difficulty in discrimination of consonants,

resulting in relatively degraded speech perception by persons with sensorineural loss.

Presentation of different signals to the two ears is known as dichotic binaural
presentation. Masking takes place primarily at the peripheral auditory system. In speech
perception, the information received from both the ears gets integrated. Hence splitting of
speech signal into two complementary signals such that signal components likely to mask

each other get presented to the different ears can be used for reducing the effect of increased
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masking. This technique can be used for improving speech reception by persons with

moderate bilateral sensorineural loss, i.e. residual hearing in both the ears.

For reducing the effect of increased spectral masking, the speech processing schemes
that are investigated are based on spectral splitting of speech signal into bands for dichotic
binaural presentation (Chaudhari and Pandey, 1998a,b; Lunner at al., 1993). The scheme
developed by Chaudhari and Pandey (1998a,b) employs, two comb filters having
complementary magnitude responses, each with 9 pass bands corresponding to critical
bandwidths of auditory filters. The scheme has shown improvement in place feature
perception, in persons with bilateral sensorineural hearing impairment. In this scheme,
sensory cells corresponding to alternate filter bands of the basilar membrane are always
stimulated, whereas sensory cells in the intervening bands are not stimulated. Provision of
relaxation time between the segments of speech, thereby providing relaxation for the sensory
cells, may help in reducing the effect of increased temporal masking. In this research, a
method of temporal splitting is investigated to split the speech signal into two for binaural
dichotic presentation, with adjacent segments presented to the two ears, in such a way that all
the sensory cells of a ear go through cycles of stimulation and relaxation. Combining the
scheme of temporal splitting with spectral splitting for binaural dichotic presentation may
help in improving the perception of various consonantal features by decreasing the effects of
temporal and spectral masking. A method for splitting of speech spectrally and temporally for
binaural dichotic presentation with different frequency bands swept between the two ears,
such that all the sensory cells of the basilar membrane get periodic relaxation from

stimulation is proposed and investigated.

1.2 Research objective

Objective of the research was to investigate speech processing schemes of temporal splitting
and combined spectral and temporal splitting for binaural dichotic presentation in order to
improve speech reception by persons with moderate bilateral sensorineural hearing loss, and

to study the effect of processing parameters.

Speech processing schemes have been developed and implemented. Experimental

investigations are carried out for studying their effectiveness in improving speech reception.
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1.3 Thesis outline

Chapter 2 describes the auditory system, types of hearing impairment, effects of sensorineural
hearing loss on speech perception, hearing aids, and speech processing schemes for improving
the speech reception. In Chapter 3, some of speech processing schemes that use binaural
dichotic presentation are reviewed, followed by description of the scheme proposed and
evaluation methods. In Chapter 4, implementation and evaluation of the schemes of temporal
splitting with two fading functions are described. In Chapter 5, implementation and evaluation
of the scheme of combined spectral and temporal splitting are given, followed by discussion
of results. Chapter 6 discuses the experimental evaluation of the schemes of temporal and
combined splitting along with the scheme of spectral splitting with persons having
sensorineural hearing impairment, using optimal parameters for processing that gave
maximum improvements in experiments with subjects with simulated sensorineural hearing
loss. Summary of the work done, conclusions drawn from the present research, and

suggestions for further work are given in Chapter 7.

Appendices deal with supplementary information related to experimental set-up and
procedures. Spectrographic analysis set-up is described in Appendix A. Performance
evaluation method is given in Appendix B. Appendix C deals with design of comb filters for
spectral splitting. Programs for listening tests and the hardware used are described in
Appendices D and E respectively. Test instructions are given in Appendix F. Simulation of

sensorineural hearing loss is explained in Appendix G.



Chapter 2

Auditory system and hearing impairment

2.1 Introduction

This chapter describes the physiology and function of the auditory system, hearing
impairment, and perceptual consequences of sensorineural hearing loss on speech perception.

Speech processing schemes for the hearing aids are also reviewed.
2.2 Peripheral auditory system

Outer ear, middle ear, and the inner ear are the three main parts of the peripheral auditory

system as shown in Fig 2.1.
2.2.1 The outer ear and middle ear

The pinna (auricle) and the auditory meatus (auditory canal) together form the outer ear. The
pinna apart from protecting the ear from foreign bodies, modifies the incoming signal at high
frequencies and thus helps in sound localization. The meatus introduces an increase in sound
pressure of about 10-20 dB over the frequency range from 2 kHz to 7 kHz (Flanagan, 1972;
Pickles, 1982; Wall, 1995). The tympanic membrane separates the outer ear from the middle

ear.

The middle ear, an air filled cavity, is composed of three small bones known as

ossicles. These are the malleus (hammer), the incus (anvil) and the stapes (stirrup). Malleus is
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attached to the tympanic membrane at one end and to the incus at the other end. Incus makes
contact with the stapes, the footplates of which are attached to the membrane of oval window
(starting point of the inner ear). The middle ear provides impedance matching between the air
in the meatus and the cochlear fluid. This is contributed mainly, due to the large difference in
area of the tympanic membrane and the oval window, and partly by the lever action of the
ossicles. The impedance matching provides a pressure gain of about 30 dB in the middle ear
(Pickles, 1982; Wall, 1995). The pressure gain versus frequency exhibits bandpass
characteristic, with a nearly flat top in the frequency range of 500 Hz to 4 kHz, with
maximum being at about 1 kHz (Moore, 1997; Pickles, 1982). For intense sounds, the
muscles connecting the ossicles contract and prevent the transformer action to take place.
Hence most of the sound is reflected back. This is known as acoustic reflex, and it plays an
important role in protecting the inner ear from excessive intense sounds. However, due to
latency in the acoustic reflex, transient signals are likely to reach the inner ear and cause

damage.

Outer ear Middle = Inner ear
ear

Vestibular apparatus
with semicircular

canals
& [ Malleus_ ** o s - Vestibular
-2 < Incus ; : nerve
72 7
8 Stapes

> J. - Cochlear -

nerve
Cochlea

g -_ _Extemal\
canal S

(Tympanic
membrane)

Oval window
Round window

Eustachian tube Nasal cavity

FIG. 2.1. Peripheral part of the auditory system. Adapted from: Flanagan (1972), Fig. 4.1.
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2.2.2 The inner ear

The cochlea in the inner ear is a fluid filled bony structure of length about 3-3.5 cm, which is
coiled like a spiral into about two and one-half turns (Babsky, 1970; Ganong, 1991; Gelfand,
1990; Levitt et al., 1980; Mgller, 2000; Moore, 1997; Previte, 1983). Figure 2.2 shows the
longitudinal cross-section of the cochlea. The end at which the cochlea begins is known as the
basal end and its end point is known as the apical end. The cochlea is divided along its length
into three chambers namely: scala vestibuli, scala media, and scala tympani. Scala vestibuli
and scala media are separated by a thin membrane called Reissner’s membrane. Scala media
is separated from scala tympani by basilar membrane. The two outer chambers, the scala
vestibuli and scala tympani, contain perilymph (similar in composition to extracellular fluid)
and open at the apex through a small opening called the helicotrema. The center chamber,
scala media, is filled with endolymph (similar in composition to intracellular fluid). The
basilar membrane is stiff and narrow at the basal end, and less stiff and broad at the apex.
Pressure variations at the tympanic membrane are transmitted to the oval window, resulting in
cochlear fluid movement which in turn cause upward and downward movement of the basilar
membrane. The point at which maximum vibration occurs depends on the mechanical
properties of the basilar membrane and the frequency of the input signal. The high frequency
signals produce maximum deflection at the base while low frequency signals produce
maximum deflection at the apex (Guyton, 1986; Kandel et al., 1991; Moore, 1997; Pickles,
1982). Figure 2.3 shows the vibration of the basilar membrane for low, medium and high

frequencies.

The organ of Corti, which contains sensory hair cells, is situated on the basilar
membrane. Figures 2.4 and 2.5 show the cross section of cochlea and the cross section of
organ of Corti respectively. There are about 3,500 inner hair cells arranged in a single row
near the modiolus, and there are 20,000 to 25,000 outer hair cells arranged in 3 to 5 rows
(Babsky, 1970; Gulick, 1971; Moore, 1997; Pickles, 1982; Wall, 1995;). Each hair cell has
hairs called stereocilia on their top. On each outer hair cell there are nearly 100-200 hairs
arranged in 3 to 4 rows forming V or W shape and are embedded in the tectorial membrane,
which lies above the Organ of Corti. Each inner hair cell has about 40-60 hairs arranged in
three rows (Brobeck, 1973; Moore, 1997; Pickles, 1982; Wall, 1995). The hairs on the inner

hair cells are not embedded in tectorial membrane, but are loosely attached (Moore, 1997;
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Pickles, 1982). The hair cells contact at their base, directly to the axons of neurons whose cell
bodies lie in spiral ganglion (Kandel et al., 1991; Pickles, 1982). The upward and downward
movement of the basilar membrane cause inward-upward and backward-downward motion of
the tectorial membrane. This relative motion results in displacement of the stereocilia, which
in turn produces an electrical potential (depolarizing-hyperpolarizing) called the cochlear
microphonics (CM) across the membrane of the hair cell at its apical end (Pickles, 1982). The
depolarization potentials are accompanied by release of neurotransmitter, which excite the
neuronal axons that synapse the base of the hair cells, which in turn initiate neural spikes
(action potentials) and these are carried to the higher auditory levels (Kandel et al., 1991;

Pickles, 1982;).

There are about 30,000 sensory neurons in man that convey auditory information from
cochlea to the central nervous system (brain stem) through the auditory nerve fibers (Brobeck,
1973; Flanagan, 1972; Kandel et al., 1991; Pickles, 1982; Previte, 1983). About 90-95% of
the afferent nerve fibers are innervated to the inner hair cells, each inner hair cell being
connected to about 20 nerve fibers. Remaining 5-10% of the afferent nerve fibers make
contact with the outer hair cells (Kandel et al., 1991; Pickles, 1982). Inner hair cells play a
role in detection of the signal and excitation of the afferent fibers. Outer hair cells enhance the
basilar membrane responses to low-level sounds thus increasing the sensitivity, and they
sharpen the tuning (frequency selectivity) of the basilar membrane (Moore, 1998; Pickles,
1982; Wall, 1995). Role of hair cells in the transduction mechanism is discussed later in

subsection 2.4.4

In the auditory nerve each neuron shows a random and spontaneous firing in the
absence of input signal, and this rate increases with input signal. Considering the sound
intensity needed to raise the firing rate just above the spontaneous firing rate as threshold, the
threshold versus frequency relationship for each neuron is a V-shaped tuning curve. The
frequency for which the threshold is lowest is known as characteristic frequency (CF) of the
neuron. The tuning of the nerve fiber corresponds to the tuning of the hair cell that innervates
the nerve fiber. The characteristic frequency of the neurons varies with the site of hair cell
innervation: from high at the basal end to low at the apical end. Further, tuning curves at the
high frequency side are steeper than at the low frequency side (Moore, 1997; Kandel et al.,
1991).
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Auditory nerve fibers carry the information from the hair cells to the cochlear nucleus
in the brain stem. Each auditory nerve fiber on entering the nucleus, branches to ventral and
dorsal cochlear nucleus. The fibers are arranged in an orderly manner, reflecting an orderly
arrangement of characteristic frequencies of the neuron they innervate, leading to tonotopic
frequency mapping. The tonotopic frequency mapping is maintained at higher auditory
processes to some extent. The output axons of the dorsal nucleus bypass the superior olivary
complex (next nucleus in the auditory pathways), and end in the nuclei of the lateral
lemniscus and the inferior colliculus mainly on the opposite side. The neurons of the ventral
nucleus end in the superior olivary complex of both sides and to a lesser extent in the nuclei
of the lateral lemniscus. Inferior colliculus is the main receiving part for the ascending
pathways from the superior olivary complex. Inferior colliculus receives afferents bilaterally
from the superior olivary complex and contralaterally from the dorsal cochlear nucleus. The
inferior colliculus sends the information to the auditory cortex through the medial geniculate.
Auditory paths cross at or near the level of medulla and at inferior colliculus (Moore, 1997;

Pickles, 1982).

2.3 Hearing impairment

Hearing impairment is broadly categorized as conductive loss, sensorineural loss, central
impairment, and functional impairment depending upon the location of damage in the

auditory system (Levitt et al., 1980; Moore, 1997; Pickles, 1982).

Conductive loss occurs due to damage in the outer ear, ear drum or middle ear,
obstructing the transmission of the sound to the inner ear. Conductive loss produces
attenuation of the stimulus and results in increase in both the hearing threshold levels and
uncomfortable loudness levels. The causes include: fixation of stapes (due to disease
otosclerosis) due to growth of bone on the oval window, perforation of the tympanic
membrane, and fluid, wax, or pus formation in the ear canal and middle ear (otitis media).

Conductive loss can be treated medically or surgically in most cases.

Sensorineural hearing loss occurs due to damage to the transduction mechanism of the
inner ear. The loss due to damage in the cochlea is known as cochlear (sensory) loss and that

occurring due to abnormality in the auditory nerve is retrocochlear (neural) hearing loss. The
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cochlear hearing loss is caused by exposure to intense sound, drugs, Meniere’s syndrome
(endolymphatic hydrops which results in low frequency hearing loss), infections, or
congenital defects leading to loss of cochlear hair cells. Exposure to noise cause alterations in
the stereocilia, destruction of the supporting structure, and loss of hair cells and thereby
degeneration of the neurons leading to loss of sensitivity at high frequencies. Toxic materials
cause loss of outer hair cells at the basal end leading to loss of sensitivity at high frequency.
The diseases like mumps, measles, meningitis, and influenza also result in loss of hair cells
and neurons. Retrocochlear hearing loss is associated with damage to auditory nerve fibers or
neurons, caused by tumors in the eighth cranial nerve and internal auditory canal, multiple

sclerosis, or hemorrhage.

Central hearing impairment is associated with reduced ability for speech
comprehension and is caused by damage to the brain cortex due to cerebral hemorrhage,
meningitis, skull trauma, or congenital defects. Subjects with central hearing impairment
alone, show normal peripheral hearing (Wall, 1995). The fourth type of hearing impairment,

the functional impairment is related to the psychological factors and cognitive processes.

Age related auditory dysfunction is commonly termed as presbycusis, which include
degenerative changes in the auditory system: stiffening of the basilar membrane,
devascularization (destruction of blood vessels) of the cochlea leading to loss of hair cells in
the organ of Corti and degeneration of neurons in the entire auditory system, weakening of the
stria vascularis (blood vessels connecting the nerve fibers) and spiral ganglion, and
abnormalities in the brain stem. Loss is bilaterally symmetrical, with greater hearing loss at
high frequencies, and increased difficulty in understanding speech. The condition worsens
with increasing age. Aging is also associated with decreased cognitive processing which leads

to decreased ability for speech comprehension (Levitt et al., 1980; CHABA, 1988).

Other important hearing disorders associated with sensorineural hearing loss are
tinnitus and diplacusis. Tinnitus often referred to as “ringing” in the ear, is the perception of
ringing, hissing, buzzing, or other sounds in the ears in the absence of any external stimulus
(Janssen et al., 2000; Pickles, 1982; Wall, 1995). It may be caused by an amplifying and
mechanically active physiological process. Activation of the hair cells lead to feed back of

some mechanical energy into the basilar membrane. The feed back is believed to result from
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fluid flows across cell membranes associated with ion flows, or from active motility of the
stereocilia due to actin-myosin interactions. There is back and forth movement of the
mechanical energy along the cochlea, further stimulating the hair cells, leading to self-
sustained oscillation (Pickles, 1982). However Tinnitus can arise with a large variety of
causes, and also in cases with total deafness where the cell population is completely absent.
Tinnitus is often associated with the disease Meniere’s syndrome (Wall, 1995). Other causes
include, exposure to loud sound and effect of toxic drugs (Janssen et al., 2000), leading to
spontaneous discharge of hair cells and neurons. Tinnitus is also caused by otosclerosis, ear
infection, tumors, meningitis, and head and neck injury. Partial obstruction of blood vessels
and sudden contraction of inter-aural muscles may also result in tinnitus (Gulick, 1971).

Tinnitus, if severe, affects speech perception significantly.

Diplacusis is a type of hearing disorder in which a pure tone of one pitch presented to
both ears is heard with two different pitches. This disorder is caused by exposure to intense
noise, fatigue, or mild injury to the organ of Corti, Meniere’s disease (Pickles, 1982; Van den
Brink, 1970; Ward, 1963). According to Van den Brink (1970), origin of diplacusis can be in
higher centers (auditory nerve, cochlear nucleus, and inferior collicilus). Diplacusis results in

reduced speech intelligibility.

In acoustic measurements, sound level is often given in dB, taking sound pressure of
20 p Pa as the reference level and the sound level measured with respect to this reference
level is known as sound pressure level (SPL). Sound level in dB with reference to the
threshold level of the listener is referred as sensational level (SL). In clinical practice, the
sound level of pure tones is given in dB by taking the average hearing threshold of normal
hearing young adults as the reference, and this is known as hearing level (HL). The average
hearing threshold is frequency dependent, and hence SPL corresponding to a given HL varies
with frequency. Hearing impairment is clinically assessed using audiometry, which involves
measurement of hearing threshold level (HTL) and uncomfortable listening level (ULL) for
pure tone stimuli, speech reception threshold, speech discrimination score at the most
comfortable listening level, etc. Thresholds as a function of tone frequency are plotted as
audiogram. These and other test results are used for assessing the level of hearing impairment
as well as for diagnosing the cause of hearing impairment (Biswas, 1995; Coleridge Smith

and Scurr, 1988; Moore, 1997; Severns, 1985).
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2.4 Sensorineural hearing loss

Sensorineural hearing loss is caused by exposure to intense sound, toxic drugs, Meniere’s
syndrome, infections, congenital defects leading to loss of cochlear hair cells, damage to
auditory neurons caused by tumors, multiple sclerosis, or hemorrhage. The audiograms of the
sensorineural loss show typical shapes depending on the pathology. A flat audiogram
represents weakening and damaging of the nerve fibers due to salicylate poisoning (Guyton,
1986; Wall, 1995). Stiffening of the basilar membrane and damage to the organ of Corti (loss
of hair cells and supporting structures due to toxic drugs) result in high frequency hearing
loss. Noise trauma is associated with a notch around 4 kHz in the audiogram (Pickles, 1982;
Wall, 1995). Meniere’s disease results in elevated thresholds at low frequencies (Wall, 1995).
Congenital sensorineural damage, produce a trough shaped audiogram. Diseases like typhoid,
meningitis, mumps, etc. cause damage to the inner ear and auditory nerves giving rise to
typical audiogram patterns. Typhoid shows a moderate to severe bilateral sensorineural
hearing loss, meningitis is associated with bilateral and profound deafness, and mumps shows
usually a unilateral very severe or profound deafness (Biswas, 1995). Apart from the elevated
thresholds, sensorineural hearing loss is characterized by loudness recruitment, reduced
frequency selectivity and temporal resolution, and increased spectral and temporal masking.

These characteristics are explained in the following subsections.
2.4.1 Loudness recruitment

Loudness recruitment is an unusually rapid growth of perceived loudness as the sound
intensity is increased. Loudness recruitment results due to damage to the outer hair cells.
Outer hair cells increase the sensitivity of the transduction mechanism for low-input sound
levels, leaving the response to high-level sounds unaffected. This is known as compressive
nonlinearity feature of the basilar membrane. Loss of this active process of the cochlea leads
to elevated thresholds, without affecting the response to high-level sounds, leading to
loudness recruitment (Moore, 1997; Moore and Glasberg, 1993; Oxenham and Plack, 1997;
Pickles, 1982). Loudness recruitment results in reduced dynamic hearing range (range
between hearing threshold level and uncomfortable loudness level) and hence loss of speech

intelligibility. For normal hearing, dynamic range is about 85-95 dB. For moderate
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sensorineural loss, the dynamic range is between 50-60 dB. In extreme cases this range may

be as small as 10-20 dB (Stone and Moore, 1992).

2.4.2 Frequency selectivity and spectral masking

Frequency selectivity of the auditory system is described by two properties: frequency
discrimination and frequency resolution. Ability of the auditory system to discriminate,
successively presented tones that differ in their frequency content is known as frequency
discrimination. The frequency difference limen (smallest difference) is about 0.2% or 0.3% of
the tone (Flanagan, 1972; Pickles, 1982). Frequency resolution refers to the ability of the
auditory system to resolve among simultaneously presented different frequency components
in a complex signal. Masking is a phenomenon in which threshold of audibility of one signal
component is raised by the presence of another component (Dolan and Small, 1984; Moore,
1997; O’ Shaughnessy, 2001; Tanner, 1958;). A signal is most likely to get masked by
another signal with frequency components close to, or the same as, that of the signal. The
masking effect is used to explain and quantify frequency selectivity. It is found that the
frequency selectivity is reduced in persons with sensorineural hearing loss (Carney and

Nelson, 1983; Moore, 1997; Tyler et al., 1983; Zwicker and Schorn, 1978).

Peripheral auditory system can be modeled as a bank of band pass filters, called
auditory filters with overlapping pass bands. Each location on the basilar membrane behaves
like a filter with different center frequency (Moore, 1997). Fletcher (1953) determined the
shape of the auditory filter by measuring the threshold of a tone as function of the bandwidth
of a band pass noise masker centered at the tone frequency. The threshold of the signal
increases at first with an increase in the noise bandwidth, but then remains constant
irrespective of increase in noise bandwidth. Fletcher (1953) called this bandwidth at which the
signal threshold ceased to increase, as critical band (Moore, 1997). Critical bandwidths (CB)
are 15-20% of the center frequency above 1 kHz and nearly constant below 500 Hz (Moore,
1982; Pickles, 1982; Zwicker, 1961). The critical band concept is useful to explain the

frequency selectivity of the auditory system.

To derive the shape of the auditory filter, Patterson (1976) used a sinusoidal tone as

signal and noise notched at the signal frequency as masker. Threshold of the signal as a
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function of notch width is measured. This is plotted to give the relative response of the
auditory filter centered at the tone frequency. The 3 dB bandwidths of the auditory filter are
found to be between 10% and 15% of the center frequency. Bandwidth of a rectangular filter,
which has a transmission in its pass band equal to the maximum transmission of the specified
filter, is called as equivalent rectangular bandwidth (ERB) of the filter. The ERB’s of the
auditory filter obtained by Patterson (1976) are between 11% and 17% of the center
frequency. For frequencies above 1 kHz, these values are very close to the values of the CBs
reported earlier by Zwicker (1961). However, at low frequencies, the values are lower. Figure
2.6 shows the CBs of the auditory filters reported by Zwicker (1961) and ERBs of the
auditory filters reported by Glasberg and Moore (1990). The latter show a continuous

decrease as the center frequency decreases below 500 Hz.
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FIG. 2.6. Bandwidth as a function of center frequency of the auditory filters. Curve
with dotted line shows critical bandwidth estimates obtained by Zwicker (1961), solid
curve shows the estimates of equivalent rectangular bandwidth obtained by Glasberg
and Moore (1990). Source: Moore (1997), Fig. 3.10.

Wider auditory filters are observed in listeners with sensorineural hearing loss (Carney
and Nelson, 1983; Glasberg and Moore, 1986) and the slope of the skirts decrease with

increasing age (Glasberg et al., 1984). Broad auditory filters result in increased upward spread
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of masking (masking of low energy-high frequency components by high energy-low
frequency components) in sensorineural impairment (Florentine et al, 1980). Dubno and
Schaefer (1992), Hanley and Dorman (1983), and Leek and Summers (1996) have reported
that, frequency selectivity for listeners with cochlear hearing loss is poorer than normal

leading to reduced speech perception.

2.4.3 Temporal resolution and temporal masking

Ability to follow variations in time pattern of sounds is known as temporal resolution. It is
given by the minimum duration of a silence interval between two stimuli that can be detected
(Fitzgibbons and Wightman, 1982; Moore, 1997; O’Shaughnessy, 1987; Strouse et al., 1998;
Tyler et al., 1982). Changes in time pattern of a signal are usually associated with changes in
magnitude spectra, which pose difficulty in measuring true value of temporal resolution.
Broadband white noise has the property that, its long-term spectrum does not change with the
introduction of a gap, hence it has been often used for measuring temporal resolution. Various
researchers have measured the temporal resolution (gap threshold) using different types of test
stimuli at various presentation levels and using different methods for normal and
sensorineural hearing impaired subjects. They have reported gap threshold in the range of
2.3-7.4 ms for normal hearing persons. The gap thresholds for impaired persons are 50-100%
higher than those for normal hearing subjects (Abel, 1971; Fitzgibbons and Wightman, 1982;
Florentine and Buus; 1984; Plomp, 1964; Shailer and Moore, 1985; Smiarowski and Carhart,
1975; Snell, 1997; Strouse et al., 1998; Tyler et al., 1982)

Florentine and Buus (1984), and Shailer and Moore (1983) have shown that, persons
with poor high-frequency hearing have larger gap thresholds than persons with good
high-frequency hearing, indicating that loss at high frequency is associated with reduced
temporal resolution. Temporal resolution improves systematically with an increase in octave
band center frequency (Fitzgibbons and Wightman, 1982). Larsby and Arlinger (1998) have
reported larger gap thresholds (poor temporal resolution) in elderly normal hearing subjects.
Moore et al. (1992), Schneider et al. (1994), Snell (1997), and Strouse et al. (1998) have also

reported degraded temporal resolution in elderly persons.
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Other temporal characteristics, which are associated with hearing are temporal
integration, temporal difference limen, and gap difference limen. Temporal integration is an
estimation of the ability to integrate energy over time. Temporal difference limen refers to an
increment in duration necessary to detect a difference in the duration of a noise burst. Gap
difference limen is an increment in duration necessary to detect a difference in the duration of
a silent interval between two noise bursts (Tyler et al., 1982). In persons with sensorineural
loss, these characteristics are poorer than normal (Dorman et al., 1985; Fitzgibbons and
Wightman, 1982; Glasberg et al., 1987; Tyler et al., 1982). These degraded characteristics
and reduced temporal resolution are associated with increased forward and backward masking
of weak signal components by adjacent strong ones. In forward masking, signal follows the
masker whereas, in backward masking signal precedes masker. Both forward and backward

masking are caused by temporal overlap of cochlear responses (O’ Shaughnessy, 1987).

Forward masking occurs due to reduction in sensitivity of recently stimulated cells or
persistence of neural activity produced by the masker (Fitzgibbons and Wightman, 1982;
Jesteadt et al., 1982; Plack and Oxenham, 1998; Smiarowski and Carhart, 1975). It is believed
that forward masking is related to the adaptation and fatigueness of the auditory system
(Dolan and Small 1984; Duan and Canlon, 1996; Moore, 1997; O’Shaughnessy, 1987).
Backward masking occurs due to a blocking phenomenon, in which the auditory processing of
a signal is interrupted by a following intense noise (masker) if the noise arrives before the
perception of the signal is completed (O’ Shaughnessy, 1987). Effect of forward masking is
more if the signal occurs within 10 ms of the masker and decreases with time extending up to
200-300 ms. Backward masking is effective up to 20 ms (O’Shaughnessy, 1987; Smiarowski
and Carhart, 1975; Wilson and Carhart, 1971). Kidd et al. (1984) have reported that forward
masking increases as a function of masker level, more rapidly for hearing impaired persons
than normal. Danaher et al. (1978) and Danaher and Picket (1975) have shown that, persons
with sensorineural impairment exhibit backward and forward masking effects for a period of
about 100-200 ms. Gehr and Sommers (1999) studied backward masking in young and
elderly normal hearing listeners, to see the effect of age. Thresholds were measured for
signal-masker delays of 1, 2, 4, 6, 8, 10 and 20 ms. Signal was a 10 ms, 500 Hz sinusoid and
masker was a 50 ms segment of white noise. It was found that, masked thresholds were higher
at all signal-masker delays for older subjects than younger. Younger and older adults

exhibited masking of 19 dB and 40 dB respectively at shortest delay (1 ms). Across the set of
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delays tested, differences in masked thresholds for the two groups ranged from 22 to 25 dB.
At 20 ms delay, older adults exhibited 25 dB of masking, while younger adults exhibited 5 dB
of masking for signal-masker delays greater than 6 ms. Thus, older subjects exhibit backward

masking for larger delays between signal and masker.

Danaher et al. (1978) studied forward and backward masking effect of F1 on the
discrimination of F2 transitions and forward and backward masking of pure tones, in normal
hearing persons and persons with moderate to severe sensorineural hearing loss. It is reported
that discrimination thresholds for F2 transitions are always higher for hearing impaired
subjects and both backward and forward masking effects extend up to about 100-200 ms.
They measured the thresholds of pure-tone probes of 800 Hz and 1100 Hz each of length
20 ms preceded or followed by a masker. Masker was a noise with a formant-shaped spectrum
having a single resonance centered at 600 Hz. Silent intervals of 10, 30, 100, or 300 ms were
used between the probe and masker. The mean threshold shifts at -10 ms and -30 ms were
24-26 dB and 10-18 dB respectively. Threshold shifts at +10 and +30 ms were less than
those at -10 and -30 ms indicating more backward masking effect than forward masking.
Threshold shifts for probe of 1100 Hz were slightly lower than those for 800 Hz probe. It is
reported that masking contribution of sensitivity shifts is limited to a range of only 50 ms

before and after the first formant masker.

Elliot (1975) studied the effect of backward masking in persons with sensorineural
hearing impairment. Threshold of a pure tone of 4000 Hz of length 20ms was measured in the
presence of a 90 dB, 50 ms white noise. It is reported that effect of backward masking extends
to about 100 ms compared to 10 ms for normal listener and amounts of threshold elevation in

the 30-50 ms were substantial.

For normal hearing listeners forward and backward masking effects occur for delays
up to 200-250 ms and 10-20 ms respectively (Dolan and Small, 1984; Elliot, 1962; Elliot,
1975; O’Shaughnessy, 1987; Raab, 1961; Smiarowski and Carhart, 1975; Wilson and Carhart,
1971). Danaher et al. (1978), Danaher and Picket (1975), and Elliot (1975) reported a
backward masking effect for interval about 100-200 ms for persons with sensorineural
hearing loss. Listeners with sensorineural loss show a forward masking effect for delay up to

200 ms (Danaher et al., 1978). On the basis of the literature reviewed it can be inferred that
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for hearing impaired persons, the masking extends up to about 200 ms in both forward and

backward directions.
2.4.4 Role of hair cells in transduction mechanism

Researchers have studied the role of hair cells in the transduction mechanism and role of
auditory nerve fibers in conveying the information to the higher levels of the brain. Outer hair
cells enhance the basilar membrane responses to low-level sounds thus increasing the
sensitivity and they also sharpen the tuning (frequency selectivity) of the basilar membrane
(Moore, 1997; Moore, 1998; Pickles, 1982; Wall, 1995). Inner hair cells play role in detection
of the signal and excitation of the nerve fibers. Outer hair cells control the sensitivity of the
inner hair cells, in such a way that it is high at low levels of vibration, and progressively

decreases for higher levels of vibrations (Moore, 1997).

Damage to the inner hair cells (e.g. noise trauma producing changes in the stereocilia)
reduces their transduction sensitivity for basilar membrane vibrations, leading to increased
hearing thresholds at all the frequencies, without affecting the tuning curves (frequency
selectivity). There is no loudness recruitment and hence the dynamic range does not get
affected. Outer hair cells are more susceptible to damage than the inner hair cells over the
greater length of the cochlea especially at the basal and middle turns. Ototoxic drugs damage
mainly the outer hair cells. Damage to outer hair cells cause reduction of sensitivity at low
sound levels and loss of frequency selectivity. Reduction in sensitivity at low sound levels
results in loudness recruitment and thereby reduced dynamic range. Severe spectral masking
occurs due to broadening of the tuning curves (Moore, 1998). As the place representation of
frequency along the basilar membrane is preserved in the auditory nerve, damage to the
auditory nerves generally impairs the “place” coding of the frequencies, resulting in reduced
frequency selectivity and also in loudness recruitment and reduced dynamic hearing range

(Pickles, 1982).

2.5 Perceptual consequence of sensorineural hearing loss

Temporal variations in level in normal conversational speech cover a range of about 30 dB.

This is in excess compared to the available dynamic range for most hearing impaired listeners
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(Moore, 1997; Stone and Moore, 1992). Acoustic elements associated with vowels are more
intense than those associated with consonants. Thus, a person with recruitment may be able to

hear vowels, but weaker consonants may be inaudible.

Poor frequency selectivity reduces the difference in the amplitude of the spectral peaks
and troughs in the internal auditory representation of the acoustic signal. The minimum
difference in amplitude between spectral peaks and troughs sufficient for vowel identification
required by normal hearing persons is 1-2 dB, whereas hearing impaired persons require
6—7 dB. Persons with moderate hearing loss can still identify the vowels, because in natural
speech vowels have peak-to-trough differences of at least 8 to 10 dB. Persons with severe to

profound hearing loss, find difficulty in identifying the vowels (Leek et al., 1987).

Flanagan (1972) has reported smallest detectable changes or difference limens (DLs)
for frequency and intensity for synthetic sounds. DL for overall intensity of a synthetic vowel
is about 1.5 dB. For voiced and unvoiced sounds (fricative consonants) DLs for overall
intensity are 1.5 dB and 0.4 dB respectively. Amplitude DLs for first and second formants are
1.5 dB and 3 dB respectively. Spectral peaks and notches are differentially perceptible if their
Q’s (ratio of center frequency to bandwidth) are greater than about 5 and 8 respectively. DL
for fundamental frequency is 0.3 to 0.5% of the fundamental frequency. Threshold for
detecting a difference in the frequencies of two successively presented pure tones is about
0.1%. DLs for first and second formant frequencies are 3—5% of the formant frequencies. DL

for formant bandwidth is 20-40%.

Reduced frequency selectivity due to broad auditory filters is associated with reduced
spectral contrast (smearing of spectral peaks and valleys) and masking of certain frequency
components. Sources of masking can be from environmental noise or from the primary signal
itself. In speech signal, energy content of the first formant of the vowel is usually higher than
that of the second and higher formants and hence second and higher formants are masked by
the first formant. Also, first formant interferes with second formant transitions, which are

important cues for consonant identification.

Hearing impaired persons show deficit in using the information contained in the rapid

formant transition which are important for place identification (Dorman et al., 1985). This
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occurs due to upward spread of masking leading to poor place identification (Danaher and
Picket, 1975; Hanley and Dorman, 1983; Turek et al., 1980). Fricatives have more energy in
the high frequencies. Persons with hearing loss at high frequency will have difficulty in

perceiving these.

In speech signals, the consonants which are major carriers of information have low
energy compared to vowels (Crandall, 1917). Therefore, there is possibility of masking of
consonantal segment by vowels. Typically, stop bursts are 30 dB weaker than following
vowels, and they occur within the temporal range of backward masking, hence they get
confused in persons with sensorineural hearing loss. Poor temporal analysis results in
significant reduced speech intelligibility. Voice-onset-time (VOT) is one of the major
parameters, distinguishing voiced and unvoiced stop consonants. Tyler et al. (1982)
conducted experiments on hearing impaired subjects to see the effect of degraded temporal
parameters on speech perception. Subjects were required to identify and discriminate
synthetic voiced and unvoiced stop consonants, which are distinguished by differences in
VOT. Reduced ability to discriminate VOT cues, is reported in their study. Snell (1997)
measured the gap thresholds for noise-burst stimuli in young and elderly listeners with
pure-tone thresholds less than 20 dB HL over 250-4000 Hz range. It is reported that, gap
thresholds in elderly listeners were significantly larger. It is found that, poor temporal
resolution is unrelated to degree of hearing loss. Strouse et al. (1998) studied the effect of age
on temporal processing of speech signals. Elderly persons with normal hearing thresholds
(pure-tone thresholds less than 20 dB HL from 250 to 6000 Hz) and young normal hearing
persons were tested with synthesized continuum of consonant-vowel (CV) syllables ranging
from /ba/ — /pal. Tt is reported that, elderly listeners have shown reduced sensitivity to
difference in VOT as compared to younger listeners. Syllable /ba/ synthesized with VOT of
0, 10, 20 ms was correctly recognized with percentage scores of 98, 95, 82 by young listeners
and 93, 91, 72 by elderly listeners respectively. For syllable /pa/ synthesized with VOT of 30,
40, 50, and 60 ms the corresponding percentage scores are 75, 88, 92, 98, and 50, 70, 80, 92
respectively. The mean phonetic boundary of VOT for /ba/ — /pa/ discrimination was 27 ms

for young adults and was 32 ms for the elderly.

It has been observed that hearing impaired persons identify consonants in initial

position better than consonants in final position (Dubno et al., 1982; Picheny, 1986;
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Resnick et al., 1975; Yund and Buckles, 1995a). However some studies have reported better
consonant recognition in syllable final position (Pols and Schouten, 1978; Wang and Bilger,
1973). Voiced consonants are identified better than unvoiced consonants (Dubno and Levitt,
1981; Resnick et al., 1975). However Gordon-Salant (1986) has reported higher recognition
scores for unvoiced consonants than voiced for both young and elderly normal hearing
persons. Dubno et al. (1982) and Walker et al. (1984) have reported higher scores for manner

feature than place feature for hearing impaired subjects.

In case of unvoiced stops /p, t, k/ with vowel /a/, stop /t/ has high frequency noise
burst, and it is distinguished easily from /p/ and /k/ which have low frequency noise bursts.
Stop /k/ has slightly higher frequency noise as compared to /p/. Spectral masking may lead to
difficulty in discrimination of /p/ and /k/. Among the voiced stops /b, d, g/ followed by vowel
/al, formant F2 rises for /b/ and falls in case of /d/ and /g/. As the vowel formant is relatively
audible, /b/ is easily distinguished from /d/ and /g/, but there is confusion between /d/ and /g/.
Compared to stop consonants, nasals /m, n/ are more intense and slightly longer, where as the
fricatives /s, z/ are intense and longest. The fricatives /s, z/ have energy concentration at high
frequency as compared to fricatives /f, v/ (Flanagan, 1972; Miller and Nicely, 1955). The
VOTs of consonants /d/ and /g/ are very close and lead to confusion between them (Kewley-
Port, 1982). Perception of various consonants according to place of articulation depends on
the variations in second and third formant transitions, while perception of manner requires

comparable variations in first formant (Liberman, 1957).

Above discussion infers that the consonantal segments in which formant transitions,

VOTs, and noise bands do not differ widely, will have perceptual confusions due to masking.

2.6 Speech processing for sensorineural loss

Conventional electroacoustic hearing aids are commonly used for addressing the problem of
elevated thresholds. The components used in these hearing aids are: a microphone, electronic
filter, controls for adjusting the amplification and overall shape of the frequency response,
circuits for limiting the amplified signals to a comfortable level, an earphone, a battery for
providing the power source, and flexible tubing and an earmold, for coupling the output of the

earphone to the external ear canal. Conventional hearing aids are classified according to their
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size and the way of wearing, as body-worn hearing aid, eyeglass hearing aid, behind-the-ear
(BTE) hearing aid, in-the-ear (ITE) hearing aid, and in-the-canal (ITC) aid (CHABA, 1991;
Wall, 1995). BTE hearing aid is relatively small and very popular, the electronic components
of which are contained in a small elliptical case that fits behind the ear. The receiver delivers
the signals to the ear canal through a flexible tube terminating in an earmold. These are the
hearing aids most commonly used by persons suffering from severe to profound hearing loss.
ITE hearing aid is even a smaller one. This is made up of a small plastic case containing all
the components. It is molded to fit into outer portion of the external ear and the concha.
Persons having mild to moderate and moderately severe hearing loss use this type of aid. ITC
aid is the smallest among all hearing aids that fits entirely in the ear canal. Because of small
size, available power output is low. Hence patients with mild or moderate, flat, and gradual

sloping hearing losses generally use these aids (CHABA, 1991; Wall, 1995).

Acoustic amplification for making weak signals audible makes intense signals
uncomfortably loud due to loudness recruitment in sensorineural hearing loss. To overcome
this problem, compression techniques are used in hearing aids. In these techniques the
amplification decreases with intensity, such that the wide dynamic range of input signal gets

compressed in a smaller dynamic range at the output.

Frequency transposition technique is a method in which energy in the high frequency
region is transposed to low frequency region. Various speech-enhancing schemes have
attempted to reduce the effect of increased spectral and temporal masking, in cases of
sensorineural hearing loss. To reduce the effect of spectral masking, schemes are based on the
alteration of energy of certain frequency components. Schemes for enhancing the speech
perception for the persons with reduced temporal resolution are based on the use of clear

speech.

Some of the studies that have used compression technique, frequency transposition
technique, and the schemes that have attempted to reduce the effect of increased spectral and

temporal masking are reviewed in the following subsections.
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2.6.1 Compression techniques

In compression techniques, weaker signals are amplified more than stronger ones so that wide
dynamic range of the input signal gets compressed to smaller dynamic range. Automatic
volume control, compression limiting, syllabic compression, and multiband compression
systems are different compression techniques (CHABA, 1991; Lunner, 1997; Moore, 1997,
Moore, 1998). Automatic volume control systems have long time constants (> 150 ms) and
change their gain slowly with changes in signal level. Compression limiting systems have
short time constants (attack time < 5 ms and release time = 20-100 ms). Syllabic compression
systems have short time constants (20 ms to 100 ms), same as the duration of individual
syllables and raise the level of weak consonantal segments avoiding the more intense sounds
becoming uncomfortably loud (Lunner, 1997; Moore, 1998). Since the hearing loss is
frequency dependent, provision for different amount of compression in two or more frequency
bands, i.e. multiband compression are found advantageous. This method will make relatively
weak high-frequency components in speech, audible (Villchur, 1973). Some of the studies

that use compression technique are reviewed in the following paragraphs.

Van Dijkhuizen et al. (1991) studied the effect of multiband compression on the
masked speech reception threshold (SRT) in conditions of low-frequency noise for both
normal hearing and hearing impaired listeners. Three compression factors (0%, 50%, and
100%) were used. Increase in level with addition of noise in the octave bands was compressed
with the above mentioned compression factors. Four octave bands of 0.25-0.5, 0.5-1, 1-2,
2-4 kHz were employed. An improvement of 4 dB in masked speech reception threshold for a
compression factor of 100% is reported. Authors have stated that there is reduction in upward
spread of masking due to multiband compression. Lunner (1997) has pointed out that, this
scheme may not help in improving speech intelligibility in noise, since compression causes
reduction in internal variations (differences in the level of various phonemes of the speech
signal itself) and negative effects may increase with increased compression ratio and the
number of channels. In multi band compression method, 2-3 bands are sufficient to achieve
adequate compensation for recruitment. Since the compression reduces the spectral contrasts
in complex signals, use of large number of bands may be disadvantageous in hearing impaired

persons with reduced frequency selectivity (Moore, 1997).
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Kiessling and Steffens (1991) studied the effect of a 3-channel compression system on
subjects with flat and sloping hearing loss. Speech recognition scores were 7 to 20% higher
compared to single channel. To determine the effect of number of bands on speech
discrimination of mild to moderately severe hearing-impaired subjects, Yund and Buckles
(1995a,b) used multichannel compression hearing aids with 4, 6, 8, 12, and 16 frequency
channels. Test material consisted of a closed set of nonsense syllables. Sixteen hearing
impaired subjects showed increase in speech discrimination when the number of channels
increased from 4 to 8, but did not show significant change when the number of channels
varied from 8 to 16. In a study by Walker et al. (1984), compression using 6 channels found
beneficial only for some subjects (subjects had moderate sensorineural hearing loss) under

some listening conditions.

Asano et al. (1991) reported a digital hearing aid which employed processing to
compensate for narrow dynamic range, with the objective of avoiding the spectral flattening
associated with multi band compression. Input signal was segmented into 8 ms window, and
each block was processed with an FIR filter, with frequency-gain characteristic determined by
the short-time magnitude spectrum of the segment and loudness compensation functions
(relation between the loudness for normal listeners and that for the impaired listener). Spectral
values in 6 octave bands were used for determining the frequency response, and filter
coefficients were calculated using frequency sampling technique. The scheme was evaluated
by conducting tests on 13 sensorineural impaired subjects with monosyllabic speech as test

material. Higher scores compared to linear amplification were reported.

2.6.2 Frequency transposition techniques

The common characteristic of sensorineural hearing impairment is greater loss in the high
frequency range. Johannson et al. (1966) investigated a scheme of frequency lowering. In this
method, transpose of the speech energy in the high frequency region into low-frequency
region made the high frequency components audible and resolvable. In the experiment
conducted, children having profound hearing loss showed improvements in the discrimination
of fricatives and other phonemes. Foust and Gengel (1973) tested the frequency transposing
technique on subjects with moderate to profound hearing loss using monosyllabic words with

unvoiced stops, and voiced and unvoiced fricatives. It is reported that, the subjects who had
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undergone training showed 6-10% improvement in discrimination ability, also subjects with

normal hearing up to 4 kHz showed better performance with the scheme.

Reed et al. (1983) studied the discrimination of speech processed by frequency
lowering (preserving the fundamental frequency) and low pass filtering. Low pass filtering
was used to simulate the high frequency hearing loss. Frequency lowering was achieved with
nonuniform compression of short-term spectral envelope. There were four steps of signal
processing: segmentation, warping, expanding and time aliasing, and resynthesis. The speech
waveform was first segmented into temporally consecutive intervals: pitch periods for voiced
sounds and intervals of random length for unvoiced sounds. Each segment was processed by
the linear, time-variant “warping” operation to achieve merely a nonuniform monotonic
transformation of the frequency axis of the spectrum of the segment. The resulting segments
were expanded in time to accomplish a lowering of the warped spectrum and time aliased to
compensate for the prolongation that accompanies warping and expansion. Frequency
lowering scheme was superior to low-pass filtering for contrasts for fricative sounds but
inferior for contrasts for nasals and semivowels. Place contrasts of fricatives and manner
contrasts of affricates with plosives or with fricatives were more discriminable with frequency

lowering scheme than with the low pass filtering.

In speech processing technique for single channel cochlear prosthesis (Pandey, 1987;
Pandey et al., 1987), provision of information about the high frequency noise burst along with
the information about low frequency periodicity improved the recognition scores for normal
hearing subjects and for patients with extracochlear stimulation. For normal hearing subjects,
high frequency information made the sounds perceptually distinct without adversely affecting
the response time. Provision of high frequency noise burst information, did not adversely
affect the reception of voicing (which was provided by low frequency periodicity) and place

(through lip reading) for cochlear implant patients.

2.6.3 Processing to reduce the effect of degraded frequency selectivity

Some of the schemes that attempted to reduce the effect of increased spectral masking are

reviewed in this section.
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Summers and Leek (1997) investigated the effect of attenuating the energy of first
formant of vowel, in reducing the upward spread of masking. Six synthetic CV stimuli /ba/,
/dal, Igal, /bel, /de/, and /ge/ were used as test materials. It is reported that attenuation in the
first formant energy of the vowel up to 18 dB improves the recognition score of consonants
by 6-7%. In an earlier investigation by Skinner (1980), attenuation of low frequency
components of monosyllables relative to high frequency components resulted in improved

intelligibility for hearing impaired listeners.

Jamieson et al. (1985) have reported that, narrowing the formant bandwidths of vowel,
improved the vowel identification significantly. Summerfield et al. (1985, as reported by Leek
and Summers, 1996) studied the effect of modifying formant bandwidths on identification of
synthetic vowel-consonant-vowel (VCV) syllables. Narrowing the bandwidths helps to
increase spectral contrast, whereas widening the bandwidths tends to result in flatter input
spectra. Authors have found poorer performance with increasing bandwidth and improved
consonant identification with narrowing the bandwidths in both normal hearing and hearing
impaired subjects. However, improvement was not statistically significant for hearing

impaired listeners.

Simpson et al. (1990, as reported by Leek and Summers, 1996) investigated a scheme
of pre-processing the signal to compensate for reduced frequency resolution. Aim of the
processing technique was to improve the spectral contrast in speech, which is contaminated
by background noise. Magnitude spectrum was obtained by using a bank of filters with
bandwidths corresponding to auditory filters (normal) and was enhanced by spectral
convolution with difference-of-Gaussians filter. Speech was resynthesized by sampling the
enhanced magnitude spectrum and associating it with the original phase spectrum. They have
reported that there was consistent increase in intelligibility for hearing impaired listeners

tested in noise.
2.6.4 Processing to reduce the effect of temporal masking
The speech used in normal everyday situations is known as “conversational speech”. On the

other hand the speech that occurs when one is trying to improve communication in difficult

situations, as speaking in a noisy environment or speaking to a hearing impaired person, is
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known as “clear speech” (Picheny et al., 1985, 1986). Changes in the conversational context,
sentence structure, vocabulary, speaking rate and stress, pronunciation of individual words
and vocal efforts play a significant role in enhancing the clarity of the speech. Acoustic
features between clear and conversational speech can be classified into three levels: global,
phonological, and phonetic changes. Global changes include changes in speaking rates, long
term spectra, fundamental frequency, and number of pauses. Phonological changes consist of
insertion, deletion, and feature changes of phonemes. Changes in acoustic properties of
individual words like spectra, amplitude, and duration are the phonetic changes.
Consonant-to-vowel (C/V) intensity ratio and consonant duration are the two important
features that contribute to clear speech. In clear speech, there is increase in C/V intensity ratio
and decrease in average speaking rate. Burst, closure, formant transition, and VOT are various
acoustic segments associated with articulation and perception of stop consonants that
contribute to the increased duration in clear speech. In conversational speech, the vowels are
modified or reduced and stop bursts are often not released, whereas in clear speech vowels are
less modified and stop bursts are always released. Picheny et al. (1986) have shown that
intelligibility with clear speech is about 17% higher than conversational speech, for persons

with sensorineural loss.

Ono et al. (1982) have shown that for unvoiced plosives, an increase of consonant
amplitude by 10-20 dB and insertion of a silent pause between consonant and vowel to
prevent masking by a following vowel, improved recognition score by 46.7%. Gordon-Salant
(1986) conducted experiments to investigate the effect of C/V intensity ratio and consonant
duration on consonant recognition in noise. Nonsense syllables in CV context were used at
SNR of 6 dB. The C/V intensity ratio was increased by 10 dB and consonant duration was
increased by 100%. Consonant recognition was measured for normal hearing listeners at
presentation levels of 75 dB SPL and 90 dB SPL respectively. Improvements in the
recognition scores of 13% at 75 dB SPL and 9% at 90 dB SPL are reported for C/V intensity
modification. In consonant duration modification, replicating each period of the waveform
throughout the consonant increased the duration of the voiced consonants. Whereas for the
unvoiced consonants the duration was increased by partitioning the frication or burst noise
into segments of approximately 20 ms and replicating each segment following the original.
This increase in consonant duration has shown slight improvement in recognition score. In a

later study, Gordon-Salant (1987) tested the scheme on persons with sensorineural
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impairment and observed that 10 dB increase in C/V intensity ratio resulted in 16% and 11%
improvement at presentation levels of 75 dB SPL and 90 dB SPL respectively. Reasons for
lack of significant improvement with duration cue enhancement, as brought out by the author,
are due to: (i) the specific nature of the acoustic characteristics implemented with the
modification, and (ii) the acoustic segments associated with consonant phonemes increased in

a nonuniform manner in clear speech.

In a study by Montgomery and Edge (1988), increase in C/V intensity ratio resulted in
10-12% improvement in recognition scores at 65 dB SPL presentation level. Modest benefit
of 5% has been reported for consonant duration enhancement, in which consonant duration
was lengthened by replicating several short subsegments. Reason given by the author for lack
of significant improvement with duration increase is that, increasing the consonant duration
may not duplicate the articulatory efforts present in the clear speech. In a study by Freyman
and Nerbonne (1989), increasing C/V intensity ratio resulted in improvement in recognition

scores for normal hearing persons for CV syllables presented in noise.

Thomas (1996) and Thomas et al. (1996) have shown that, increasing the C/V
intensity ratio improves the recognition scores. Six synthetic stop consonants /p, t, k, b, d, g/
with vowel /a, i, u/ were used in vowel-consonant (VC) and CV contexts. C/V intensity ratios
were modified by +3, +6, +9, and +12 dB. To simulate hearing loss in normal hearing persons,
stimuli were presented at 12 dB and 6 dB SNR. In CV context, 12 dB C/V intensity ratio
modification has shown 26% and 28% improvement in score for 12 dB SNR and 6 dB SNR
respectively. Higher scores are reported for /a/ context than for /i, u/ context. In VC context,
12 dB C/V intensity ratio modification resulted in 8% and 20% increase in score for 12 dB
SNR and 6 dB SNR respectively. Scores were higher for VC position than CV position,
indicating that increase in C/V intensity ratio is more effective in reducing forward masking
than backward masking. In the VC context, high C/V intensity ratio resulted in some vowel

confusions.

Kennedy et al. (1998) used VC nonsense syllables with three vowel contexts /a, u, 1/.
C/V intensity ratios were adjusted according to consonant type, vowel environment and
audiogram configurations. FEighteen subjects with sensorineural hearing impairment

participated in the test. For voiced consonants, with C/V ratio adjusted, percentage
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recognition scores averaged across the subjects increased from 65.8 to 73.4, 46.8 to 62.6, and
45.8 to 63.8 for vowel contexts /a/, /u/, and /i/ respectively. It is reported that individualized
adjustment of the C/V ratio for each subject and consonant-vowel combination can produce

substantial improvements in consonant recognition.

In a study by Revoile et al. (1985), severely hearing-impaired listeners showed
significant reduced voicing perception for final stops, especially for final fricatives upon
duration reductions of the vowels preceding voiced consonants and corresponding duration
increases for the vowels preceding voiceless consonants in spoken syllables. Revoile ef al.
(1986) investigated the effect of modifying the vowel duration for consonant recognition in
severely/profoundly hearing impaired persons. Vowel duration cue was enhanced as a means
of improving voicing perception for final fricative consonants. Spoken words /baf, bas, bav,
baz/ were used for testing voicing perception with vowels unmodified and with enhancement
of the vowel duration cue. Vowel durations were modified by deletion or replication of pitch
periods. Vowels were lengthened by 100 ms to 150 ms from their normal duration before
voiced fricatives and shortened by the same amount before the unvoiced fricatives. A

subgroup of 14 listeners showed an improvement of 20—40% in recognition score.

In the study by Thomas (1996) and Thomas et al. (1996), the acoustic segments (burst,
closure, formant transition duration, and VOT) were lengthened during consonant duration
modification tests. Speech stimuli were used in CV context with vowel /a/. Burst duration,
formant transition duration (FTD), and VOT were increased by 100%, 50%, and 100%
respectively. Overall duration of each syllable was kept at 300 ms by adjusting the vowel
duration. At 12 dB SNR, one of the four subjects has shown improvement of 12% when burst
duration was doubled. At 6 dB SNR, 3 subjects have shown an average of 6% increase in
recognition. In formant transition duration test, one subject has shown an increase of 13% for
doubling of formant transition. At 6 dB SNR, three subjects have shown an average of 12%
increase in score for 50% increase in FTD. There was no improvement with 100% increase in
FTD. Average scores decreased by 4% at 12 dB SNR when FTD was doubled. For 6 dB SNR,
scores increase by 4% for 50% FTD increase and then reduced by 4% for 100% FTD
increase. In VOT modification, one subject has shown improvement, while average scores

decrease with increase in VOT. It is reported that, formant transition duration of up to 50%
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may be combined with burst duration modification for obtaining better performance at higher

noise levels.

Turner et al. (1997) investigated the effect of increasing the formant transition
duration on speech intelligibility in hearing impaired persons. Synthetic CV syllables /ba, da,
ga/ were used in the experiment. Formant transition durations were varied from 5 ms to
160 ms. There were no improvements in recognition scores for longer (slower) formant

transition durations.

Nejime and Moore (1998) studied the effect of speech-rate slowing on speech
intelligibility in persons with simulated hearing loss. Simulation was done for elevated
thresholds, loudness recruitment, and reduced frequency selectivity. Two expansion rates of
1.25 and 1.5 were used for slowing the speech rate. The processing slows the speed of speech
without changing its pitch. The algorithm expands the duration of speech segments whose
power exceeds a certain threshold, but does not manipulate segments whose power is below
the threshold. Thus a nonuniform time expansion is used. They found no improvement in
recognition score. Artificially slowing of speech rate may not be suitable in improving speech
intelligibility in hearing impaired with elevated thresholds, loudness recruitment and reduced

frequency selectivity.

Listening with two ears is known as binaural hearing. Presenting same signal to both
the ears is known as diotic presentation and presenting two different signals to the two ears is
referred to as dichotic presentation. Researches have reported the benefit of binaural dichotic
mode of hearing in improving speech perception by persons with sensorineural hearing loss.
In Chapter 3, some of the schemes that have employed binaural dichotic presentation to
reduce the effect of spectral and temporal masking are reviewed and the proposed scheme is

explained.
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Binaural dichotic presentation

3.1 Introduction

Sensorineural hearing loss is characterized by increased threshold of hearing, reduced
dynamic hearing range, degraded frequency selectivity and temporal resolution, and increased
spectral and temporal masking. Some of the studies to solve the problem of elevated threshold
and reduced dynamic hearing range are discussed in the previous chapter. Masking is a
phenomenon, in which presence of one signal component elevates the threshold of
neighboring signal component. To reduce the effect of increased spectral and temporal
masking, studies that are based on consonant enhancement technique are also discussed in the
previous chapter. Listening with both the ears is known as binaural hearing. The ability to
perceptually combine binaurally received signals from two ears improves speech perception
under adverse listening conditions. Binaural listening offers better overall sound quality and
intelligibility, more relaxed listening, and it also helps in source localization (Moore, 1997;
Pickles, 1982). Many studies have shown the benefit of binaural hearing over the monaural
hearing (Brooks, 1984; Hawkins and Yacullo, 1984; Hirsh, 1950; Jerger et al., 1961).
Presenting the same signal to both the ears is known as diotic presentation and presenting two
different signals to the two ears is referred to as dichotic presentation. Here we discuss the use
of binaural dichotic presentation as a means of reducing the effects of masking for persons

with moderate bilateral sensorineural loss.

Masking takes place primarily, at the level of peripheral auditory system. In speech
perception, the information received from both the ears gets integrated. Hence splitting of

information in speech signal for presenting signals to the two ears, in some sort of a
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complementary fashion, to provide relaxation for sensory cells of the basilar membrane, may
help in reducing the effect of increased masking and thereby improve the speech reception in
cases of bilateral sensorineural hearing impairment with some residual hearing. To reduce the
effect of spectral masking, studies that are investigated are based on splitting of speech signal
into odd and even bands for binaural dichotic presentation (Chaudhari and Pandey, 1998a,b;
Lunner et al., 1993; Lyregaard, 1982). These studies are briefly reviewed in this chapter. Next
processing schemes for reducing the effect of both spectral and temporal masking are
proposed. This chapter also presents experimental methods used for evaluation of the

schemes.

3.2 Review of dichotic presentation

Reduced frequency selectivity due to broad auditory filters is associated with increased
spectral masking. Sources of masking can be from environmental noise or from the primary
signal itself. In speech signal, energy content of the first formant of the vowel is usually
higher than that of the second and higher formants and hence second and higher formants are
masked by the first formant. Also, first formant interferes with second formant transitions,
which are important cues for consonant identification (Danaher and Pickett, 1975; Summers
and Leek, 1997). Increased temporal masking associated with reduced temporal resolution
results in, increased forward and backward masking of weak acoustic segments by strong
ones. Important cues namely voice-onset-time, formant transition, and bursts that are required
for consonant identification get masked by the preceding and following vowel segments,

resulting in phonemic confusion (O’Shaughnessy, 1987).

To reduce the spectral masking, schemes based on separating various frequency bands
for binaural dichotic presentation have been reported (Chaudhari and Pandey, 1998a,b;

Lunner et al., 1993; Lyregaard, 1982).

Danaher and Pickett (1975) used dichotic presentation to study the discrimination of
second formant transitions in synthetic vowels (stimuli approximating VCV syllables), in
subjects with sensorineural hearing loss. It is reported that, dichotic presentation of F1 and F2
(produced by two-formant synthesizer) improved the discrimination performance by reducing

the masking of F2 due to F1. To reduce the upward spread of masking in hearing-impaired



Chapter 3. Binaural dichotic presentation 35

listeners, Turek et al. (1980) used synthetic CV syllables /ba, da, ga/ and presented F1 to one
ear and F2/F3 to the other. Ten subjects having moderate flat to sloping high frequency
sensorineural hearing loss were tested for identification performance, at most comfortable
listening level. It is reported that, only few subjects showed benefit of dichotic hearing over

the monotic hearing.

Based on the assumption that degraded frequency selectivity is peripheral, Lyregaard
(1982) developed a scheme of separating the spectrum bands for presenting the alternate
bands to the two ears, with the objective of bypassing the poor frequency selectivity at the
peripheral level. He used a comb filter of constant bandwidths to separate the spectral
components into two parts for binaural dichotic presentation. Filters were realized using sum
and difference of the original signal with a delayed version (analog delays). The study used
three bandwidths of 200, 500, and 800 Hz. Sentences consisting of two-syllable words were
used as test material. The hearing impaired subjects had 50 dB HL and degraded frequency
selectivity. No significant improvement with dichotic over the diotic was reported. Lack of
significant improvement may be due to inappropriate filtering, inadequate listening

experience, and non-feasibility of binaural fusion for two dissimilar signals.

Lunner et al. (1993) investigated an 8-channel digital filter bank for hearing aid use.
Filters used were complementary interpolated linear phase FIR filters of 700 Hz constant
bandwidth. Frequency response of the filter bank was adjusted according to the subject’s
hearing thresholds. Odd numbered band signals were fed to one ear and even numbered band
signals were presented to the other ear. Three subjects aged between 38 to 69 years, having
bilateral, symmetrical, moderate sensorineural hearing loss participated in the test. The
scheme was implemented using digital signal processor TI/TMS320C25. Speech materials
consisting of lists of five-word sentences were presented in the presence of background noise.
For 50% correct recognition score, the test results showed an improvement of 2 dB in

signal-to-noise ratio due to dichotic presentation.

Another scheme, for reducing the effect of increased spectral masking, investigated at
IIT Bombay (Chaudhari, 2000; Chaudhari and Pandey, 1998a,b) used critical bands
corresponding to auditory filters. These bandwidths as described by Zwicker (1961), are about
15-17% of the center frequency for 1-5 kHz range and are constant at about 100 Hz below
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500 Hz. In this scheme, 18 bands have been used to cover the frequency range of 5 kHz. The
scheme was implemented in real time using two TI/TMS320C50 processors, initially for
constant gain in all bands (Chaudhari and Pandey, 1998b). In their later study, as a way of
partial matching of the filter response to the frequency characteristics of individual subjects,
gains for the bands were adjusted in the range -3 dB to +3 dB. Twelve consonants /p, t, k, b,
d, g, m, n, s, z, f, v/ in VCV and CV context with vowel /a/ as in father, were used as test
material. With constant gain in all bands percentage relative improvement in recognition score
for hearing subjects with bilateral sensorineural impairment, ranged from 9.2 to 23.6 in VCV
context and 14.4 to 19.2 in CV context. Information transmission analysis indicated that, all
the six features (duration, frication, nasality, manner, place, and voicing) contributed to the
improvement, with maximum improvement in relative information with the place feature.
With adjustable gain, percentage relative improvement in recognition score ranged from
2.2 10 6.4 in VCV and from 1.6 to 7.8 in CV contexts respectively, with respect to processing
with constant gain. In VCV context, almost all the subjects showed modestly higher
transmission for place and manner feature(s). In CV context, two subjects showed highest
improvement for place feature. The place information is related to frequency resolving
capacity of the auditory processing. The maximum contribution by place feature in improving
the recognition score in both schemes indicated that, the scheme of spectral splitting helps in

reducing frequency masking.

In an attempt to reduce the temporal masking effect, Lunner et al. (1993) combined
temporal splitting along with spectral splitting for dichotic presentation. In his scheme, a
symmetrical inter-aural switching of odd and even filter bands (obtained with spectral
splitting) was used with a period of 20 ms. During first 10 ms odd bands were presented to the
left ear and even bands to the right ear, while in the next 10 ms odd bands were presented to
the right ear and even bands to left ear. In this scheme, the peripheral auditory system of each
ear is alternately relaxed in specific frequency bands due to inter-aural switching. The
relaxation period should help in reducing the problem associated with reduced temporal
resolution. However, no improvement in recognition score was reported. Also a poor sound

quality was reported related to inter-aural switching.
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3.3 Proposed scheme

The previous section has described earlier reported schemes making use of binaural dichotic
presentation for reducing the effect of increased spectral masking. Our objective is to develop
and investigate schemes making use of dichotic presentation to reduce the effects of increased

temporal masking and to reduce the effects of temporal as well as spectral masking.

Reduced temporal resolution which is associated with forward and backward masking
of low-energy components by adjacent high-energy components, degrades the speech
perception in persons with sensorineural loss (Strouse et al., 1998; Tyler et al., 1982).
Masking takes place primarily at the level of peripheral auditory system. Splitting the speech
temporally into a number of segments and presenting adjacent segments to the different ears
may reduce the overlap of cochlear responses of adjacent segments and help in reducing the
effect of increased temporal masking by providing relaxation period for sensory cells of the
basilar membrane. In the real-time processing scheme reported by Lunner et al. (1993),
briefly described in the previous section, for combining the spectral and temporal splitting for
dichotic presentation, odd and even bands were alternately switched between the two ears.
There was no improvement in the recognition score. Also a poor sound quality was reported
related to inter-aural switching. Deterioration of speech quality and lack of improvement in
recognition scores may have been caused by abrupt transitions during switching of odd and

even bands between the two ears.

Provision of overlap during inter-aural switching and use of smooth inter-aural fading
might improve the quality of the perceived signal, by avoiding the perception of temporal
gaps and spectral distortion during switching. Hence the objective of the research is to
investigate the scheme of temporal splitting of speech and to study the effect of inter-aural

overlap and various fading functions in reducing the effect of temporal masking.

In the scheme of temporal splitting for dichotic presentation, speech is split into
subsegments for presenting adjacent segments to the two ears. This may reduce the backward
and forward masking that takes place at the peripheral level, between the adjacent segments.
The two fading functions used for temporal splitting are: symmetrical inter-aural switching

with overlap and step transition, and symmetrical inter-aural switching with overlap and
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trapezoidal transition. Provision of overlap (duty cycles greater than 50%) may help in
improving the speech intelligibility by avoiding the perception of temporal gaps during
switching. Hence it is proposed to carry out a study to determine the effect of different duty
cycles. Use of step transition may result in spectral distortion deteriorating the speech quality.
Employment of trapezoidal variation during inter-aural switching may help in decreasing
these distortions and thereby may improve the speech quality. Towards this end, inter-aural
switching with different overlaps is studied. Next the scheme is investigated with a smooth
fading function involving linear and logarithmic amplitude variation. It was found that, the
intelligibility of the signals processed with linear variation was better than those processed
with logarithmic variation. Hence linear variation has been used in this investigation and this

is referred to as inter-aural switching with trapezoidal fading.

In the scheme of spectral splitting, sensory cells corresponding to alternate bands of
the basilar membrane are always stimulated, whereas sensory cells of other bands are always
relaxing in both the ears. In temporal splitting, all the sensory cells of the ears get relaxed
alternately for some time. In the second phase of this research, to reduce the effect of
increased spectral and temporal masking simultaneously, a scheme of combined spectral and
temporal splitting for binaural dichotic presentation has been investigated using time-varying
comb filters. With the combined splitting, all the sensory cells of the basilar membrane get

periodic relaxation from stimulation.

In the scheme of spectral splitting for binaural dichotic presentation investigated by
Chaudhari and Pandey (1998a,b) reviewed earlier, comb filters were designed for sharp
transitions. In ideal splitting, any spectral component would be presented to one ear.
However, with filters with finite crossover in the magnitude response, the components lying
in the transition regions are presented to both the ears. With same intensity, binaurally
presented components will be louder than monaurally presented components. If the magnitude
response is not properly shaped at the transitions, the components lying in the overlapped
region will be perceived with different loudness and will reduce the speech quality. Hence it
was decided to conduct loudness perception tests to determine the difference in intensity for
same perception in monaural and binaural presentations using different types of stimuli.
Comb filters were designed with different levels at crossovers between adjacent bands and

were tested by sweeping long duration sine tones of narrow frequency ranges (to cover a pair
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of adjacent bands). Comb filters with minimum pass band ripple, maximum stop band
attenuation, and inter-band crossover level that produced minimum spectral distortion were

considered as optimized comb filters and were used in spectral splitting.

In the scheme of combined spectral and temporal splitting, two time-varying comb
filters with complementary magnitude responses are cyclically swept between left and right
ears to obtain the combination of spectral and temporal spectral splitting (spectral splitting
due to separating the odd and even bands for presenting to the two ears and temporal splitting
due to sweeping of the bands between the two ears). In this scheme, it is proposed to study the
effect of different number of filter sets that form a time-varying comb filter and to obtain

optimum filter set which gives maximum improvement in speech perception.

In temporal splitting scheme, the inter-aural switching period has to be appropriately
selected. Towards this end, various psycho-acoustic studies on temporal processing in speech
were reviewed. Maximum rise time for a stimulus onset yielding an overshoot in auditory
neural firings is about 20 ms which is often used as an integration time of auditory processing
(O’Shaughnessy, 1987). Sound detectability is generally constant over the range of durations
from about 15 ms to 200 ms, but falls off for durations smaller or greater than this (Buus
et al., 1999; Green et al., 1957; Moore, 1997; O’Shaughnessy, 1987; Plomp and Bouman,
1959; Sheely and Bilger, 1964). Speech subsegments with important acoustic cues are of the
order of about 20 ms. Hence inter-aural switching period of 20 ms has been used for temporal
splitting of speech signal. The same duration has been used for cyclic sweeping of

time-varying comb filters for combined spectral and temporal splitting.

3.4 Evaluation method

Verification of implementation of speech processing schemes is carried out by spectrographic
and other analyses of processed output signal. However, evaluation of the effectiveness of the
scheme for improving speech reception is carried out by listening tests. For this, methods and
test material, measures used for evaluation, subjects, and presentation methods and level

should be appropriately selected.
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3.4.1 Methods and test material

Speech processing schemes for hearing aids may be evaluated on the basis of perceived sound
quality and intelligibility test (Gabrielsson et al., 1988; Punch et al., 1980). In perceived

sound quality judgement test, clarity and loudness of the sound are considered.

In speech intelligibility test, test materials such as words, nonsense syllables, and
sentences are presented over the headphones to the subjects and subject’s correct responses
are noted. Gordon-Salant (1993), Humes et al. (1987), and Picheny et al. (1986) have
measured consonant recognition scores (articulation score) in their study. Arlinger and
Dryselius (1990), Dubno et al. (1984), Lunner et al. (1993), Lyregaard (1982), and Van
Dijhuizen et al. (1991) have evaluated their speech processing schemes by a method in which
processed speech was mixed with noise and signal-to-noise ratios for 50% correct recognition

score (speech reception thresholds) were measured.

Recognition score though useful may be affected by subject’s response bias.
Information transmission analysis (Miller and Nicely, 1955) is another way of evaluation,
which provides a measure of covariance between stimuli and responses. Chance scoring and
pattern of errors are taken into consideration in the information transmission analysis.
Pandey (1987) has worked out a relationship between relative measure of information
transmitted and recognition score for a special case when the correct responses are equally
distributed among the diagonal entries and the errors equally distributed among the
off-diagonal entries in the confusion matrix. This measure can also be applied for different
phonemic features, to evaluate the relative importance of the features. Information
transmission analysis has been used in many studies (Apoux et al., 2000a,b; Apoux et al.,
2001; Chaudhari and Pandey, 1999; Donald and Nelson, 2000; Dorman et al., 1990; Faulkner
and Rosen, 1999; Faulkner et al., 2000; Fu et al., 1998; Fu and Shannon, 1999; Geurts and
Wouters. 1999; Hou and Pavlovic, 1994; Kiefer et al., 2000; Loizou et al., 2000; Lorenzi
et al., 1999; Miller and Nicely, 1955; Pandey, 1987; Tye-Murray et al., 1995; Tyler and
Moore, 1992; Van der Horst et al., 1999; Wang and Bilger, 1973). The consonantal features
may be classified as voicing, place, manner, nasality, frication, and duration (Gordon-Salant,
1986; Ladefoged, 1982; Miller and Nicely, 1955; Tye-Murray et al., 1995; Tyler and Moore,
1992; Wang and Bilger, 1973). Nasality feature is cued by nasal formant, first formant
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transitions, and intensity changes. Voicing and duration features are recognized by
fundamental frequency and timing cues. High-frequency turbulences signal frication and
spectral changes signal the place feature (Tye-Murray et al., 1995). Oral stop, fricative, or
nasal stop categorizes manner feature. Tyler and Moore (1992) measured the consonant
recognition in cochlear-implant subjects by using nonsense syllables. They performed
information transmission analysis to determine the perception of different features of speech.
Tye-Murray et al. (1995) also used information transmission analysis, to study the abilities of
cochlear-implant children in utilizing and producing the speech features. Earlier Wang and
Bilger (1973) have used sequential information transmission analysis (SINFA) which

provides an indication of the contribution of independent feature.

Response time statistics is another way of assessing the speech processing scheme.
When the recognition scores and information transmission are same, the scheme that requires
less response time can be considered as superior. Decrease in the subject’s response time,
indicates lessening of load on the perception process. This method has been used by Apoux
et al. (2000a,b), Apoux et al. (2001), Chaudhari and Pandey (1998), Gatehouse and Gordon
(1990), Meftah and Boudelaa (1996), Pandey et al. (1987), and Thomas et al. (1996).

Test materials can be nonsense monosyllables, disyllables, words, and nonsense
sentences. With nonsense syllables as test material, subject’s errors reflect acoustic confusions
without the influence of semantic constraints. Monosyllabic words are the components of
meaningful speech, which do not require syntactical cues (CHABA, 1988). Dubno et al.
(1984) and Nilson et al. (1994) have used spondees as test material for measuring speech
reception thresholds. Spondees spoken as isolated utterances or in carrier phrases may not
represent the normal spectral weighting, level fluctuations, intonations, pauses, etc.,
associated with conversational speech, hence they are less representative of natural language
communication than sentences (Nilson et al., 1994). The recognition of words in sentences is
typically better than the recognition of isolated words, due to the addition of grammatical and

contextual cues.

To study the perceptual confusion, Miller and Nicely (1955) used 16 consonants /p, t,
k f,0,s, I, b,d, g v, d, z, [], m, and n/ in CV contexts with vowel /a/. These 16 consonants

cover almost three quarters of the consonants that are used in normal speech. Consonants
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were chosen because they are considered to be important for intelligibility and information
contained in them is less understood than that in vowels. Similar consonants have been used
by Wang and Bilger (1973) in VC and CV contexts with vowels /a, i, u/ to study the
perceptual features. Gordon-Salant (1986) used /b, d, g, p, t, k, m, n, s, z, f, 0,0, v,f,w,j, L1/
paired with three vowels /a, i, u/ in CV context, to evaluate the efficiency of three acoustic
modifications derived from clear speech for improving consonant recognition by young and
elderly normal hearing subjects. Same consonant set has been employed by Dubno and Levitt
(1981) in both CV and VC contexts. Dubno and Schaefer (1992) determined the frequency
selectivity and consonant recognition in normal hearing and hearing impaired listeners by
using stimuli in both VC and CV contexts. Humes et al. (1987) and Skinner et al. (1997) have
used nonsense syllables in CV, VC, and VCV context in their study.

Picheny et al. (1986) studied the variations in the intelligibility of speech produced for
hearing-impaired listeners using 50 nonsense sentences containing key words. Sentences were
used because it was required to manipulate the prosodic and phonological variables. Nonsense
sentences were used to avoid the semantic effect. Drawback with the sentences as test

material is that there are chances of omission of words, leading to more errors.

To increase the contribution of acoustic properties and to minimize the linguistic
effects, in our study we use a closed set of twelve nonsense syllables in VCV context, using
consonants /p, b, t, d, k, g, m, n, s, z, f, v/ with vowel /a/ as in father. These are used for
studying the reception of consonantal features of voicing, place, manner, nasality, frication,
and duration (Miller and Nicely, 1955; Ladefoged, 1982), with groupings as given in Table.
3.1. In our work, listening tests are carried out for consonantal identification. Response times,
percentage correct recognition scores and relative information transmitted for consonantal
features (details are given in Appendix B) are used for evaluating the effectiveness of the

speech processing schemes.
3.4.2 Presentation and subjects
Conducting listening tests to evaluate the schemes for speech processing at various processing

conditions is very time consuming. Hence it will be difficult to test different processing

conditions directly on the hearing impaired subjects. Also, there are difficulties in having a
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TABLE 3.1. Grouping of consonants by features.

Feature Groups

Voicing (2) Unvoiced : /ptksf/, Voiced:/bdgmnzv/

Place (3) Front:/pbmfv/, Middle:/tdnsz/, Back:/kg/
Manner (3) Oralstop:/pbtdkg/, Fricative:/szfv/, Nasal:/mn/
Nasality (2) Oral:/ pbtdkgszfv/, Nasal:/mn/

Frication (2) Stop:/pbtdkgmn/, Fricative:/szfv/

Duration (2) Short:/pbtdkgmnfv/, Long:/sz/

large number of hearing impaired subjects with bilateral hearing loss willing to participate in
these experiments. Therefore, in our study, it was decided to evaluate the schemes initially
with normal hearing persons with simulated sensorineural hearing loss and later with persons
having sensorineural hearing loss. Towards this end, various studies that make use of

simulating the sensorineural hearing loss were reviewed. Some of these are discussed here.

Leek et al. (1987) determined the minimum spectral contrast for vowel identification,
by using broadband noise to simulate the elevated thresholds of range 72-75 dB in normal
hearing subjects. Humes et al. (1987) used spectrally shaped noise to produce masked
thresholds identical to the quite thresholds of hearing-impaired subjects. They measured
speech recognition performance and reported that masking noise can simulate the
sensorineural hearing loss. Moore and Glasberg (1993), and Nelson (1990) have also used

broadband noise to simulate the elevated thresholds.

Dubno and Schaefer (1992) compared the frequency selectivity and consonant
recognition among hearing impaired and masked normal hearing listeners. Spectrally shaped
broadband noise was used to match the thresholds of normal hearing subjects to those of
hearing impaired. The performance of masked normal hearing subjects was identical to the

performance of the hearing impaired subjects.

Florentine and Buus (1984) determined the temporal gap thresholds in sensorineural

and simulated hearing impairments. Spectrally shaped noise was used to simulate masked
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thresholds in normal listeners, similar to the quite thresholds of hearing impaired listeners.
Some researchers have reported that broadband noise produces reduced dynamic hearing
range and loudness recruitment (Dubno and Schaefer, 1992; Lochner and Burger, 1961;
Stevens, 1965). Based on these studies, we can say that broad band noise can simulate most of

the characteristics of the sensorineural hearing loss.

In our study, we have decided to use broadband Gaussian noise band limited to the
band of speech, for simulating sensorineural hearing loss. Different levels of SNRs have been
used to simulate hearing loss of varying degrees. Noise addition to the speech signal was done
maintaining the SNR constant on the basis of short-time (= 10 ms) energy of the speech
signal. Thus during silence segments, there would not be any background noise. Effect of
SNR on recognition score, response time, relative information transmitted for different
features for VCV syllables was tested on five normal hearing subjects and is presented in

Appendix G.

Researchers have studied the effect of presentation level on consonant identification
performance. Speech discrimination performance deteriorates at low (< 30 dB) and high
(>90dB) presentation levels (Dorman and Dougherty, 1981; Gordon-Salant, 1987;
Montgomery and Edge, 1988; Simon, 1978). Dorman and Dougherty (1981) studied the effect
of presentation levels of 55, 70, and 90 dB SPL in identifying the stimuli /ba/, /da/, and /ga/
by normal hearing subjects. They have found that the performance decreases for 90 dB SPL
presentation level. Simon (1978) has reported that, for normal hearing subjects, consonant
labelling performance was poor when the presentation level falls below 35 dB SPL.
Gordon-Salant (1986) studied the effects of acoustic modification on consonant recognition
by elderly hearing-impaired subjects. Test stimuli consisted of 19 consonants paired with
three vowels. Two presentation levels of 75 and 90 dB SPL were used. Recognition scores
were lower for 90 dB SPL presentation level compared to 75 dB SPL. Montogomery and
Edge (1988) evaluated the speech processing schemes of amplitude enhancement of
consonants and increased consonant duration. Two presentation levels of 65 and 95 dB SPL
were used. In amplitude enhancement scheme, significant improvement in recognition scores
is reported for presentation level of 65 dB. Dorman et al. (1990), Freyman and Nelson (1986)

have used a presentation level of 65 dB and 75 dB respectively in their study.
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In our work, it was decided to use presentation level at most comfortable listening
level for the individual subjects. For each listening condition, presentation level was selected
by the subject for each ear and was maintained constant for all the tests of a particular

listening condition.

3.5 Summary

In this chapter, schemes that use binaural dichotic presentation are reviewed followed by the
brief description of the proposed schemes and evaluation methods to be used. Implementation

and experimental evaluation of the proposed schemes are given the following chapters.
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Temporal splitting using step and trapezoidal fading

4.1 Introduction

Implementation and evaluation of the schemes of temporal splitting using inter-aural fading
with step and trapezoidal transition for binaural dichotic presentation to reduce the effect of
increased temporal masking associated with sensorineural hearing loss are presented in this
chapter. Evaluation was performed by conducting listening tests on normal hearing subjects
with simulated hearing loss. Response times, recognition scores, and information transmitted

for unprocessed and processed speech stimuli were used for performance evaluation.
4.2 Temporal splitting using step and trapezoidal fading

A symmetrical inter-aural switching period of 20 ms was used. Initially the stimuli were
processed with 50% duty cycle and the processed stimuli were tested by listening. It was
found that, the use of 50% duty cycle resulted in deterioration of intelligibility of the signal
due to perception of temporal gaps. The perception of temporal gaps can be avoided by
providing overlap between segments presented to the two ears. Thus the effect of different
duty cycles (overlap periods) in improving the perception by normal hearing persons under

noise conditions to simulate hearing loss has been studied.

Temporal splitting of speech for dichotic presentation was done by using the scheme
shown in Fig. 4.1. The outputs s;(n) and sp(n) of temporal processing were obtained by

multiplying the input s(n) with fading functions w;(n) and w»(n) respectively. The two fading
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functions with step transition as shown in Fig. 4.2, provide a symmetrical overlap, each

having a duty cycle d = L/N, where N = inter-aural switching duration and L = “on” period.

wi(n) =1, 0<(my<L-1

0, otherwise
wa(n) =0, L-N2+1 < (n)y £ N2
1, otherwise “.1)

For an inter-aural switching period of N samples with 50% duty cycle, alternate
segments of N /2 samples are presented to the same ear and adjacent segments get presented
to different ears, i.e. while first N /2 samples of the signal are presented to left ear, right ear is
relaxed and during next N /2 samples of signal presentation to the right ear, left ear is relaxed.
This scheme may help in reducing the temporal masking. However, it is likely to introduce
perceptual gaps around the transitions related to inter-aural switching. Splitting the signal with
duty cycles greater than 50% will provide certain overlap between the two presentations and
will help in reducing the perception of inter-aural switching. Duty cycles greater than 50%
will leave less time available for relaxation of the auditory sensors and nerve fibers. This
scheme is referred as TS_ST (temporal splitting with step transition). In this scheme, effect of

different duty cycles was studied.

While providing relaxation interval for improving the speech perception degraded due
to increased temporal masking, use of step transition during switching may result in spectral
distortion that deteriorate speech quality. Inter-aural switching with trapezoidal fading
function may help in improving the speech perception during switching. Keeping the duty
cycle constant at optimal value (as obtained in the scheme of step transition along with
overlap, TS_ST), effect of different transition durations in improving the perception for
normal hearing persons under adverse listening condition has been studied. During transition
period, the amplitude was varied (a) as a linear (b) logarithmic function of time. Comparison
of the perceptual quality and clarity indicated that linear variation was better. This scheme is

referred as TS_TR (temporal splitting with trapezoidal transition).

The fading function for trapezoidal transition along with overlap is shown in Fig. 4.3.

The outputs s1(n) and s2(n) of temporal processing were obtained by multiplying the input s(n)
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with fading functions w;(n) and wi(n) respectively. The two windows have a symmetrical
overlap, each having a duty cycle d = L/N, where N = inter-aural switching duration, L = “on”
period and M is the transition duration for inter-aural switching. For fading functions with

trapezoidal transitions as shown in Fig. 4.3,

wi(n)=1, O< (my £ L-1
I-((m)y -L-1)/M L<(nmy £ L+M-1
0, L+M <(nmy £ N-M-1
(my-N+M-1)IM N-M <(ny £ N-1

wo(n) =1-((m)y - L + N2-1)IM , L-N2 <y £ L-N2+M-1
0, L-N/2+M £ (n)y < N2-M-1
(mny-N2+M-1)IM NR2-M <(ny < N2
1 otherwise

4.2)

In both the schemes an inter-aural switching period of 20 ms was used. In the scheme
of temporal splitting with step transition, effect of duty cycles of 100 (unprocessed), 75, 70,
and 60%, (i.e. “on” period of 20, 15, 14, and 12 ms respectively) was studied. In the scheme
of temporal splitting with trapezoidal transition, duty cycle of 70% (optimal value in the
scheme of temporal splitting with step transition) and three transition durations 0, 1, 2, and
3 ms were used. Transition duration of 0 ms refers to step transition and 3 ms refers to
maximum transition duration. Signal processing was done offline, using a program written in
C. This program provides facility to select inter-aural switching period, duty cycle, and

logarithmic or linear amplitude variation, and transition duration.

The process of splitting was verified by obtaining the spectrograms of the processed
outputs using a spectrographic analysis set-up (as described in Appendix A). Figures 4.4, 4.5
and 4.6 show the wideband (Af'= 300 Hz) spectrograms of a swept sine wave, random white
noise, and speech syllable /asa/ respectively for the scheme of temporal splitting with step
fading. Each figure shows spectrograms of unprocessed signal and the two processed signals
having complementary symmetry (processed with 70% duty cycle and inter-aural switching

duration of 20 ms).
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FIG.4.1. Temporal splitting of the signal for dichotic presentation.
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FIG. 4.3. Inter-aural fading with trapezoidal transition and inter-aural overlap.
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Figures 4.7, 4.8 and 4.9 show the wideband (Af = 300 Hz) spectrograms for a swept
sine wave, random white noise, and speech syllable /asa/ respectively for the scheme of
temporal splitting with trapezoidal transition. Each figure shows spectrograms of unprocessed
signal and two processed signals having complementary symmetry (processed with inter-aural

switching period of 20 ms, 70% duty cycle, and trapezoidal transition duration of 2 ms).

4.3 Listening tests

Listening tests were conducted to evaluate the effectiveness of the processing schemes. Tests
were conducted on normal hearing subjects with simulated sensorineural hearing loss. In these
tests, subjects were asked to identify 12 English consonants in VCV context presented over
the headphones. Listening tests involved (a) diotic presentation of unprocessed speech and
(b) dichotic presentation of processed speech. In the following subsections, description about

the test stimuli, subjects participated in the test, and experimental procedure are given.
4.3.1 Test material and subjects

Twelve English consonants /p, b, t, d, k, g, m, n, s, z, f, v/ were used in the VCV context with
vowel /a/ as in “father”. Nonsense syllables were used to minimize the contribution of
linguistic factors. These stimuli were acquired at a sampling rate of 10 k samples/s, using a
microphone, a preamplifier, an input attenuater, a weighting filter, buffer amplifier
(microphone B&K 4176 along with amplifier/attenuater of sound level meter B&K 2235), an
amplifier, anti-aliasing filter with lowpass cut-off frequency of 4.6 kHz, and a 16-bit ADC of
TI/TMS320C25 DSP board interfaced to a PC (details of hardware are given in Appendix E).
The acquired signal waveform can be outputted through the DAC of the DSP board for
hearing. The set-up can also be used for spectrographic analysis of the waveforms
(as described in Appendix A). Figure 4.10 shows the block diagram of the signal acquisition
system. During signal acquisition, each test stimulus (VCV syllable) was spoken a number of
times by a female speaker (author). These stimuli were analyzed with spectrographic analyzer
and were heard for testing the clarity. Properly recorded stimuli were selected and used in the

processing.
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In the scheme of temporal splitting with step transition (TS_ST), three normal hearing
subjects (AB: M 28, BT: M 20, SR: F 32) participated in the listening tests. In the scheme of
temporal splitting with trapezoidal transition (TS_TR), five normal hearing subjects (AB: M
28, BT: M 20, AC: F 37, JK: M 25, LT: F 24) participated in the listening tests. All the
subjects had pure-tone hearing thresholds less than 20 dB HL in the frequency range of
125 Hz to 6 kHz.

Simulation of sensorineural loss in normal hearing persons was done by adding
broadband noise to the speech stimuli. The noise used was broadband Gaussian noise (from
function generator HP 33120A). Noise addition to the speech signal was done maintaining the
SNR constant on the basis of short-time (=10 ms) energy of the speech signal (Appendix D).

Thus during silence segments, there will be no background noise.

In the scheme of temporal splitting with step transition, test material was added with
broad band noise at SNRs «, 6, 3, 0, and -3 dB to simulate sensorineural hearing loss of
varying degrees in normal hearing subjects. In the scheme of temporal splitting with

trapezoidal transition, SNRs of e, 6, 3, 0, -3 and -6 dB were used.

4.3.2 Experimental set-up and procedure

Figure 4.11 shows the experimental set-up used for conducting the listening tests. The
computerized test administration system consists of a PC interfaced, through RS232C serial
port, to the subject terminal (VT-220) which is placed in an acoustically isolated chamber.
Processed and unprocessed stimuli were outputted at a sampling rate of 10 k samples/s
through the two 12-bit DAC channels of PC based data acquisition card (PCL-208 from
Dynalog Micro Systems, Mumbai). The signals, after passing through a pair of smoothing low
pass filters with cut-off frequency 4.6 kHz and a pair of audio amplifiers, were given to the
two calibrated headphones Telephonics TDH-39P (calibration of headphones is described in
Appendix E). Stimuli were presented at most comfortable listening level for the individual
subjects and were in the range 70-80 dB SPL. The presentation level was kept constant for a
particular subject throughout the test, as the loudness affects the clarity of the speech. PC was

used for controlling the entire test and the subject terminal was used for displaying the
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cycle=70%. (a) unprocessed (b) processed, left ear (c) processed, right ear.
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FIG. 4.5. Inter-aural switching with step transition (TS_ST): Wide-band spectrograms
(Af = 300 Hz) of random noise. Inter-aural switching interval=20 ms and duty
cycle=70%. (a) unprocessed (b) processed, left ear (c) processed, right ear.
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FIG. 4.6. Inter-aural switching with step transition (TS_ST): Wide-band spectrograms
(Af = 300 Hz) of speech syllable /asa/. Inter-aural switching interval=20 ms and duty
cycle=70%. (a) unprocessed (b) processed, left ear (c) processed, right ear.
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FIG. 4.7. Inter-aural switching with trapezoidal transition (TS_TR): Wide-band
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(c) processed, right ear.
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FIG. 4.8. Inter-aural switching with trapezoidal transition (TS_TR): Wide-band
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duty cycle=70% and transition duration=2 ms. (a) unprocessed (b) processed, left ear
(c) processed, right ear.
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FIG. 4.9. Inter-aural switching with trapezoidal transition (TS_TR): Wide-band
spectrograms (Af = 300 Hz) of speech syllable /asa/. Inter-aural switching interval=20
ms, duty cycle=70% and transition duration=2 ms. (a) unprocessed (b) processed, left
ear (c) processed, right ear.
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response choices and obtaining the subject’s responses from its keyboard. Software and

hardware for experimental control are described in Appendix D and E respectively.

Tests were conducted in an acoustically isolated chamber. Procedure of listening test
(described in Appendix D) was explained to the subject. At the beginning of each test, subject
could listen to the test material as many number of times as he/she wants, to become familiar
with the stimuli. In a test, twelve stimulus items were presented, each 5 times, in random
order (with certain uniformity constraints as given in Appendix D), leading to a total number
of 60 presentations. Randomization was also provided across the tests. In a presentation, when
a stimulus item was presented over the headphones, all stimuli were displayed on the subject
terminal screen. Each stimulus corresponded to a key on the subject terminal keyboard.
Subject responded by pressing appropriate key on the subject terminal keyboard. For each
presentation, positions of response choices on the subject terminal screen were also
randomized. In a test, as the presentation of the following stimulus proceeded, the response
key pressed was compared with the correct response and the correct response scores were
updated and were displayed on the operator screen along with stimulus and response for each
presentation. For each presentation, time taken by the subject to respond was also recorded. At
the end of each test, a stimulus-response confusion matrix was formed in which stimuli were
represented along rows and responses were represented along columns. Each entry in the cell
represents the frequency of occurrence of a stimulus-response pair. The diagonal elements
give the correct responses whereas off-diagonal elements represent errors. Sum of the
diagonal elements gives total number of correct responses. Percentage correct recognition
score and response time statistics were also displayed along with the confusion matrix on the

operator screen.

For each experimental condition, tests were repeated till the scores got stabilized.
Tests were taken at least once with feedback of the correct response followed by tests without
feedback. In between the tests without feedback, tests were conducted with feedback if
required by the subject. Only the tests without feedback were considered for analysis. A test

took about 5—8 minutes.

In the scheme of temporal splitting with step transition (TS_ST), there were a total of

20 test conditions (4 duty cycles X 5 SNR). For these 20 test conditions, each subject took
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about 20-25 hours for completion of the tests. Test sessions for the three subjects were spread

over two months depending upon the availability of the subjects.

In the scheme of temporal splitting with trapezoidal transition (TS_TR), there were a
total of 30 test conditions (5 processing conditions X 6 SNR). For these 30 test conditions,
each subject took about 30 hours for completion of all the tests. Test sessions for the five
subjects were spread over a span of about three months depending upon the availability of the

subjects.

Listening tests with normal hearing subjects for evaluation of temporal splitting with
step transition (varying overlap interval) and trapezoidal transition (fixed overlap, varying

slope) will be referred to as “Experiment I’ and “Experiment II” in all tables and figures.

4.4 Test results with step transition (TS_ST)

At the end of each test, responses of the subjects were stored in the form of stimulus-response
confusion matrix. For each experimental condition, five tests with stabilized scores were
considered for analysis of the confusion matrices and response time statistics. Since each test
involved 5 presentations of each stimulus, overall analysis for each experimental condition

involved 25 presentations of each stimulus.

Compilation of subject’s qualitative assessment for unprocessed and processed test
stimuli, under various test conditions was carried out. Response times were used to compare
the load on perception. Information transmission analysis (described briefly earlier in section
3.4, and later in Appendix B) that gives a measure, which is independent of subject’s biasing
for response, was performed on the confusion matrix. Further, confusion matrices were
grouped according to features of voicing, place, manner, nasality, frication, and duration and
were subjected to information transmission analysis. Response times, percentage correct
recognition scores, relative improvement in response times and recognition scores,
information transmission analysis results for unprocessed and processed signals for each
subject and averaged across the subjects are discussed in the following subsections. To
determine the significance of the processing, t-tests (Snedector and Cochran, 1980) were

carried out.
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4.4.1 Quality assessment

Under no-noise condition subjects indicated poorer quality for the speech processed with all
the processing conditions. However, with noise, subjects indicated that the quality of the
processed speech was better than that of the unprocessed speech, with better quality for the

duty cycle of 70%.

4.4.2 Response times

Table 4.1 gives the response times (average of five tests) for unprocessed and processed
speech for the three subjects AB, BT, and SR. The table also provides relative decrease in
response time (processed vs unprocessed) and significance level p from one-tailed t-test. For
unprocessed speech, under no-noise condition, the response time averaged across the subjects
was 2.28 s. It increased by 18, 25, 33, and 43% for 6, 3, 0, -3 dB SNR conditions respectively.

This increase in response time is an indication of load on perception process due to low SNRs.

In the presence of masking noise, the response times are generally smaller in case of
processed speech. Figure 4.12 shows the average of response times of the three subjects for
unprocessed and processed speech under all SNR conditions for all duty cycles and Fig. 4.13
shows the percentage relative decrease in response times. For processed speech with 70%
duty cycle, averaged relative decrease in response time is 1.4, 8.9, 6.8, and 6.6% for 6, 3, 0,
-3 dB SNR conditions respectively. Relative decreases in response time were higher for 70%

duty cycle compared to the duty cycles of 75% and 60%.

4.4.3 Recognition scores

The recognition scores for unprocessed and processed speech and percentage relative
improvement for processed speech for the three subjects are given in Table 4.2. Figure 4.14
shows percentage recognition scores for unprocessed and processed speech and Fig. 4.15

shows relative improvement (%) for processed speech.
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For unprocessed speech, the scores are perfect under no-noise and decrease as the level
of noise increases. The averaged score decreases from 99% for no-noise to 78% for -3dB
SNR. For processed stimuli, under no-noise condition the scores decrease with decrease in
duty cycle. This indicates that, under no-noise condition, temporal splitting degrades speech
perception to a small extent. However, when noise is present, the scores for the processed
stimuli were higher. All the three subjects have shown improvement in score with processed
speech at all the three duty cycles; scores were generally highest for 70% duty cycle. For
higher levels of noise, there is more improvement in recognition score. For 70% duty cycle,
the percentage relative improvement in recognition score varies from 3.7-5.5, 3.1-10.6,
-1-7.0 and 1.2-12.0 for SNRs of 6, 3, 0, -3 dB respectively. Percentage relative improvement
averaged across the three subjects for 70% duty cycle were 4.5, 5.6, 3.1, and 7.7 for 6, 3, 0,
and -3dB SNRs respectively.

The recognition scores of the individual subjects for different SNR conditions were
subjected to t-test (one-tailed) to obtain statistical significance of the processing. As seen from
Table 4.2, at -3 dB SNR, for 70% duty cycle, subject BT has shown statistically significant
improvement (p=0.04). Subject SR has shown statistically significant improvement (p=0.05)
at 60% duty cycle.

4.4.4 Information transmission analysis

For each test condition, combined confusion matrices for five tests (with stabilized scores)
were subjected to information transmission analysis. Relative information transmitted for
unprocessed and processed speech for all the subjects are given in Table 4.3. There was
degradation in overall information transmission with increase in noise level for unprocessed
speech. The overall information transmission, averaged across the subjects, for unprocessed
speech decreases from 99% under no-noise condition to 83% at -3 dB SNR condition. Figure
4.16 shows information transmitted for all SNR conditions. With processed speech, average
of relative improvement in overall information transmitted for 6, 3, 0, and -3 SNR conditions
were 2.1, 3.7, 1.6, and 3.4% respectively for 70% duty cycle. For duty cycles 75% and 60%,

relative improvements are lower than these values.
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For a look into the contributions by various consonantal features in perception,
information transmission analysis was carried out for grouping of consonants by features of
voicing, place, manner, nasality, frication, and duration. These results are also given in

Table 4.3.

Voicing: Relative information transmission is very high for all the subjects under all the
conditions. For unprocessed speech, averaged across the subjects, relative information
transmitted decreases from 100% under no-noise condition to 95.3% at -3 dB SNR condition.
At -3 dB SNR condition, processing with 70% duty cycle has shown a relative improvement

of 4% averaged across the three subjects, i.e. restoring it back to near-perfect transmission.

Place: Figure 4.17 shows the percentage relative information transmitted (averaged across the
subjects). For unprocessed speech, relative information transmitted averaged across the
subjects decreases from 97.3% under no-noise condition to 41% at -3 dB SNR condition.
Processing brings improvement in this feature for all SNR conditions, with maximum
improvement for 70% duty cycle. Relative improvements averaged across the subjects are

11.0%, 19.9%, 21.9% and 31.4% for 6, 3, 0, -3 dB SNR conditions respectively.

Manner: Relative information transmitted decreases from 100% under no-noise condition to
69.3% at -3 dB condition, for unprocessed speech. The processing improves the information
of this feature at 6 dB and -3 dB SNR conditions and the relative improvements are 3.3% and

4.6% respectively for 70% duty cycle.

Nasality: Relative information transmission is perfect for unprocessed and processed speech

for all subjects under all SNR conditions and duty cycles.

Frication: For unprocessed speech, relative information transmitted averaged across the
subjects, varies from 100% under no-noise condition to 48.7% at -3 dB SNR condition. There
is improvement in the transmission of this feature at 6 and -3 dB SNR conditions and the

relative improvement for processing with 70% duty cycle are 6.3% and 18.8% respectively.

Duration: Figure 4.18 show the percentage relative information transmitted (averaged across

the three subjects) for this feature. Relative information transmitted for unprocessed speech
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for decreases from 96.3% under no-noise condition to 43.3% at -3 dB SNR condition. With
processing, relative information transmitted for this feature improved at all the SNR
conditions, improvement is always higher for 70% duty cycle. Averaged across the three
subjects, relative improvements are 12.5, 18.3, 28.8, 21.5% for 6, 3, 0, -3 dB SNR conditions

respectively.

From the above analysis, it is seen that, with decrease in SNR, the information
transmitted for duration and place features for unprocessed speech gets degraded most and
processing helps in restoring the reception of these features. Improvements are generally

highest for 70% duty cycle.

4.4.5 Summary of the results

To evaluate scheme of temporal splitting with step transition along with overlap (duty
cycle > 0.5), listening tests were conducted on three normal hearing subjects with simulated
sensorineural hearing impairment. Effect of processing with different overlap periods was
studied under different SNR conditions. Response times, consonant recognition score, and
relative information transmitted for overall and for different speech features for unprocessed

and processed speech under all test conditions were analyzed.

From the qualitative assessment of unprocessed and processed speech, it was found
that under adverse listening condition of low SNR, subjects indicated better quality for

processed speech than for unprocessed speech.

From the response times it was seen that, for unprocessed speech, response times
increased with decrease in SNR indicating that decrease in SNR results in increased load on
perception. For processed stimuli, response times generally decreased. Hence the scheme of
temporal splitting helped in reducing the load on perception for normal hearing persons under

adverse listening conditions. Improvements were highest at 70% duty cycle.
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Consonant recognition scores for unprocessed speech decreased with increase in noise
level, but these improved with processing. Processing with duty cycle of 70% has resulted in

higher recognition score compared to the duty cycles of 75 and 60%.

From the analysis of information transmission, it can be observed that, overall
information transmitted decreases with decrease in SNR for unprocessed speech and improves
for the processed speech. With decrease in SNR, the perception of the duration feature in
unprocessed speech gets degraded most. Improvement in its reception by inter-aural switching

indicates that processing has reduced the effect of temporal masking.

In these results, it is seen that the duty cycle of 70% gave maximum improvement.
Hence the scheme of temporal splitting with inter-aural switching along with overlap helped
in improving the speech perception for normal hearing persons under adverse listening
conditions by reducing the effect of temporal masking. Use of trapezoidal variation during
switching may further help in improving the perception by reducing the spectral distortion due

to step transition during switching.
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4.5 Test results with trapezoidal transition (TS_TR)

Results of the listening tests conducted on five subjects are presented here. For ascertaining
the improvement in speech quality, a compilation of subject’s qualitative assessment about the
set of the test stimuli, under various listening conditions, was carried out. Test results were
analyzed in the same way as described in the previous section for step transition. Response
times, percentage correct recognition scores, relative improvement in response times and
recognition scores, paired t-test results, information transmission analysis results for
unprocessed and processed signals for each subject and averaged across the subjects are

discussed in the following subsections.
4.5.1 Quality assessment

Compilation of subject’s qualitative assessment under different test conditions indicated, that
under no-noise condition, quality deteriorates for processed speech. With noise present,
subjects indicated better speech quality for processed speech. Also, quality was better for

speech processed with trapezoidal transition than with step transition.
4.5.2 Response times

Table 4.4 gives the response times for processed and unprocessed speech for all SNR

conditions and transition durations. It also gives the paired t-test significance levels.

For unprocessed speech, compared to the e SNR condition, the response times
increase moderately with decrease in SNR indicating that, decrease in SNR increases the load
on the perception. Paired t-test (one-tailed) was performed on the data to measure the
statistical significance of the processed data. For unprocessed speech, under no-noise
condition, the response time averaged across the five subjects was 1.83 s. It increased by 1.6,
3.3, 104, 6.6, 4.9% for 6, 3, 0, -3, -6 dB SNR conditions respectively. This increase is

response time is an indication of load on perception process due to low SNRs.

In the presence of masking noise, the response times are generally smaller in case of

processed speech. Figure 4.19 shows the response times (averaged across five subjects) for



74 Chapter 4. Temporal splitting using step and trapezoidal fading

unprocessed and processed speech, and Fig. 4.20 shows relative decrease in response times.
Averaged across the subjects, relative decrease in response times for step transitions are 3.9,
4.9, 8.3, and 0.14% for 6, 3, 0, and -3 dB SNR conditions respectively. For transition duration
of 1 ms, relative decrease are 9.6, 12.4, 10.2, and 3.5% for 6, 3, 0, -3 dB SNR conditions. For
2 ms and 3 ms transition durations, corresponding values are 10.2, 11.3, 9.6, 1.5% and 7.5,
13.6, 13.6, 8.1% respectively. Relative decrease was statistically significant for 3 dB
(p <0.02) and 0 dB (p < 0.03) for all transition durations. At -6 dB SNR condition processing
with 0, 1, and 2 ms resulted in an increase in response time. However, transition duration of
3 ms has resulted in decrease of 8.0% (p < 0.05). Compared to step transition, trapezoidal
transition results in more improvement in response times, indicating that the trapezoidal

transition is more effective in reducing load on perception process.

4.5.3 Recognition scores

Recognition scores for unprocessed and processed speech and percentage relative
improvement for processed speech, under all SNR conditions are given in Table 4.5.
Figure 4.22 shows percentage recognition scores averaged across the subjects for unprocessed
and processed speech and Fig. 4.23 shows percentage relative improvement for processed
speech. For unprocessed speech, recognition scores for all the subjects decrease as the SNR
degrades. For subject BT, there is relatively small variation, while for subject LT, there is a
very large variation. The averaged score decreases from 100% under no-noise to 81% for
-6 dB SNR condition. Processing with dichotic presentation has resulted in improvement in
the recognition scores, and the extent of improvement appears to be related to the subject’s
susceptibility to poor SNR. Improvements were there for all the transition durations. These
were generally highest for 2 ms transition. Table 4.5 also gives one-tailed t-test significance
levels for recognition scores. For processed speech with step transition, averaged across the
five subjects, percentage relative improvement in recognition score were 1.9, 3.4, 2.4, 5.5, and
11.3 for 6, 3, 0, -3, and -6 dB SNR conditions respectively. For the same SNR conditions the
percentage relative improvements were larger with trapezoidal variation. Improvements in

recognition scores were statistically significant for higher levels of noise.
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4.5.4 Information transmission analysis

Table 4.6 (a) gives the overall information transmitted for five subjects under all SNR
conditions, for all processing conditions. It can be seen that, there is degradation in overall
information transmission with increase in noise level for unprocessed speech. Figure 4.24
shows the percentage overall information transmitted, averaged across the subjects for
unprocessed and processed signal for SNR condition. Relative improvements averaged across
the subjects, with processed speech for 6, 3, 0, -3, -6 dB SNR conditions were 1.1, 3.3, 2.4,
2.8, and 4.7% respectively for step variation. Relative improvements averaged across the
subjects, with trapezoidal variation for 1, 2, 3 ms transitions were 3.1, 4.0, 3.8 for 6 dB; 3.1,
4.1, 4.1 for 3 dB; 5.0, 5.3, 5.5 for 0 dB; 3.6, 6.9, 5.2 for -3 dB; 6.6, 6.6, 8.0 for -6 dB SNR
conditions respectively. An interesting observation is that, for unprocessed speech, subject LT
has a very low recognition score with low SNR. However, the relative information transmitted
for this subject is not much lower than that for other subjects. This indicates that errors in
reception by this subject are not randomly distributed. It can be seen that, dichotic
presentation brings the relative information transmitted for this subject to almost the same

level as for other subjects.

To obtain the contributions by various consonantal features in the perception,
information transmission analysis was carried out for grouping of phonemes by features of
voicing, place, manner, nasality, frication, and duration. Tables 4.6 (b), (c), (d), (e), (f), and
(g) show the relative information transmitted for features of voicing, place, manner, nasality,
frication, and duration respectively under all SNR conditions for all subjects. Averaged across
the five subjects, percentage relative improvements in information transmission for all

features are given in Table 4.7.

Voicing: For unprocessed speech, it can be observed that with decrease in SNR, reception of
voicing is not affected much. Averaged across the subjects, relative improvement in
information transmitted with processed speech for 0, -3, -6 dB SNR conditions were 2.8, 1.4,
and 0.4% respectively for step variation. The improvements for trapezoidal transitions of 1, 2,
3 ms were 3.5, 3.5, 2.8% for 0 dB SNR; 1.6, 1.6, 1.6% for -3 dB SNR; 1.2, 0.4, 1.9% for
-6 dB SNR conditions.
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Place: Figure 4.25 shows the percentage relative information transmitted (averaged across the
subjects) for place feature. Relative information transmitted averaged across the subjects
changes from 100% to 54 %, for no-noise condition to -6 dB SNR, for unprocessed speech.
For 6, 3, 0, -3, -6 dB SNR conditions, for fading function with step variation, average relative
improvements were 3.3, 9.2, 8.1, 20.2, 54.4%. For fading function with trapezoidal variation
with 1, 2, 3 ms transition durations, the average relative improvements were 11.0, 13.6, 14.1%
for 6 dB SNR; 10.0, 13.3, 13.2% for 3 dB SNR; 29.5, 29.5, 34.8% for 0 dB SNR; 29.4, 40.0,
36.2% for -3 dB SNR; 67.1, 66.5, 71.2% for -6 dB SNR.

Manner: For unprocessed speech, relative information transmission decreases from 100% at
no-noise to 81% at -6 dB SNR. For this feature also, step transition does not result in much
improvement. For transition duration with 1, 2, 3 ms, improvements were 0.4, 3.4, 2.1% for
6 dB SNR; -1.2, 1.9, 2.5% for 3 dB SNR; 7.1, 6.7, 5.2% for 0 dB SNR; 1.6, 5.8, 2.1% for
-3 dB SNR; 8.5, 9.8, 10.2% for -6 dB SNR.

Nasality: Relative information transmission for nasality feature is perfect for unprocessed
speech under all SNR conditions. It does not get affected by processing for dichotic

presentation.

Frication: Relative information transmitted varies from 100% under no-noise condition to
69% at -6 dB SNR for unprocessed speech. With step transition, there is improvement in
information transmission only at -6 dB SNR. For fading function with trapezoidal variation,
improvements averaged across the subjects for 1, 2, 3 ms were 2.6, 7.4, 5.1% for 6 dB SNR;
-1.5,3.7,5.2% for 3 dB SNR; 16.3, 14.5, 11.8% for 0 dB SNR; 1.4, 9.4, 2.4% for -3 dB SNR;
18.8,22.7,20.6% for -6 dB SNR.

Duration: Figure 4.26 shows the percentage relative information transmitted (averaged across
the subjects) for duration feature. Averaged across the subjects, the information transmitted
changes from 100% to 49%, for no-noise condition to -6 dB SNR for unprocessed speech.
Average of relative improvement in information transmitted with processed speech for 6, 3, 0,
-3, -6 dB SNR conditions were -0.6, 2.9, 17.5, 64.2, and 223.2% respectively for step

variation. The relative improvements for trapezoidal transitions of 1,2, 3 ms were 8.4, 9.7,
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12.4% for 6 dB SNR; 4.0, 6.2, 7.2% for 3 dB SNR; 40.3, 39.9, 55.2% for 0 dB SNR; 73.8,

70.5,75.2% for -3 dB SNR; 258.5, 244.0, 235.5% for -6 dB SNR conditions.

It can be observed that, under the adverse listening condition of simulated loss,

reception of place and duration was severely degraded. Subjects JK and LT had great
processing, the reception of place and duration improved for all the subjects, and particularly

difficulty in the reception of these two features under poor listening conditions. With
for subjects JK and LT. The improvements for trapezoidal fading are higher than those for

step fading.

It can be seen that, transition duration does not have much effect on the perception of

duration feature, while longer transition duration generally results in higher improvement in
the reception of place feature. It is to be noted that, the trapezoidal fading results in lesser

amount of spectral distortion, and therefore it might be more helpful in place perception.
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4.5.5 Summary of the results

To evaluate the scheme of temporal splitting with trapezoidal variation and overlap (duty
cycle > 0.5) listening tests were conducted on five normal hearing subjects with simulated
hearing loss. For each subject, in each test condition, recognition score, relative information
transmitted for overall and for different consonantal features, and subject’s response times for

unprocessed and processed speech were analyzed.

From the response times it can be seen that under noise condition, there is decrease in
response time due to processing. Decrease in response times is higher with trapezoidal
transition than with step transition. Hence the scheme of temporal splitting with trapezoidal
fading helps in further reducing the load on perception for normal hearing persons under

adverse listening condition.

For unprocessed signal, recognition scores decreased with increase in noise level, but
improved with processing. Scores were higher for trapezoidal variation than step variation.
Generally the scores were higher for transition durations of 2 and 3 ms. For SNR of -6 dB,
relative improvement in recognition scores of 11.3% and 15.6% were observed for step
variation and trapezoidal variation. Hence the trapezoidal fading function helps to improve the

speech intelligibility.

From the information transmission analysis, it was observed that there was maximum
improvement for duration feature (relative improvement of 244% at -6 dB SNR) indicating
that the processing helps in reducing the effect of temporal masking. For place feature,
relative improvement was 71.2% at -6 dB SNR. Trapezoidal fading function with slower
variation resulted in additional improvement to a small extent for duration feature, but to a

large extent for place features at higher levels of noise.

Thus the temporal splitting with trapezoidal fading function along with overlap
improves the speech intelligibility for normal hearing persons under adverse listening

conditions.
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4.6 Discussion

In this chapter, the implementation and evaluation of the schemes of temporal splitting using
step and trapezoidal fading along with overlap to reduce the effect of temporal masking in
speech perception is discussed. Evaluation was done by conducting listening tests on normal
hearing subjects with simulated bilateral sensorineural hearing loss. Subject’s response time,
recognition score, relative information transmission for overall and various consonantal
features were analyzed. Processing with both the schemes improved the response times,
recognition scores, and transmission of consonantal features. Improvements are higher for the

scheme of temporal splitting with trapezoidal transition.

Temporal splitting with both step and trapezoidal fading improved the perception of
mainly the duration feature. This indicates that the temporal splitting reduces the effect of
temporal masking. Temporal splitting with trapezoidal fading improved the perception of
duration feature further. With trapezoidal fading there was improvement in the perception of
place feature also, which can be attributed to reduction in the spectral distortions that occur in

step transition.



oy |99 |8% s |89 |0¢ 6. 68 |60 00 |V |l% 06- |98 |l " “8AY § 101
90¢ |00 |¥0€ 02€ |82 |8LT |.l6C |20€ |19C 85Z |S8Z |82 |.l9C |99C 09T |S9T |vbe |evz |2€T | 82T ‘Bae
0 €0 [€0 €0 |vo [g0 20 €0 [0 €0 €00 |20 900 | 500 | 200 d
ge |90 |98 g5 |ee |6% 18 6L |€F ge |9el 98 89L- | L9k- | 61 ad | e
80 |90 |¥0 L0 |¥0 |¥0 [€0 |¥0 |20 €0 |20 |SO0 (20 |600 €0 €0 |€0 |€0 |00 |800 Ps
9%z |6lc |v2gz Sve |v0e 80 |S0C |GbT |18k 28k |68h |867k |88 |89k 8Lk |G6F |18F |48) |29} |GG | ‘Bael
20 €0 |20 20 1o [g0 600 (20 |0 S0 €0 |v0 €0 €0 [v0 d
g0L |5 |gTh €6 |G | L0- g8l g2 | Lo £0- |¥9- |99 b6 |28 |9 ad |
90 |€0 |0 60 |Z0 |90 |80 (80 |S0 SO |0+ |80 |90 |€0 |OF |9/0 [GO0 |€0 |80 |0 Ps
Sy'e |99°C | /86 68 |€9C | 16C |26C | 68°C |88C 60C | VL€ |25C |66 |8kE 8LE | 86C |85 | 9T |/9¢ |v8Z | ‘Bael
0 |50 [€0 0 |[¥o [vo €0 20 |€0 g0 |20 |10 10 [ 600 |20 d
be- |9 v St |te |61 Ze- 199 |GV Ze- 06 |29 Z6k | VL | €6 ad |
80 |60 |60 G0 |80 (80 L0 (G0 |¥0 €0 |[¥0O |¥0 [€0 |LO |€0 |20 [S0 |€0 |€0 |90 Ps
886 | 92€ |28t €T |96C |G6C |S6C | MOC |PLE  ¥8T |16 |Y0E |€ME |eke |G8C | €0€ |e6C 882 |89C |9ye | ‘BaeL
o) g v o) g v ) g v 9 g v o g v

—— ns ——— ng ——— ng ——— ng e —— ng

1S7s17ds 1S7sLds 1s7s1dg 1S7s1ds 1s7s1ds S

HNS ap ¢- HNS 8P 0 HNS ap € HNS gp 9 HNS e©

(8 = Jp ‘G = u ‘passasordun sa passacoid) 159}
-} Pa[Ie}-auO I0J [oA9[ oueoyTusIs :d ‘passeoordun 03 J0odsa1 YIm 9, UT 3SBIIDOP ATIR[I = (I ‘(S) UOTJBIASD pIEpUR)S = 'P'S
‘(s) own asuodsar a3eroae = ‘3ar], 102[qns :S 9% (09 Pue ‘0L ‘S/ S9[0Ad Anp 03 Surpuodsariod DT IS™SLdS ‘9 1S SLdS
VLS~ SLdS yooadg passaooid 10J pue (nS) yoaads passacordup) 1oy sown asuodsay] (1S~ S.L) T wewndxy "1+ 419V.L



6'S L'L LC Sc [R5 %4 144 9'G A 44 Sy €'e L'g- | €¢ | 0¢ I
3Ay 1 101dey]
€¢c8 | €€8 | 008 | LLL|L98 €/8 | L98 G8 0c6 | 066 068 | 88 L'c6 | 066 0¢6 | 68 L'G6 | 06 | €6 | 66 s
SAy  191dey
S00 | ¥'0 c0 €0 ¥0 €0 800 | ¥00 ' €0 c0 00 00 900 | ¢0 10 d
8'G ¢l e ke 0F | O [ 1€ (4 (4 A% A4 0¢- | 0¢ | 0¢ ik us
6} 19 8¢ ¢S | €¢ L'S e 'S | ¢¢ L'} 0¢ G§¢ | §¢ 60 L0 ¢e | ¥e 8’} ¥'e 80 ps
016 | 08 | 068 | 98 06 0326 | 0¢c6 | €6 086 | 086 096 | 96 06 | 066 066 | 96 0.6 | 086 | 086 | 00} SH
c0 Y00 | ¥'0 ¢0 ¢0 €0 ¢0 10 €0 10 00 ¢0 00 | £L00 | }O d
Sy 0¢h | G- 7’8 0L 4% 08 90} 9% 19 Le L¢ 0¢ | 0¢c | 0¢ Id It
99 9'8 6'8 6+ |18 9'8 g8 68 | 86 98 €¢e 6L | 9SG '8 Sy ¥G | ¥e | 0Y 8¢ 7'l ps
00L | 0GL | 099 | L9 0LL 09L | 0¥L | ML 018 | 0€8 0ZLL | G 098 | 0¥8 O0¥%8 | I8 096 | 096 | 096 | 86 S
c0 10 c0 70 ¢0 ¢0 L0 000 ¥'0 4] 10 €0 00 100 | SO0 d
S/ 00k | 29 S €€ €e ke 1€ 0'}- 144 g'q (%4 09- | 0¢ | 0¢ I'd av
1'8 7’6 60} b6 | L9 €9 Sy 69 | 9¢ L'} e At 6 (25 89 |9} x4 0¢ 00 ps
098 | 088 | 098 | 08 0c6e O0v6 | 0V6 | 16 06 | 086 06 | 96 096 | 096 0¢€ | 16 0v6 | 046 | 086 | 00L SH
0 <] v 0] g v 0 g v 0 <] v 0] g v
P —— ns P —— ns P —— ns P —— ns P —— )
1s7s17ds 1s7s17ds 1s7s17ds 1s7s17ds 157s17ds S
dNS gp €- HNS 8P 0 dNS ap € HNS 8P 9 HNS o

(8 = Jp ‘G = u ‘passadordun sa passedoid) 159y
-} Pa[IB}-auO 10J [9AQ] ouedIUTIS :d "passadordun 03 3102dsar Yum 9, Ul JUSWAOCIJWI QANE[AI = 'Y ‘UONHBIAIP pIepue)s =
prs 902[Qng 1S "%09 pue ‘0L ‘GL se[k> Amp 01 Furpuodsenrod HTISTSLAS ‘gTLS SLTdS VLS SL dS yooadg
Passa001d 10J pue (ng) yodadg passasordun) Joj (SY) SI00s UONTUT093T 93.IU0Id (1S SI) T uewmradxq 7 A19dV.L

Surpey eprozader; pue dais Sursn Sumpds [erodwa ], 4 19dey)



€08 | L2S | L6y | €€y | €19 L'GL | €99 €69 |LGL /8 L9L | L'€L | L'€L | €08 LLL €L | €L | €8 18 €96 By
€9 °1% 69 8¢ 1L 0L 19 L9 96 68 08 9L g8 cb 96 0L 6. a8 c8 G6 dS uoeing
4% 8% yAS (517 144 0L 69 G 4] 9L 89 29 A%} 79 19 89 18 €8 08 76 19 '
9y 5 (3] (%4 €9 /8 6. 09 6L 96 4] €8 6L g8 9L 9/ 12 18 18 00} av
VA% [} 8y L8y | €19 | €V9 | 29 €0L (L8L L'18 | L'18 | S8 €18 | €26 €16 /8 86 66 66 00} By
19 4] 1S (617 99 89 89 172 06 16 00L | 00} 16 00L 00 OOk | OO | OO | OOL | OOL dS UoneoL4
6c | |9 |l | Il | €8 |05 |¢€S 1S 1S 86 9 |22 v, 9L |6 |16 |6 |00 14 e
] 79 19 0L €L 78 g8 /8 £6 16 76 .6 6 00F 00F @8 16 00F | 00F | OO} aqv
86 00+ | OOF | OOk |OOL |OOF |OOF |OOF |.86 .86 | 00L |OOL |OOL | .86 O00OL OOF |OOF |OOF | OOL | OOk By
00F | OOL | OOL | OOF | OOL | OOL |OOL | OOk |96 00FL | OO | OOL |OOL |[OOL OO OO | OOk |OOL |OOL | OO dS AureseN
76 00F | OOFL | OO |OOL | OOF |OOF | OO |OOL 96 00L | 00F | OOk |96 00 00L | OO | OO | OO | OOL 19 '
00 | OOL [ 0OOL | OO |OOL | OOL [ OOL | OOL |OOL OO |[OOL |/ OOL |[OOL |OOL OOL OOL |OOL |OOL | OOL | OO av
€9 | LWL |69 | €69 | L. |€8L L. 28 |/I8 188 | 68 16 68 | €66 G6 €26 | L'86 | €66 | €66 | 00 "By
9L ML 172 69 6L 08 08 78 cb 86 00L | 00L | G6 00L 00 OOL | OO | OO | OO | OOL dS JoUURp
9¢ 99 1S A 89 <9 09 0L eL 0L 1L GL LL 98 G8 98 86 86 86 00} 149
0L 8. 9/ 4] 78 06 16 [4s) 96 86 96 86 G6 00 00k 16 86 00F | 00F | OO} aqv
128 | VS [ L9y | W | 209 | €9 | €69 | /S |9 €08 | 2L | 69 €./ |€6L €LL V. |98 |.88 |L06 |6 | ‘bay
<9 1%} 09 99 el L. 69 €L cb cb 88 78 88 96 86 €8 /8 76 €6 86 dS 008l
€e A 12 9 oF 4% [0}% 8¢ cs 8¢ 67 v 6S 1S 8% ¥S 88 78 /8 76 19
09 €9 €q 84 (A 74 18 0L 78 16 18 18 a8 a8 9, 9/ €8 88 [4s) 00} av
L6 | 66 G6 €66 | 00l | 86 66 L6 86 €L6 | 66 €86 | 66 €.l6 66 00} | 66 00} | 66 00} By
00L | OOL | OOL | OOL | OOF | /6 00F | L6 16 00 | OOk | OOL |OOF |OOL OOk OOL |46 00F | 00F | OO dS BuloIon
c6 00} | 88 26 00l | /6 00F | /6 16 cb 16 ¢6 16 cb 16 00F | 0OF | OOF | /6 00} 19 o
00} | /6 | /6 |6 |00L |0OL | /6 | /6 |0OL OO |OOL |0OL |OOL | OO 0OL QOL |OOL | 0OL | OOk | 0Ok av
€v8 | L'S8 | L'¢8 | €8 /8 L'88 | 88 /8 16 €6 €16 | L68 | L'I6 | Lc6 €¢b6 L06 |LG6 €96 | £L6 | 66 By
16 68 06 06 a6 c6 c6 c6 16 86 16 G6 96 66 66 96 96 86 86 66 dS leseno
GL 18 €L Ll 6L Z8 08 08 18 78 €8 18 a8 78 98 98 96 G6 96 86 19
/8 /8 a8 4] 06 [4s) 4 06 G6 16 76 €6 76 g6 [4s) 06 g6 96 86 00} av
o||m| v i o||m| '/ ns o||m| v ns 0||m| v n o||m| v N
1S7s17ds 1S7s17ds 1S7sL7ds 1S7sL7ds 1S7sLds S ainjea4
HNS ap €- dNS ap 0 dNS 9P € UNS 9P 9 NS o

109[qng :§ "A[eAnoadsal 9,9 pue ‘(L ‘S/ SO[9Ad Anp 01 Surpuodsarrod DTS SLdS ‘9 1S SLdS ‘vVvLS SIds
[yo9adg possacolq 1oy pue (nS) yoeads posseooidun 10J (%) poniwisuesl uonewlIojul dAneRy “(1S™SL) T wowwedxg €y d19V.L

Surpey eprozader; pue dais Sursn Sumids ferodwa ], 4 191dey)



G600 [¥'0 |90 |0 L0020 €0 V0 8000 €00 €00 |S00 H0'0 (200 00 |20 b0 |[v1'0 €00 (20 L0 800 0 (S0 d
08 |¥'l- |¥0°0- 0}~ b8 |G ST vI0 9€l |96 <¢0l €8 9€L €L vl |6F GL |¢0 |96 |6¢ L0l |96 |88 |}¢ ‘ad
€0 |¥0 |v0O ¥0 |¥O |90 |¥O SO ¥O S0 (S0 ¥O ¥O |¥O (€0 (€0 |[€0 €0 |€0 €0 |€0 |¥O |¢0O (€0 €0 (kO [¥0O [0 |[€0 |¥0 Pps
L'V V6L (267 V6L [26°L |08°L |16k [L87F ¥6Th [96'L |LL) |¥87L 28'h (98'L [€0°T SOk 69k L9k 08k 67k [KLh 99k [L9°L |6L) |98k |6G°L V9L |€9°L |€8°L (€87} | DAL
G/} |€6°F |00°C (96°F €9} | V9L |88°) 167} 067} |28'F |G8') (0L} eL'} |69F [€FC |99} [LSTH ¥SL |eSL G6°) |8G°F |VSH |€STL (08} |89°) (8EL | ML |6EL (€9} G99} 11
6E°L [ 1GL |6S°L (€S} |69} |LETH |€STL (8YL 6F'L [ 29F |SETL evh 99Tk | KGTH [CO') |€GF [LSTL WL |89 89 (897 |09k |8STL 29k |97} (9GL [OV'L |09k {98} |8G7) nr
L€¢ |LS°¢ |99°¢ |89'¢ |9G¢ |¥L'¢ |€G°¢ |0L'C 09C |¢L'¢ [¢5¢ |Sv'e 8F¢ |6V |¥S¢ |Gc'¢ |¢c’c 6L'¢ |9¢¢ 0€'¢ |0¢c'¢ 9¢¢ |¢0¢ €¢¢ |Lee |HL'} |Le¢ S8') |0ce |Ev'e v
FOTL[8L°H [19'L (L) |€8L |6 [ZG7) 09k €L |SYE [ IS [ LLTL 89'L [68°F [¢6°) | ML |EFL 8YL |SLTL 6LV |9GT) [Vek [¥O'L 8L |60°C (€L7) |OL°) (€8} {98} |¥G'L 14
SLLE6H VLT €8°L [ 167} |9L7F [€0°C |99} 90°¢ LT [1O'L (06°F (L9} |2Lh |26k |8Yh [VOL LLTE 6L OL7F |SO°F |S9H [09°) [0GF | 1O°F (8GL [ VYL [ LYL {09} | ¥6') av

alola|yv alo|9 v alolaly alo 9a|v alo|aly al|olaly
—— ng 1 ng — ng — ng — ng L ng
H1 S1ds H1 s17dg d1S1ds H1 S17ds H1s17ds d1 sl ds S
HNS &P 9- dNS &P ¢- HNS gp 0 uNS ap € 4NS gp 9 HNS o

‘(% = Jp ‘S = U ‘s10alqns oy} ssoIoe pafeIaAe ‘passaoold sa passacordun) 1s93-) parred
Po[Te1-ou0 [9A9] 2ouedlyIusts :d “passooordun 03 109dsor IIM 9, UT 9SBIIOAP IATIR[I JO 9SeIoA® = (I ‘(S) UOIIBIASD pIepurls = p's “(S)
own asuodsal a3e1oay = "3AR[, 102lqn§ S SW ¢ ‘7 ‘[ ‘0 suoneinp uonisuen o) Surpuodserrod YL SLdS ‘O ML SLdS ‘g ML SI ds
‘V UL SLdS yoeads passadoid 10 pue (nS) yoeads passedcorduny 10j (s) sewny osuodsoy (NI SL) I wowwadxg % d19V.L

Surpey eprozader; pue dais Sursn Sumpds [erodwa ], 4 19dey) 0S



Chapter 5

Processing with time-varying comb filters

5.1 Introduction

In the scheme of spectral splitting (reviewed in Chapter 3), sensory cells
corresponding to alternate bands of the basilar membrane are always stimulated,
whereas sensory cells of other bands are always relaxing in both the ears. In temporal
splitting (presented in Chapter 4), all the sensory cells of the ears get relaxed
alternately for some time. In the second phase of our research, a scheme for combined
spectral and temporal splitting of speech signal for binaural dichotic presentation has
been devised using time-varying comb filters. With the combined splitting, all the
sensory cells of the basilar membrane get periodic relaxation from stimulation. The
implementation and evaluation of this scheme with normal hearing subjects and

simulated bilateral sensorineural loss are presented in this chapter.
5.2 Time varying comb filters

To reduce the effect of spectral and temporal masking simultaneously, Lunner et al.
(1993) studied the combination of spectral and temporal splitting by alternately
switching the odd and even bands between the two ears. Authors have reported that
the scheme resulted in perception of periodic interruptions and did not improve speech
perception. Sweeping the bands (gradual shifting between odd and even bands and
vice versa) instead of instantaneous switching may reduce the spectral distortion, and
thereby, it may improve the perception degraded due to increased temporal and

spectral masking. Hence, we have investigated a scheme of sweeping of odd and even
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bands for binaural dichotic presentation as a possible solution to reduce the spectral
distortion that deteriorates speech quality. The scheme combines the effect of both
spectral splitting (separation of odd and even bands for presenting to the two ears)

and temporal splitting.

For sweeping the bands, a pair of time-varying comb filters with
complementary magnitude response are used. The comb filters used are based on
auditory critical bandwidths (Zwicker, 1961) as used by Chaudhari and Pandey
(1998a,b).

The frequency range between two alternate critical band center frequencies
(e.g. between I™ and (I+2)™ critical bands), was divided into m equal parts, to obtain
center frequencies of the bands of the time varying comb filters. This procedure was
carried out for the entire frequency range. Eighteen critical bands used for splitting
and division between each alternate critical bands for obtaining sweeping of bands are
given in Tables 5.1 and Table 5.2. The duration of sweeping is 20 ms (the same time
as used for inter-aural switching for temporal splitting). Each set of successive pair of
complementary comb filter operates for specified time (total shifting period/number of
shifting, 20/m ms), repeating after every 20 ms till the entire speech signal gets
processed. The implementation of the scheme of combined splitting is as shown in Fig.
5.1a. Figure 5.1b shows the sweeping of the magnitude response of a time varying

comb filter.

TABLE 5.1. Eighteen critical bands for spectral splitting.

Filter for left ear Filter for right ear

Center Passband Center Passband

Band | frequency | frequency Band | frequency | frequency

kHz kHz kHz kHz

1 0.13 0.01-0.20 2 0.25 0.20-0.30
3 0.35 0.30-0.40 4 0.45 0.40-0.51
5 0.57 0.51-0.63 6 0.70 0.63-0.77
7 0.84 0.77-0.92 8 1.00 0.92-1.08
9 1.17 1.08-1.27 10 1.37 1.27-1.48
11 1.60 1.48-1.72 12 1.86 1.72-2.00
13 2.16 2.00-2.32 14 2.51 2.32-2.70
15 2.92 2.70-3.15 16 3.42 3.15-3.70
17 4.05 3.70-4.40 18 4.70 4.40-5.00
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TABLE 5.2. Bandwidths for eighteen critical band filters with four shifting between
odd-even-odd bands.

Filter for left ear Filter for right ear

Band Center Passband Band Center Passband
1 0.15 0.01-0.20 2 0.25 0.20-0.30
0.20 0.15-0.25 0.30 0.25-0.35

0.25 0.20-0.30 0.13 0.07-0.20

0.30 0.25-0.35 0.20 0.15-0.25

3 0.35 0.30-0.40 4 0.45 0.40-0.51
0.40 0.35-0.46 0.51 0.45-0.57

0.45 0.40-0.51 0.35 0.30-0.40

0.51 0.45-0.57 0.40 0.35-0.46

5 0.57 0.51-0.63 6 0.70 0.63-0.77
0.63 0.57-0.69 0.77 0.70-0.84

0.70 0.63-0.77 0.57 0.51-0.63

0.77 0.70-0.84 0.63 0.57-0.69

7 0.84 0.77-0.92 8 1.00 0.92-1.08
0.91 0.84-0.99 1.08 1.00-1.17

1.00 0.92-1.08 0.84 0.77-0.92

1.08 1.00-1.17 0.91 0.84-0.99

9 1.17 1.08-1.27 10 1.37 1.27-1.48
1.27 1.18-1.37 1.48 1.37-1.59

1.37 1.27-1.48 1.17 1.08-1.27

1.48 1.37-1.59 1.27 1.18-1.37

11 1.60 1.48-1.72 12 1.86 1.72-2.00
1.72 1.60-1.85 2.00 1.85-2.15

1.86 1.72-2.00 1.60 1.48-1.72

2.00 1.85-2.15 1.72 1.60-1.85

13 2.16 2.00-2.32 14 2.51 2.32-2.70
2.33 2.15-2.51 2.71 2.50-2.92

2.51 2.32-2.70 2.16 2.00-2.32

2.71 2.50-2.92 2.33 2.15-2.51

15 2.92 2.70-3.15 16 3.42 3.15-3.70
3.16 2.91-3.42 3.72 3.41-4.03

3.42 3.15-3.70 2.92 2.70-3.15

3.72 3.41-4.03 3.16 2.91-3.42

17 4.05 3.70-4.40 18 4.70 4.40-5.00
4.39 4.01-4.77 5.07 4.62-5.52

4.70 4.40-5.00 4.05 3.70-4.40

5.07 4.62-5.52 4.39 4.01-4.77
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Each time varying comb filter constitutes a number of comb filters, depending
on the number of shifting (represented as m). Each of these m comb filters has 9 pass
bands corresponding to the auditory critical bands. At a given time, two comb filters
which have complementary magnitude response, one each from the pair of time
varying comb filters are used to process the speech for binaural dichotic presentation.
If the comb filters in the time varying filters for the left ear are numbered in the order
of sweeping as [1], [2], ..., [m/2], [m/2 +1], ..., [m], then those for the right ear will
be numbered as [m/2 +1], [m/2 +2], ...[m], [1], [2], ..., [m/2]. These comb filters have
magnitude responses such that the bands of comb filter [2] will be shifted along the
frequency axis with respect to comb filter [1] as shown in Fig. 5.1b. In a similar way
all the pass bands of each of the comb filter will be a shifted version of the
corresponding pass band of the previous one. After m shifting when the cycle repeats,
it looks as though each pass band merge into the next pass band. The complementary
pairs are [1] and [m/2 +1], [2] and [m/2+2], ..., and [m/2] and [m] as shown by the

positioning of rotating switch in Fig. 5.1a.

In the scheme of spectral splitting for binaural dichotic presentation
investigated by Chaudhari and Pandey (1998a,b), reviewed earlier in Chapter 3, two
complementary comb filters with pass bands corresponding to critical band auditory
filters were used. In their scheme, 18 bands were used to cover the frequency range of
5 kHz. Comb filters were 128-coefficient linear phase FIR filters, designed for sharp
transitions between the bands using frequency sampling technique and sampling rate of
10 kHz (Chaudhari and Pandey, 1998b). In floating point implementation, these filters
have maximum pass band ripple of 4 dB, minimum stop band attenuation of 10 dB,
and transition width (Af) of 78 Hz (Cheeran ef al. 2002). The odd and even bands
which form a pair of comb filters, split the speech into two such that the spectral
components that are likely to get masked are presented to different ears. In ideal
splitting, any spectral components would be presented to one ear. However, with the
filters with finite crossover in magnitude response, the components lying in the pass
band are presented to one ear, whereas those lying in the transition region are
presented to both ears. With the same intensity, binaurally presented components will
be louder than monaurally presented components, however the loudness is generally

less than double (Scharf, 1969). If the magnitude response is not properly adjusted at
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the transitions, the components lying in the overlapped region will be perceived with
different loudness and will reduce the speech quality. Hence in our research, it was
decided to conduct perceptual balance tests and optimize the comb filter design for

minimum perceived spectral distortion.

Loudness perception tests were conducted using different types of stimuli, to
determine the difference in intensity for same perception in monaural and binaural
presentations. Loudness perception test results showed that the perceived levels match
when the binaural level was 4-9 dB lower than monaural level (described in Appendix
C). Based on these results, pairs of comb filters were designed with different levels at
crossovers between adjacent bands and were tested by slowly swept sinusoidal tones.
Experiments showed that the change in loudness was negligible with crossover
response lying between -4 dB and -6 dB. With this constraint for response at the
crossover frequencies, comb filters with responses corresponding to 18 critical bands
were designed as linear phase FIR filters, using frequency sampling technique. Work
has been carried out to optimize the magnitude response of the comb filters for
minimizing perceived spectral distortion by having low pass band ripple, high stop
band attenuation and perceptual balance at inter-band crossovers. The work was
carried out jointly with my colleague A. N. Cheeran and it is described in Appendix C.
Figure 5.2 shows magnitude response of optimized comb filters. These filters are
256-coefficient linear phase FIR filters with pass band ripple less than 1 dB, stop band
attenuation of more than 30 dB, transition width varying from 78 Hz to 117 Hz, and
signal level at transition crossovers between -4 to -6 dB. These filters have resulted in
improved speech quality and speech perception (Cheeran et al. 2002). Implementation
and evaluation of scheme of spectral splitting using comb filters with sharp transitions
and comb filters with magnitude response optimized for minimum perceived spectral

distortion, are given in Appendix C.

The pre-calculated set of filter coefficients were cyclically swept with
m shifting (2, 4, 8, or 16) with a time period of 20 ms. After every time slot of
20/m ms a new set of coefficients for next pair of comb filters takes over. The
sweeping of magnitude responses in the time varying comb filters is represented in

Figs 5.3 and 5.4, for 2 and 4 shifting respectively.
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A program “filt” was written in C (described in Appendix C) for offline
processing of the speech signal. The process of splitting was verified by obtaining the
spectrograms of the processed outputs using a spectrographic analysis set-up (as
described in Appendix A). Figures 5.5, 5.6 and 5.7 show the wideband (Af = 300 Hz)
spectrograms of a swept sine wave, random white noise, and speech syllable /asa/
respectively for the scheme of combined splitting. Each figure shows spectrograms of
unprocessed signal and the two processed signals having complementary symmetry

(sweep duration = 20 ms and no. of shifting = 4).

5.3 Listening tests

Listening tests were conducted to assess the effectiveness of the scheme of combined
spectral and temporal splitting using time varying comb filters. Tests were conducted
on five normal hearing subjects with simulated sensorineural hearing loss. In the tests,
subjects were asked to identify a closed set of 12 English consonants in VCV context,
presented over the headphones. Listening tests consisted of (a) diotic presentation of

unprocessed speech, and (b) dichotic presentation of processed speech.
5.3.1 Test material and subjects

The test material was same as that used in the schemes of temporal processing
(TS_ST and TS_TR). Twelve English consonants /p, b, t, d, k, g, m, n, s, z, f, v/ were
used in the VCV context with vowel /a/ as in father. Simulation of sensorineural loss
in normal hearing persons has been done for SNRs of «, 6, 3, 0, -3, -6, -9, -12, and
-15 dB. Broadband Gaussian noise (from function generator HP 33120A) was added
to the speech stimuli maintaining the SNR constant on the basis of short-time

(=10 ms) energy of the speech signal.
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FIG. 5.1. (a) Schematic representation of combined splitting using time varying
comb filters and (b) Representation of magnitude response of one of the time varying
comb filters which includes a set of comb filters (magnitude responses), which are
swept over one after the other cyclically.
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FIG. 5.2. Magnitude responses of the pair of comb filters (256-coefficients) designed
for low perceived spectral distortion. Crossover lies between -4 dB and -6 dB with
respect to pass band response. Minimum stop band attenuation 30 dB and maximum
pass band ripple is 1 dB.

Five normal hearing subjects (AB: M 28, SS: F 24, VK: M 27, AC: F 37, JK: M
25) participated in the listening test. Subjects AC and JK had participated in the
scheme of TS_TR, and subject AB had participated in both TS_ST and TS_TR
experiments. All the subjects had pure tone thresholds less than 20 dB HL in the

frequency range of 125 Hz to 6 kHz.

5.3.2 Experimental procedure

To evaluate the scheme of inter-aural switching with spectral and temporal splitting,
and to find the near-optimal number of shifting, listening tests were conducted.
Experimental set-up and experimental procedure for conducting the listening tests
were same as described earlier in Chapter 4. Processed and unprocessed stimuli were
added with broadband noise at different SNR conditions to simulate sensorineural
hearing loss in normal hearing subjects. There were a total of 45 (5 processing
conditions X 9 SNR) test conditions. Tests were conducted in an acoustically isolated

chamber. Test scores were obtained in the form of confusion matrix. The confusion
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FIG. 5.3. An idealized representation of magnitude response of the pair of time
varying comb filters using 2 shifting (m). After every 10 ms (20/m) next pair of comb
filter takeover. The cycle repeats after 20 ms. (a) for left ear (b) for right ear.

Inten. dB
] 0 0
T 4
> 3
2
o 2
& 1
L
s 0 -40
0 5 10 15 20 25 30
Time (ms)

@ Inten. dB
i~ 0
T
X
>
Q
<
]
=
S
L e
&3 —— -40

0 5 10 15 20 25 30
Time (ms)
(b)

FIG. 5.4. An idealized representation of magnitude response of the pair of time
varying comb filters using 4 shifting (m). After every 5 ms (20/m) next pair of comb
filter takeover. The cycle repeats after 20 ms. (a) for left ear (b) for right ear.
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matrix shows the stimuli along rows and responses along columns. Each entry in the

cell shows the number of times a stimulus-response pair occurs in the test.

In the test, 12 stimuli were used and each stimulus was presented 5 times in
random order (as described in Appendix D). A test run takes about 5-8 minutes.
Hence for 45 test conditions, each subject took about 50 hours for completion of all
tests. Test sessions for the five subjects were spread over a span of about four months
depending upon the availability and willingness of the subjects. The tests are referred

to as “Experiment III” in the tables and figures.

5.4 Test results

Results of listening tests for unprocessed and processed speech are presented in this
section. For ascertaining the improvement in speech quality, a compilation of subject’s
qualitative assessment of the test stimuli processed under various listening conditions
was carried out. Response times for unprocessed and processed speech were obtained
to assess the effectiveness of the processing scheme in reducing load on perception.
Percentage correct recognition scores were obtained from confusion matrix. Paired
t-test was carried out to determine the level of significance due to processing.
Information transmission analysis, a measure that is not affected by subject’s response
bias was carried out. Information transmission analysis was also performed for speech
features to determine the contribution of each feature in improving the speech

perception.

5.4.1 Quality assessment

Compilation of subject’s qualitative assessment indicated that under no-noise
condition, subjects reported the quality of processed speech to be inferior compared
to that of the unprocessed speech. However, under poor SNR conditions quality was
better for processed speech signal than that for unprocessed signal. There was

preference for speech processed with 4 and 8§ shifting.
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5.4.2 Response time

Table 5.3 gives the response times of individual subjects and averaged across the five
subjects for processed and unprocessed speech, for all SNR conditions. It also gives
percentage relative decrease in response time averaged across the subjects and paired
t-test (one-tailed) significance levels. For unprocessed speech, the response times
increased with decrease in SNR indicating that decrease in SNR increases the load on
the perception process. Figure 5.8 shows the response times (averaged across five
subjects) for unprocessed and processed speech and Fig. 5.9 shows the percentage
relative decrease in response time. For unprocessed speech, average response time
was 1.89 s under no-noise condition. It increased by 11.1, 18.5, 17.4, 23.2, 18.5,
22.75, 31.7, 38.1% for 6, 3, 0, -3, -6, -9, -12, -15 dB SNR conditions respectively.
Averaged across the subjects, relative decrease in response time for 4 shifting were
6.7, 6.7, 3.4, 16.2, 10.3, 7.8, 15.8, 16.3% respectively. For 8 shifting, the
corresponding values were 8.5, 8.8, 5.6, 14.6, 5.8, 14.0, 13.7, 12.9%. Relative
decreases were statistically significant for 8 shifting, for 0, -3, -9, -12 dB SNRs with p
< 0.04 and 4 shifting has resulted in statistically significant decrease (p < 0.04) at -6, -
12, -15 dB SNR. For higher levels of noise, higher improvements were observed for

shifting of 4 and 8.

5.4.3 Recognition score

Average of recognition scores of five tests, for each condition, for each subject was
obtained. Table 5.4 gives the recognition scores for each subject for each test
condition, averaged recognition scores, averaged relative improvement in recognition
scores for processed speech, paired t-test (one-tailed) values. Figure 5.10 shows the
recognition scores (averaged across five subjects) for unprocessed and processed
speech and Fig. 5.11 shows relative improvement in recognition score. Recognition
scores averaged across the subjects for unprocessed speech decreased from 100%
under no-noise condition to 96, 94, 93, 88.7, 85.5, 81, 74, 64.5% for 6, 3, 0, -3, -6,
-9, -12, -15dB SNR conditions respectively. Relative improvements in recognition

scores for processed speech with 4 shifting were 2.2, 5.3, 5.6, 9.4, 13.9, 15.3,
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19.2, 32.1% for 6, 3, 0, -3, -6, -9, -12, -15dB SNR conditions

respectively.
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For 8 shifting corresponding values were 3.4, 5.5, 4.6, 11.2, 10.8, 15.4, 18.1, 28.7%.

From the paired t-test (one-tailed) analysis, the improvements due to
processing with shifting are statistically significant for 4 and 8 shifting under -12 and

-15 dB SNR conditions.

5.4.4 Information transmission analysis

Table 5.5 gives the overall information transmitted for all subjects under all test
conditions and a plot of values (averaged across five subjects) is shown in Fig. 5.12.
Overall information transmitted averaged across the five subjects for unprocessed
speech, varied from 100% under no-noise condition to 96, 94.6, 93, 89, 87, 83, 77,
70% for 6, 3, 0, -3, -6, -9, -12, -15 dB SNR conditions respectively. Under poor SNR
conditions, processing resulted in an increase in information transmitted. Relative
improvements of overall information transmitted for processed speech with 4 shifting
were 2.6, 3.9, 4.8, 8.5, 10.9, 10.5, 13.2, 18.5% respectively. For 8 shifting
corresponding values were 3.2, 4.3, 3.7, 10.1, 8.4, 12.0, 13.0, 16.6 %.

It is seen that, subject VK has low recognition score with low SNR. However,
relative information transmitted for this subject is not lower than for other subjects.
This indicates that, errors in reception by this subject are not randomly distributed.
With dichotic presentation, relative information transmitted is better for this subject

than for the other subjects.

Table 5.5 also gives the relative information transmitted for features of voicing,

place, manner, nasality, frication, and duration.
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Voicing: Perception of this feature was degraded at higher noise levels. Relative
information transmitted for unprocessed speech for -12 and -15 dB SNR condition
were 93 and 91%. For processed speech with 8 and 16 shifting the relative
improvements were 2 and 5.6% at -12 dB SNR. At -15 dB SNR condition, relative

improvement for processed speech with 16 shifting was 3%.

Place: Figure 5.13 shows the relative information transmitted (averaged across five
subjects) for unprocessed and processed speech. For unprocessed speech, it varied
from 100% under no-noise condition to 95.4, 91.0, 83.6, 73.0, 62.0, 50.0, 37.0,
29.0% for 6, 3, 0, -3, -6, -9, -12, -15dB SNR conditions respectively. Relative
improvements for processed speech with 4 shifting were 3.1, 7.1, 13.9, 24.7, 54.3,
64.4, 115.1, 177.0% respectively. For 8 shifting corresponding values were 3.9, 6.6,
10.4, 29.7, 39.6, 68.9, 99.3, 148.5%.

Manner: Figure 5.14 shows the information transmitted (averaged across five
subjects) for manner feature, for unprocessed and processed speech. For unprocessed
speech, it varied from 100% under no-noise condition to 91, 89, 92, 86, 83, 76, 70,
58% for 6, 3, 0, -3, -6, -9, -12, -15dB SNR conditions respectively. Relative
improvements for processed speech with 4 shifting were 6.2, 9.5, 6.0, 14.7, 17.0,
25.8, 27.8, 36.8% respectively. For 8 shifting corresponding values were 9.6, 11.2,
2.1, 17.4, 14.8, 25.4, 20.1, 34.2%.

Nasality: Perception of this feature was degraded at higher noise levels. Relative
information transmitted for unprocessed speech was 86% at -15 dB SNR condition.
For processed speech, relative improvements with 8 and 16 shifting were 3.3 and

4.6%.

Frication: Figure 5.15 shows the relative information transmitted (averaged across
five subjects) for unprocessed and processed speech. For unprocessed speech, it
varied from 100% under no-noise condition to 85, 82, 87, 76.6, 72.4, 61, 52.4, 38%
for 6, 3, 0, -3, -6, -9, -12, -15 dB SNR conditions respectively. Relative improvements
for processed speech with 4 shifting were 11.8, 18.7, 11.6, 31.2, 34.2, 67.9, 78.0,
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94.3% respectively. For 8 shifting the corresponding values werel9.2, 21.7, 4.67,
36.2, 30.5, 65.2, 54.1, 85.7%.

Duration: Figure 5.16 shows the relative information transmitted (averaged across
five subjects) for unprocessed and processed speech. For unprocessed speech, it
varied from 100% under no-noise condition to 95, 92, 85, 77, 64, 50, 35, 24% for 6,
3,0, -3, -6, -9, -12, -15 dB SNR conditions respectively. Relative improvements for
processed speech with 4 shifting were 5.9, 3.0, 10.8, 21.3, 50.7, 110.1, 228.8,
365.4%respectively. With 8 shifting corresponding values were 3.9, 4.5, 3.6, 25.1,
34.5, 109.0, 166.9, 317.7%.

Subjects SS and VK had great difficulty in perception of place and duration
features under poor listening condition. With processing, the reception of these

features improved for all the subjects, and particularly for subjects SS and VK.

5.5 Discussion

In this chapter, implementation of the speech processing scheme for combined spectral
and temporal splitting and its evaluation has been presented. Combined splitting is
achieved by using cyclically swept time-varying comb filters. Tests were conducted on
five normal hearing subjects with simulated sensorineural hearing impairment. Effect
of processing with different number of shifting of time-varying comb filters was
studied. For each subject, in each test condition, subject’s responses were stored in
the form of response time statistics and confusion matrix. Percentage correct
recognition score, relative information transmitted for different features, and subject’s
response times for unprocessed and processed speech were analyzed. Subjects

assessment for quality of speech signal was also compiled.

From the response times, it can be seen that under masking noise condition,
there is moderate decrease in response time due to processing. Decreases in response
times are generally higher with 8 and 16 shifting. Hence the scheme of combined
splitting helps in reducing the load on perception for normal hearing persons under

adverse listening condition.
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FIG. 5.13. Experiment III. (CS). Averaged relative information transmitted (%) for place

feature. Su: Unprocessed speech. Sp_CS_A, Sp_CS_B, Sp_CS_C, Sp_CS_D correspond

to processed speech with 16, 8, 4, 2 shifting respectively.
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FIG. 5.16. Experiment III. (CS). Averaged relative information transmitted (%) for

duration feature. Su: Unprocessed speech. Sp_CS_A, Sp_CS_B, Sp_CS_C, Sp_CS_D

correspond to processed speech with 16, 8, 4, 2 shifting respectively.

From the recognition scores, it was found that as the noise level increases,

scores decrease for unprocessed speech. Processing improved the recognition scores.

Improvements are generally higher for 4 and 8 shifting.

Overall information transmitted and information transmitted for different

speech features was obtained. Overall information transmitted is higher for 4 and 8

there is maximum improvement for

shifting. It is observed that, among the features,

duration and place features, indicating that the processing helps in reducing the effect

of temporal and spectral masking. Highest improvement is seen for duration feature.

improvements are generally higher for 4 and 8

For both place and duration features,

shifting. Relative information transmitted for frication and manner features also

improved with processing. For manner feature, improvements are almost same for 4,

8, and 16 shifting. For frication feature, improvements are higher for 4 shifting.

The scheme for splitting speech signal using time varying comb filters provides

better speech intelligibility for normal persons with simulated hearing loss and the

improvements increase under adverse listening condition. The improvement in the



94 Chapter 5. Processing with time-varying comb filters

perception of place and duration features show that the scheme has helped in reducing
the effect of spectral and temporal masking. Thus the investigation has shown that the
scheme has the potential of improving speech perception for persons using binaural
hearing aids. Further investigations will help in establishing optimal values of the

parameters for combined splitting.



Chapter 6

Evaluation with persons having

sensorineural hearing impairment

6.1 Introduction

An overall evaluation of the schemes of temporal splitting and combined spectral and
temporal splitting was carried out along with the scheme of spectral splitting by conducting
listening tests on subjects with sensorineural hearing loss. For the scheme of spectral splitting,
a pair of complementary comb filters from the filter sets in the scheme of combined splitting
was used. Each comb filter has 9 pass bands corresponding to critical band auditory filters.
Magnitude response of these filters was optimized for low perceived spectral distortion by
having low pass band ripple, high stop band attenuation, and perceptual balance at inter-band
crossovers. For the schemes of temporal splitting and combined splitting, evaluation was done
by considering the optimal parameters that gave maximum improvement for normal hearing
subjects with simulated sensorineural hearing loss. These tests are referred to as “Experiment

IV” in all the tables and figures.
6.2 Processing

The three processing schemes were:
a) temporal splitting with 20 ms inter-aural switching period with 70% duty cycle and
trapezoidal fading with 2 ms transition duration,
b) spectral splitting with comb filters based on auditory critical bands and responses

optimized for low perceived spectral distortion,
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c¢) combined spectral and temporal splitting using comb filters with sweep cycle of 20 ms
and 4 and 8 filter sets for sweeping the magnitude response.
Listening tests involved diotic presentation of unprocessed speech and dichotic presentation
of processed speech. Figures 6.1, 6.2, 6.3 show the wideband (Af = 300 Hz) spectrograms of
random noise for the scheme of temporal splitting, spectral splitting, and combined splitting
with 4 shifting, respectively. Figures 6.4, 6.5, 6.6 show the wideband spectrograms of speech
syllable /asa/ for the three schemes. Each figure shows spectrograms of unprocessed signal

and the two processed signals having complementary symmetry.

6.3 Test material and subjects

The test material for consonantal identification was same as that used in the schemes of
temporal splitting and combined splitting. Twelve English consonants /p, b, t, d, k, g, m, n, s,
z, f, v/ were used in the VCV context with vowel /a/ as in father. For quality assessment, test
material consisted of Marathi phrases of one-minute duration recorded by a male and female

speaker.

Five subjects with sensorineural hearing loss (SA: M 49, BA: M 61, SK: M 41, KS: F
32, BS: F 38) participated in the listening test. All the subjects had bilateral mild to severe
sensorineural hearing loss. Hearing thresholds of these subjects are given in Table 6.1.
Subject SA has asymmetrical high frequency loss (less loss in one ear and more loss in the
other ear). Subject BA has symmetrical low frequency hearing loss and subject SK has
symmetrically sloping high frequency loss. The remaining two subjects KS and BS have more

loss at high frequency.

6.4 Experimental procedure

Experimental set-up and experimental procedure for conducting the listening tests were same
as described earlier in Chapter 4. In the test for consonantal identification, 12 stimuli were
used and each stimulus was presented 5 times in random order (as described in Appendix D).
Tests were conducted in an acoustically isolated chamber. Test results were response time

statistics, stimulus-response confusion matrix, and percentage correct recognition score.
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FIG. 6.1. Inter-aural switching with trapezoidal transition (TS_TR): Wide-band
spectrograms (Af = 300 Hz) of random noise. Inter-aural switching interval = 20 ms,
duty cycle = 70% and transition duration =2 ms. (a) unprocessed (b) processed, left ear
(c) processed, right ear.
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FIG. 6.2. Spectral splitting (SS): Wide-band spectrograms  (Af = 300 Hz) of random
noise. (a) unprocessed (b) processed, left ear (c) processed, right ear.
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FIG. 6.3. Combined splitting (CS): Wide-band spectrograms (Af = 300 Hz) of random
noise. Sweep period = 20 ms and no. of shifting = 4. (a) unprocessed (b) processed, left
ear (c) processed, right ear.
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FIG. 6.5. Spectral splitting (SS): Wide-band spectrograms (Af = 300 Hz) of speech
syllable /asa/. (a) unprocessed (b) processed, left ear (c) processed, right ear.
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TABLE 6.1. Hearing thresholds of the subjects with bilateral hearing impairment. PTA:
Average of pure tone thresholds in dB HL, taken at test frequencies 0.5, 1, 2 kHz. Speech
presentation level measured as dB SPL for sustained /a/ set by the subject as the most
comfortable level for the two ears individually.

. Hearing thresholds (dB HL) .
Subject Ear Presentation
Code L=Left PTA (dB) level
(Sex, Age)| R=Right Frequency (kHz) (dB SPL)
0.25 0.5 1 2 4

SA L 50 45 45 45 35 45 111
(M, 49) R 60 70 60 65 85 65 116

BA L 55 65 50 40 45 52 97

M, 61) R 60 60 45 35 35 47 96
SK L 75 75 85 90 100 83 110
(M, 41) R 75 85 90 95 110 90 110
KS L 60 45 100 110 120 85 107
(F, 32) R 65 85 100 115 120 100 112
BS L 75 80 105 110 120 98 114
(F, 38) R 70 65 85 110 120 87 110

The confusion matrix shows the stimuli along rows and responses along columns. Each entry
in the cell shows the number of times a stimulus-response pair occurs in the test. There were
a total of 5 test conditions. A test run takes about 6-10 minutes. Hence for 5 test conditions,
each subject took about 5-6 hours for completion of all tests. Test sessions for the five
subjects were spread over a span of about one month depending upon the availability and

willingness of the subjects.

For ascertaining the speech quality, a compilation of subject’s qualitative assessment
of the test stimuli processed with various test conditions was carried out. The test material
consisted of a short passage (about 1-min duration) in Marathi (mother tongue of the

subjects), recorded by a male and a female speaker. The subject's task was to rank the speech
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signal processed under various conditions (including the unprocessed version). A pair of
sounds were presented in succession and the subject reported his/her preference. This process

was repeated to obtain a ranking of all of them.

6.5 Testresults

Results of listening tests for qualitative assessment and consonantal identification are
presented in the following subsections. Response times were used to assess the effectiveness
of the processing schemes in reducing load on perception. Paired t-test was carried out on
response times and recognition scores to determine the level of significance due to processing.
Information transmission analysis, a measure that is not affected by subject’s response bias,
was carried out. Information transmission analysis was also performed for consonantal

features to determine the contribution of features in improving speech perception.

6.5.1 Quality assessment

Out of five subjects, SK was unable to provide reliable ranking for both the male and female
speech. This subject had larger response time in consonantal identification test (as seen in the
next subsection). Results of qualitative assessment of remaining four subjects are given in
Table 6.2. From the table it can be seen that, for male speech, subjects SA, BA, and KS
ranked the quality of spectral splitting as the highest, and ranked temporal and combined
splitting lower than the unprocessed speech. Subject BS ranked unprocessed as the highest,
followed by spectral splitting. For female speech, all the four subjects ranked the unprocessed
speech as highest and combined splitting as lowest. Subjects SA, BA, and KS preferred
spectral splitting next to unprocessed one. Temporal splitting was ranked as third by these
subjects. For subject BS, both spectral and temporal splitting were ranked next to unprocessed

speech.

6.5.2 Response time

Table 6.3 gives the response times for unprocessed and processed speech for the five subjects

SA, BA, SK, KS, and BS. The table also provides relative decrease in response time
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Table 6.2. Experiment IV. Quality assessment. S: Subject. Ranking of speech quality for
unprocessed speech (Su), and processed speech corresponding to temporal splitting (SpT),
spectral splitting (SpS), combine splitting with 4 shifting (Sp4), and combined splitting with 8
shifting (Sp8).

Sﬁ\jj‘,f.‘)er S | su | spT | SpS | Sp4 | Sps
SA | 2 3 i 5 4
y BA | 2 5 : 4 3
KS 2 3 1 4 4
BS 1 3 2 4 4
SA 1 3 2 4 4
E BA 1 3 2 4 5
KS | 1 3 2 4 4
BS 1 2 2 4 4

(processed vs. unprocessed), significance level p from one-tailed t-test for individual subjects,

and significance level p from one-tailed paired t-test.

Figure 6.7 shows the response times of the five subjects for unprocessed and
processed speech. Figure 6.8 shows the percentage relative decrease in response times for
processed speech for the five subjects. For unprocessed speech, response times varied from
3.24 s to 8.43 s. With processing response times decreased. Relative decrease in response
times ranged from 3.4 to 36.1% and 4.9 to 40.5% for processed speech with temporal and
spectral splitting respectively. For processed speech with combined splitting, relative decrease
in response times ranged from 0.4 to 28.1% and 5.1 to 31.8% for 4 and 8 shifting respectively.
Relative decreases in response times were statistically significant for the schemes of spectral

splitting and combined splitting with 8 shiftings.

6.5.3 Recognition scores

The recognition scores for unprocessed and processed speech and percentage relative
improvement for processed speech for the five subjects are given in Table 6.4. Figure 6.9
shows percentage recognition scores for unprocessed and processed speech. Relative

improvement (%) for processed speech for the five subjects are shown in Fig. 6.10.
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TABLE 6.3. Experiment IV. Response times for listening tests with hearing impaired
subjects for Unprocessed Speech (Su) and Processed Speech corresponding to temporal
splitting (SpT), spectral splitting (SpS), and combined splitting with 4 and 8 shifting (Sp4,
Sp8). S: Subject, Tavg. = average response times (s), s.d. = standard deviation (s),
R.D =relative decrease in % with respect to unprocessed. p: significance level for one-
tailed t-test (unprocessed vs processed, n =5, df = 8). p (paired): significance level for one-
tailed paired t-test (unprocessed vs processed, averaged across the subjects, n =5, df = 4.

S Su SpT SpS Sp4 Sp8
Tavg. 3.24 2.07 2.04 2.33 2.21
SA s.d. 0.2 0.2 0.2 0.2 0.1
R.D. 36.1 37.0 28.1 31.8
P 0.0 0.0 0.0001 0.0
Tavg. 3.83 3.33 2.82 3.43 2.87
BA s.d. 0.3 0.6 0.3 0.6 0.3
R.D. 13.1 26.4 10.4 251
P 0.06 0.0003 0.1 0.0004
Tavg. 8.43 7.40 5.02 6.57 6.03
SK s.d. 1.6 0.7 0.5 1.5 0.4
R.D. 12.2 40.5 22.1 28.5
P 0.1 0.0008 0.05 0.005
Tavg. 472 4.56 4.5 4.7 4.48
KS s.d. 0.4 0.3 0.70 0.3 0.2
R.D. 3.4 4.9 0.4 5.1
P 0.3 0.3 05 0.1
Tavg. 6.97 6.14 6.07 6.89 6.02
BS s.d. 0.8 0.6 1.3 0.7 0.9
R.D. 11.9 12.9 1.2 13.6
P 0.05 0.1 0.4 0.06
Tavg. 5.4 47 4.1 4.8 4.3
Avg. R.D. 15.3 24.3 12.4 20.8
p (paired) 0.008 0.03 0.06 0.02

Recognition scores of the five subjects were low for unprocessed speech and varied
from 73.3 to 92.0%. Processing with all the three schemes improved the scores. For temporal
splitting, relative improvements in recognition scores varied from 4.1 to 17.9%, while for
spectral splitting they ranged from 4.0 to 17.5%. Relative improvements for the combined
splitting were higher and varied from 1.4 to 11.8% and 5.0 to 20.5% for 4 and 8 shifting

respectively.

Two subjects (KS, BS) having severe high frequency loss have shown maximum
relative improvement for the scheme of temporal splitting, One subject (BA) with
symmetrical low frequency hearing loss, and another subject (SK) with symmetrically sloping

high frequency loss have shown maximum improvement for spectral splitting and combined
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TABLE 6.4. Experiment IV. Recognition scores (%) for listening tests with hearing
impaired subjects for Unprocessed Speech (Su) and Processed Speech corresponding
to temporal splitting (SpT), spectral splitting (SpS), and combined splitting with 4 and
8 shifting (Sp4, Sp8). RS = percentage recognition score, S: Subject, s.d. = standard
relative improvement in % with respect to unprocessed. p:
significance level for one-tailed t-test (processed vs unprocessed, n = 5, df = 8). p
(paired): significance levels for one-tailed t-test (processed vs unprocessed, averaged

deviation, R.I.

across the subjects, n = 4, df = 3).

S Su SpT SpS Sp4 Sp8
RS 92.0 98.98 95.66 98.68 98.98
SA s.d. 14 0.9 45 1.8 0.9
R.I. 7.6 4.0 7.3 7.6
p 0.0 0.06 0.0001 0.0
RS 88.68 92.34 96.98 91.00 98.7
BA s.d. 42 3.6 1.8 3.2 1.4
R.I. 4.1 9.4 2.6 1.3
p 0.09 0.002 0.2 0.0
RS 76.34 84.00 89.68 85.34 92.02
K s.d. 2.2 1.9 3.6 3.8 1.8
R.I. 10.0 17.5 11.8 20.5
p 0.0002 0.0001 0.0009 0.0
RS 76.02 89.66 82.90 78.66 84
KS s.d. 4.3 1.4 2.9 2.7 2.8
R.I. 17.9 9.1 3.5 10.5
p 0.0001 0.009 0.1 0.004
RS 73.32 86.00 77.98 74.32 76.98
BS s.d. 4.6 3.8 45 42 2.2
R.I. 17.3 6.4 1.4 5.0
p 0.0007 0.07 04 0.07
Avg. RS 81.3 90.2 88.6 85.6 90.1
Avg.R.L. 11.4 9.3 5.3 1.0
p (paired) 0.004 0.006 0.02 0.006
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combined splitting with 8 shifting. A subject (SA) having asymmetrical high frequency loss

(less loss in one ear and more loss in the other ear) benefits from temporal splitting and

combined splitting.

The recognition scores of the individual subjects were subjected to t-test (one-tailed)

to obtain statistical significance of the processing. As seen from Table 6.4, subject SA has

shown highly significant improvement for temporal splitting and combined splitting with

8 shifting. Subject BA's improvements are highly significant for spectral splitting and

combined splitting with 8 shifting. Subject SK's improvements are statistically significant for

spectral splitting and combined splitting with 8 shifting, while those for Subjects KS and BS

are significant for temporal splitting.
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6.5.4 Information transmission analysis

For each test condition, combined confusion matrices for five tests were obtained and
subjected to information transmission analysis. Relative information transmitted for

consonantal features is given in Table 6.5 and plotted in Figs. 6.11 to 6.17.

Overall: Figure 6.11 shows the overall relative information transmitted for all the subjects.
For unprocessed speech, overall information transmitted varied from 76 to 92%. Its relative
improvement varied from 2 to 14%, 1 to 10%, -1 to 7%, and 4 to 12% for processed speech
with temporal splitting, spectral splitting and combined splitting with 4 and 8 shifting

respectively.

Voicing: Figure 6.12 shows the relative information transmitted for voicing feature. For
subjects BA, SK, and KS, relative information transmitted with unprocessed speech were 80,
67, and 84% respectively. Relative improvements were highest for the scheme of combined
splitting with 8 shifting and were 21, 45, and 19% respectively. For subject SA, reception of
voicing is nearly perfect with unprocessed speech, and remains unaffected after processing.
For subject BS, the nearly perfect reception under unprocessed condition remains nearly
unaffected with the temporal and combined splitting, but show as degradation by 9% under

spectral splitting.

Place: Figures 6.13 show the relative information transmitted for place feature. For
unprocessed speech, information transmitted for this feature varied from 32 to 85%. For
subjects KS and BS, relative improvements were highest for the scheme of temporal splitting
and were 76 and 66% respectively. For the remaining three subjects, relative improvements
were highest for the scheme of combined splitting with 8 shifting and they varied from 14 to

34%.

Manner: Figures 6.14 show the relative information transmitted for manner feature. For
unprocessed speech, information transmitted for this feature varied from 53 to 83%. For
subjects KS and BS, relative improvements were highest for the scheme of temporal splitting
and were 33 and 20% respectively. For the remaining three subjects relative improvements

were highest for the scheme of combined splitting with 8 shifting and varied from 18 to 60%.
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FIG. 6.7. Experiment IV. Response times (s) for five subjects with hearing

impairment Su: Unprocessed speech. SpT, SpS, Sp4, Sp8 correspond to processed

speech with temporal splitting, spectral splitting, combined splitting with 4 and 8
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FIG. 6.8. Experiment IV. Relative decrease (%) in response times for five subjects

with hearing impairment. SpT, SpS, Sp4, Sp8 correspond to processed speech with

temporal splitting, spectral splitting, combined splitting with 4 and 8 shifting

respectively.
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FIG. 6.9. Experiment IV. Recognition score (%) of five subjects with hearing
impairment. Su: Unprocessed speech. SpT, SpS, Sp4, Sp8 correspond to processed
speech with temporal splitting, spectral splitting, combined splitting with 4 and 8

shifting respectively.
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FIG. 6.10. Experiment IV. Relative improvement (%) in recognition score for five

subjects with hearing impairment. SpT, SpS, Sp4, Sp8 correspond to processed
speech with temporal splitting, spectral splitting, combined splitting with 4 and 8

shifting respectively.
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Nasality: Figure 6.15 shows relative information transmitted for this feature. With
unprocessed speech, relative information transmitted for nasality feature was low for subjects
BA and SK and was 81 and 88% respectively. For subject BA, temporal splitting and
combined splitting have helped in bringing the relative information transmitted to 100%,
while for subject SK, spectral splitting and combined splitting have helped in bringing the
relative information transmitted to 100%. For the remaining three subjects perception of this

was perfect for unprocessed as well as for processed speech.

Frication: Figures 6.16 show the relative information transmitted for frication feature. For
unprocessed speech, information transmitted for this feature varied from 29 to 79%. For
subjects KS and BS, relative improvements were highest for the scheme of temporal splitting
and are 76 and 50% respectively. For the remaining three subjects, relative improvements

were highest for scheme of combined splitting with 8 shifting and varied from 27 to 159%.

Duration: Figures 6.17 show the relative information transmitted for duration feature. For
unprocessed speech, information transmitted for this feature varied from 35 to 71%. For
subjects KS and BS, relative improvements are high for the scheme of temporal splitting and
are 108 and 35% respectively. For the remaining three subjects, relative improvements were

highest for the scheme of combined splitting with 8 shifting and varied from 35 to 174%.

6.6 Discussion

An overall evaluation of the schemes of temporal and combined splitting was done along with
the scheme of spectral splitting by conducting listening tests on five persons with moderate to
severe bilateral sensorineural hearing loss. For this purpose, the three processing schemes
were implemented with the processing parameters that resulted in maximum improvements in
the earlier experiments involving tests with normal hearing subjects and simulated

sensorineural hearing loss.

Listening tests were conducted using twelve English consonants in VCV context.
Subject’s response times, recognition scores, overall information transmitted, and information
transmitted for consonantal features were analyzed. Subjects also ranked the speech quality

for a short passage.
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TABLE 6.5. Experiment IV. Relative information transmitted (%) for listening tests with
hearing impaired subjects for Unprocessed Speech (Su) and Processed Speech corresponding
to temporal splitting (SpT), spectral splitting (SpS), and combined splitting with 4 and 8
shifting (Sp4, Sp8) for (a) overall, and feature groupings: (b) voicing, (c) place, (d) manner,
(e) nasality, (f) frication, and (g) duration. S: Subject.

(a) Overall (b) Feature: voicing (c) Feature: place

S | Su | SpT|SpS|Sp4 | Sps S | Su |SpT SpS|Sp4|Sps S Su | SpT |SpS|Sp4|Sp8
SA| 92| 98| 9 98| 98 SA| 97| 97 100| 97| 100 SA 85| 98| 90| 95| 97
BA| 88| 90, 96| 90| 98 BA| 80| 81 94| 79 97 BA 74| 82| 91 92| 9%
SK| 81| 84| 89 86| 91 SK| 67| 84 90| 97 97 SK 59| 62| 73| 75| 79
KS| 81| 92| 85| 80| 85 KS| 84| 90 92100/ 100 KS 42| 74| 55| 45| 54
BS| 76| 8| 77| 79| 79 BS| 97100 88|100 97 BS 32| 53| 44| 32| 38
Avg. | 83.6|89.8| 88.6 86.6| 90.2 Avg.| 85.0/90.4 92.8/94.6/ 98.2 Avg. 58.4|/73.8/70.6|/67.8/72.6

(d) Feature: manner (e) Feature: nasality (f) Feature: frication

S | Su | SpT|SpS|Sp4 | Sp8 S | Su |SpT SpS|Sp4|Sps S Su | SpT |SpS|Sp4|Sp8
SA| 83| 96| 92 96| 98 SA | 100 | 100 100 | 100 | 100 SA 74| 94| 88| 93| 97
BA| 80| 91 98| 83 100 BA| 81100 95100100 BA 79| 85/100, 72100
SK| 53| 71| 80 68| 85 SK| 88| 91 100|100 100 SK 29| 57| 66| 46| 75
KS| 73| 97| 79| 73| 83 KS | 100 96 100 100 | 100 KS 55| 97| 66| 56| 72
BS| 66| 79| 62| 64| 67 BS | 100 | 100 100 | 100 | 100 BS 44| 66| 35 41| 45
Avg.|71.0| 86.8| 82.2| 76.8| 86.6 Avg.|93.8/97.4 99.0 100 | 100 Avg. 56.2/79.8/71.0/61.6/77.8

(g) Feature: duration

S | Su | SpT|SpS|Sp4 | Sps

SA| 71| 95| 83| 96| 96
BA| 35| 68| 8 95 96
SK| 39| 75 61| 54 80
KS| 48|100| 55 56| 58
BS| 52| 70| 54| 62 64
Avg.|49.0/81.6/67.8/72.6 78.8

Compared with the response time with unprocessed speech, all the three processing
schemes resulted in decreased response times, indicating reduction in load on perception
process. Relative decrease in response time was statistically significant for the schemes of
spectral splitting and combined splitting with 8 shifting. The extent of improvement was
highest for spectral splitting, even for the subjects with high frequency loss. This indicates

that spectral splitting is more effective in reducing perceptual load.
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FIG. 6.11. Experiment IV. Overall relative information transmitted (%) for five
subjects with hearing impairment. Su: Unprocessed speech. SpT, SpS, Sp4, Sp8

correspond to processed speech with temporal splitting, spectral splitting, combined

splitting with 4 and 8 shifting respectively.
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FIG. 6.12. Experiment IV. Relative information transmitted (%) for voicing feature
for five subjects with hearing impairment. Su: Unprocessed speech. SpT, SpS, Sp4,

Sp8 correspond to processed speech with temporal splitting, spectral splitting,

combined splitting with 4 and 8 shifting respectively.
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FIG. 6.13. Experiment IV. Relative information transmitted (%) for place feature

for five subjects with hearing impairment. Su: Unprocessed speech. SpT, SpS, Sp4,
Sp8 correspond to processed speech with temporal splitting, spectral splitting,

combined splitting with 4 and 8 shifting respectively.
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FIG. 6.14. Experiment IV. Relative information transmitted (%) for manner feature
for five subjects with hearing impairment. Su: Unprocessed speech. SpT, SpS, Sp4,

Sp8 correspond to processed speech with temporal splitting, spectral splitting,

combined splitting with 4 and 8 shifting respectively.
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FIG. 6.15. Experiment I'V. Relative information transmitted (%) for nasality feature
for five subjects with hearing impairment. Su: Unprocessed speech. SpT, SpS, Sp4,

Sp8 correspond to processed speech with temporal splitting, spectral splitting,

combined splitting with 4 and 8 shifting respectively.
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FIG. 6.16. Experiment IV. Relative information transmitted (%) for frication feature

for five subjects with hearing impairment. Su: Unprocessed speech. SpT, SpS, Sp4,

Sp8 correspond to processed speech with temporal splitting, spectral splitting,

combined splitting with 4 and 8 shifting respectively.



138 Chapter 6. Evaluation with persons having sensorineural hearing impairment

I Su
- SpS Sp8
5 100 -
g 7 7
g I I~
5 801 §ﬁi@ﬁi§ §§ﬁ§a§ 7
S N | N % i
A1 B B! -
e T
= 400N N N | N §ﬁi§ﬁi%
; N g BN BN BN
& N | N | N | N N
= 200N HN BN B\ H)
. N B BN H®K) &R
° \HHHI/ \HHHI/ \H%HE/ \IHI/ \HH{H/
& 0 - &Hﬂﬂi% &HHHEZ §1ﬂﬂié §HH% §Hﬂﬂié
SA BA SK KS BS
SUBJECTS

FIG. 6.17. Experiment IV. Relative information transmitted (%) for duration
feature for five subjects with hearing impairment. Su: Unprocessed speech. SpT,
SpS, Sp4, Sp8 correspond to processed speech with temporal splitting, spectral
splitting, combined splitting with 4 and 8 shifting respectively.

Recognition scores indicate that binaural dichotic presentation improved consonantal

identification, and the improvements were highest with combined splitting with 8 shifting.

Information transmission analysis shows that for unprocessed speech, relative
information transmitted for place, duration, and frication features gets degraded most.
Processing improved the transmission of all the consonantal features, particularly the place,
duration, and frication features. Generally, temporal splitting has shown highest improvement
for duration feature and spectral splitting has shown highest improvement for place feature.
Combined splitting with 8 shifting further improved the perception of both duration and place
features. For the two subjects KS and BS, having severe loss at high frequency, relative
improvements for place, duration, and frication features were high for the scheme of temporal
splitting. The remaining three subjects have shown highest improvements for the scheme of
combined splitting. The two subjects with severe loss at high frequency show improvement in
manner feature for the scheme of temporal splitting. The other three subjects have shown
highest improvements for the scheme of combined splitting with 8 shifting. With unprocessed
speech, relative information transmitted for nasality feature was low for subjects BA and SK,

and was brought to 100% with combined splitting.
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From the analysis of recognition scores and information transmission, it is observed
that, the scheme that gives maximum benefit by reducing the effects of increased masking
depends on the individual hearing loss configuration. Persons with high frequency hearing
loss benefit from the scheme of temporal splitting, whereas persons with low frequency
hearing loss and gradual sloping symmetrical loss benefit more with the scheme of combined
splitting. Reception of the relatively robust consonantal features (voicing, manner, and
nasality) also improves because of dichotic presentation. Hence the processing schemes for
dichotic presentation have the potential of improving speech perception for persons using

binaural hearing aids.

We see that in listening tests involving the normal hearing subjects under simulated
hearing loss (Chapter 4 and Chapter 5) and the hearing impaired subjects (this chapter), the
subjects are able to perceptually integrate the dichotically presented speech signal, and the
presentation results in improved speech reception. As indicated by the improvements in
response time, dichotic presentation also decreases the load on the perception process. For
hearing impaired subjects, the improvement in consonantal reception and reduction in
response time do not follow the same trend. Reduction in response time is highest with
spectral splitting, indicating that perceptual integration of spectrally split information is
possibly the easiest. In the tests involving quality ranking of a short passage, the unprocessed
speech is ranked the best, followed by spectral splitting. Combined splitting is generally
ranked the lowest in both the cases. This indicates that while the combined splitting reduces
the effects of both types of masking, it puts a relatively more load on the perception process.
Therefore, in order to estimate the advantages of combined splitting, extended tests with

hearing impaired subjects are needed.
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Spectrographic analysis

A.1 Introduction

A spectrogram displays time-varying spectral characteristics of the signal as a two-
dimensional pattern, with vertical and horizontal axes corresponding to frequency and time
respectively, and darkness of the pattern proportional to the signal energy (O’Shaughnessy,
1987; Rabiner and Schafer, 1978). Analog spectrographic devices take about 10 minutes and
provide a 12 dB dynamic range. The advent of the fast Fourier transform (FFT) and digital
computer with associated displays resulted in time-efficient production of digital
spectrograms. Digital spectrograms apart from being fast in operation provide larger dynamic
range compared to analog spectrograph (Morris, 1988; O’Shaughnessy, 1987; Thomas et al.,
1994).

In speech signals, often two types of spectrograms are used: wide-band and narrow-
band. Wide-band spectrograms (with analysis filter bandwidth of 300 Hz) clearly show the
formant structure as dark broad bands. The center of each band gives an estimate of formant
frequency. Wide-band spectrograms show the pitch periods as narrow, vertical striations
corresponding to the closing of vocal chords. The good time response clearly displays the
formant transitions. Narrow-band spectrograms (with analog filter bandwidth = 45 Hz)
provide good frequency resolution to separate the individual harmonics of the voiced speech
signals. Formant frequencies may be found from the narrow-band spectrograms, by searching
for the harmonics having highest amplitude (darkest band). However, due to poor time
resolution, the dynamic patterns like formant transitions, voice-onset-time, etc. get heavily

smeared (Oppenheim, 1970; O’Shaughnessy, 1987; Rabiner and Schafer, 1978). Several
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approaches have been reported to provide good time and spectral resolution in the same
spectrographic display (Cheung and Lim, 1992; Thomas et al., 1994) However, separate

wide-band and narrow-band spectrograms are still commonly used.
A.2 Digital spectrographic analysis

A digital spectrogram can be generated by computing the time varying log magnitude
spectrum using short time Fourier transform (STFT) (O’Shaughnessy, 1987; Rabiner and
Schafer, 1978). The STFT can be obtained by computing the discrete Fourier transform
(DFT) of the speech signal s(n) and is given by

N-1 _ j2mmk
Stn, k)= Y wim)s(n—m)e ~ V 0<k<N-1 (A.1)

m=0
where n represents the discrete time samples, k the discrete frequency, N the DFT size, and
w(n) is Hamming window of length L samples, where L < N and is given by
w(m) = 0.54 —0.46cos2rm/L—-1), 0 <m < L-1 (A.2)

0 otherwise

The frequency resolution of the spectrogram depends on the type of the window, window
length L, and the sampling rate f;. For Hamming window, the frequency resolution
Frs=1.36f/L (Harris, 1978). For a given window, choice of duration decides the time and
frequency resolution (Flanagan, 1972; Morris, 1988; Oppenheim, 1970). With f; = 10 k Sa/s,
window of length 45 samples generates wide-band (300 Hz) spectrogram, while window
length of 300 samples generates narrow-band (45 Hz) spectrogram. In case of voiced speech,
the magnitude spectrum has a —6 dB/octave tilt, and in order to properly display the higher
frequency components in the limited dynamic range of spectrographic display, pre-emphasis
is needed. This is usually done by computing a first difference of the input signal waveform

before computing STFT (Oppenheim, 1970; O’Shaughnessy, 1987)
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A.3 Implementation of the spectrographic analyzer

For spectrographic analysis of speech signals, a PC based package was developed at IIT
Bombay (Thomas et al., 1994; Thomas, 1996). The signal acquisition was done through a
signal acquisition card (PCL-208 from Dynalog Micro Systems, Mumbai) and spectrograms
were displayed using an EGA card and monitor. The package provided an option of
generating either a wide-band/narrow-band or a combined spectrogram. The package was
modified to generate spectrograms at much faster speed using a PC with VGA card and a
DSP card based on 16-bit fixed point TMS320C25 DSP processor operating at 40 MHz
(PCL-DSP25 user’s manual, 1989; TI-TMS320C2X user’s guide, 1993). Signal acquisition
was done through the ADC on the DSP board. Faster speed was achieved by appropriate
partitioning of tasks and parallel operation of the DSP and PC processors. PC was used to
display the spectrogram and DSP processor was used to obtain DFT and log magnitude
(Baragi, 1996; Chaudhari and Pandey, 1999; Prasad, 1996).

With increase in speed of PC processor, the use of DSP based peripherals for
computation for spectrographic analysis has become unnecessary. A PC based spectrographic
analyzer has been developed by Ratanpal (2000). The system uses sound card for signal
acquisition. Spectrograms are displayed using SVGA card and display. The main program
“spec99”, written in C, handles the spectral analysis and display operations, and invokes
the program “audio” written in Visual C++, which is used for recording and playback of
sound. The set-up can be used for signal acquisition, playback, and spectrographic analysis.
The speech signal is displayed along the time axis. A segment can be selected using the
cursors and the spectrogram is generated for this selected segment. The selected waveform
segment is plotted using 500x45 pixels, and above this, the spectrogram is displayed on an
area of 500x128 pixels with an intensity resolution of 64 gray levels. The gray scale of the
dynamic range is displayed on the side of the spectrogram. Highest intensity is displayed as
black and lowest intensity is displayed as white. Intermediate intensities are displayed with
different shades of gray levels. The spectrogram has 128 frequency points corresponding to

0—f,/2 frequency scale.

The selected segment is divided into 500 overlapping time frames. After

pre-emphasis, an L-point Hamming window is applied to each frame (window length is
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decided by the frequency resolution). Zero padding is then done so that the magnitude
spectrum can be obtained using a 256-point FFT, irrespective of the window length. The log
magnitude of the 128 frequency samples in the FFT sequence is then calculated and each
value is linearly mapped to 64 gray levels. After displaying the spectrogram, the magnitude
of a point (time, frequency) in the display can be obtained using cursors. Spectrum for a
particular time position can also be displayed. The spectrogram can be stored in the form of a
Postscript file with a resolution of 256 gray levels (Adobe systems, 1988), thus providing a
dynamic range of 48 dB. The selected portion of the signal can be output to the left, right or
both channels of the sound card. The software works with a color/monochrome monitor and a

PC with Celeron/Pentium-III processor, sound card, and SVGA display.

Examples of wide-band spectrogram for (i) swept sine wave (ii) random noise

(iii) syllable /asa/ are shown in Fig. A.1.
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FIG. A.1. Wide-band spectrograms (Af = 300 Hz) of (a) swept sine wave, (b)
random noise, (c) speech syllable /asa/.
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Method of performance evaluation

B.1 Information transmission analysis

Generally the recognition scores (percent correct scores) are considered for evaluation of
speech processing schemes. For more detailed study of the patterns of errors, stimulus-
response scores are represented in the form of confusion matrix, which shows the stimuli
along rows and responses along the columns (Miller and Nicely, 1955). Each entry in the cell
represents either the frequencies or probabilities of stimulus-response pair. If x and y represent
sets of n stimulus items {x;, x, . . . x,} and responses {y1, y2, . . . yn} respectively, and if N(x;),
N(y;), and N(x;; y;) represent the frequencies of stimulus x;, response y; and the stimulus-
response pair (x; ; y;) respectively in a test of N observations, then the probabilities can be

obtained as

N (xi; yi
PO s y) = % (B.1)
pxi) = NI(\? ) _ Z p(xi; i) (B.2)
pO) = Nl(vyj) = Z p(xi; yi) (B.3)

The diagonal elements correspond to correct responses, whereas off-diagonal elements
correspond to errors. Sum of diagonal elements of a confusion matrix in which cell entries

correspond to the probabilities of correct responses gives the recognition score R;.

n

Ry= Y p(xiy) (B4)

i=1
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For studying the pattern of confusions, smaller confusion matrices are derived by
combining the stimuli and responses into groups, in such a way that confusions within the
groups are more likely than the confusions between the groups. Stimuli are grouped based on
certain common features. Recognition scores obtained for the smaller confusion matrices can

be used for studying the reception of different features.

The recognition scores do not take into account the patterning of responses i.e.
distribution of errors in off-diagonal cells and may be affected by the subject’s biasing for
response. A method that takes into account the subject’s bias and chance scoring, and
provides a measure of covariance between stimuli and responses, is the information
transmission analysis (Miller and Nicely, 1955). Mean logarithmic probability (MLP)
measure of information is used as a measure of the information transmitted. The information

measures of the stimulus x and response y, I(x) and /(y) respectively, are given by

Ix)=MLP(@x)= - > p(x) log, p(x) bits (B.5)

I6)=MLP(y) = -3 p() log, p(y) bits (B.6)

MLP measure of covariance of stimulus-response is

1(x;y) = MLP(x) + MLP(y) — MLP(xy)

p(xi) p(yi)
== i3 1 .
’Zj: p(xi; y)) log, P (xi )

bits (B.7)
The relative information transmission from x to y is given by

Lrer (x,y) = I(x;9)/1(x) (B.8)
Since I(x) = I(x;y) =2 0; 12 La(x;y) =20

Relative information transmission, like recognition score, can also be obtained for smaller
confusion matrices derived from the original matrix based on certain common features of
stimulus and response items. Thus the relative information transmission can be used to

measure the transmission performance in the context of specific features.
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Relationship between the recognition score R; and relative information transmitted 7,
for a special case when the stimulus items have equal probabilities, correct responses are
equally distributed among the diagonal cells, and errors are equally distributed among the
off-diagonal cells is shown in Fig. B.1 (Pandey, 1987). For ‘n’ number of stimuli, cell entries

are

p(xisy) =Rin, i=j
_1-R,
I’lz—l’l

px) =pQy) =1/n (B.9)

i#j

It is observed that, chance scoring, (R, = 1/n) corresponds to I.;(x;y) = 0. Perfect scoring
(Ry=1) corresponds to I.(x;y) = 1. Zero scoring (R, = 0) corresponds to a finite relative

information transmission, Z,./(x;y) = logx(n/(n-1))/logx(n).

100

~
W

W
(e)

[\
9]

Relative information transmitted /,,; (%)

n=

0 ~ | |

0 25 50 75 100
Recognition score R (%)

FIG. B.1. Relative information transmitted (/,,,) vs recognition score (Rg) for a
special case when the correct responses are equally distributed among the diagonal
cells and the errors are equally distributed among the off-diagonal cells in the
stimulus-response confusion matrix (as given Eqn. B.9). n = number of items.
Adapted from Pandey (1987), Fig. 4.1.
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B.2 Analysis programs

For an experimental condition, confusion matrices of several test runs were combined using
the program “cummat”. Analysis of the confusion matrix for obtaining recognition score and
information transmission was done using program “info”. The program reads the necessary
information, namely, number of test stimuli, total number of presentations, stimulus names,
and cell entries from the input file. The program uses another file ‘infogr.dat’ that
contains information about the feature groupings. The program gives overall percent scores,
percent scores for different speech features, overall information transmitted and information

transmission for speech features and summary of the results.

Input file obtained by combining several confusion matrices using program ‘“cummat”

has the following information.

1) Number of stimuli #, total number of presentations.

2) “S/R”, Names of test stimuli (each name can be two or three characters long
separated by one or two spaces of response times in seconds, “+”.

3) n lines of confusion matrix row data, each line having

- two or three character stimulus name, n cell entries separated by one or two
spaces, sum of the cell entries in the row.

4) “+”, sum of the n row entries for each column separated by one or more spaces,
total sum,

5) No. of files
Date and time in each of the files.

6) Minimum, maximum, mean of percentage recognition score, standard deviation.

7) Minimum, maximum, mean, standard deviation of response times in seconds, total
time in minutes

Feature groupings file ‘infogr.dat’ contains the following information:

1) Number of test stimuli and number of feature classification,

2) Name of the test stimuli in the same order as in the input confusion matrix,

3) Feature classification information. Feature groups are represented by consecutive
integers. The feature classification information consists of group numbers followed

by feature and group labels.
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The program outputs three files: ‘infosc.dat’

159

(recognition scores), ‘infotr.dat’

(information transmission analysis), and ‘infosu.dat’ (summary of both the recognition

scores and information transmission analysis).

B.3 Sample analysis results

The confusion matrix selected for sample analysis corresponds to the test condition TS_TR,

with TS (transition duration) = 2 ms, SNR = -6 dB for subject LT.

1) outputof “cummat”

STIMULUS-RESPONSE CONFUSION MATRIX

12

S/R

aPa
aBa
aTa
aDa
aKa
aGa
aMa
aNa
asSa
aza
aFa
aVa

300

aPa aBa aTa aDa aKa aGa aMa aNa aSa aZa aFa ava

16 0 0
0 25 0
0 0 25
0 0 0
1 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
3 0 0
0 0 0
20 25 25

of files: 5

21-01-2000 11:
21-01-2000 12:
21-01-2000 12:
21-01-2000 12:
21-01-2000 12:

78.3 86.7 82.3 3.5

1.85 2.02 1.93

0
0
0

OOOOOOOO(N)_I

N
ul

57:
03:
10:
16:
23:

14
25
01
18
10

0.07 0.99 5.0

[y
\]OOOOO

O O O O o

o

O O OO OO oo

iNy

O 0O OO OO JOo oo

19

NN
U_I[\)OOOOOLA)OOO(DO

25
25
25
25
25
25
25
25
25
25
25
25
300
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2) File: ‘“infogr.dat’ (feature groupings for information transmission analysis).

aPa aBa aTa aDa aKa aGa aMa aNa aSa aZa aFa aVa

12 6
0 0
0 0
0 0
1 1
1 1
0 1

0

o N e O O

0

R N B O O

0

SO W O O

0

R w PP O O

0

= P W R o

0

= N W PR O

1

o N DN O

RN DN O -

0

O~ N O

3) Analysis results: Percentage scores, file ‘infosc.dat’

NO. OF STIMULI:12

** PERCENTAGE SCORES **

*

*

(12) : OVERALL
S/R
abPa 64 0 0
aBa 0 99 0
aTa 0 0 99
aDa 0 0 0
aKa 4 0 0
aGa 0 0 0
aMa 0 0 0
aNa 0 0 0
asa 0 0 0
aza 0 0 0
aFa 12 0 0
aVa 0 0 0
Correct: 82.
(2) : VOICING
S/R UV VO
Uv 100 0
VO 0 100
Correct: 100.0

0

R RN O R

Duration SH
Fricative ST
Nasality OR
Manner oS
Place FN
Voicing UV

aPa aBa aTa aDa aKa aGa aMa aNa aSa aza aFa aVa

0

cooooooo g o o

20
0

0

O O O O

O O O O O o

0

O O O O O

O O O O O

0

O WS o6o0oo

0 N

O O O O

[ Ne} N
OmOQOOOOOOOO

= Ne)
NOQOOOOOOOOO

16 0
0 0
0 0
0 0
28 0
0 12
0 0
0 0
0 0
0 0
32 0
0 87

LO
FR
NA
FR NA
MD BK
VO
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* (2): NASALITY
S/R OR NA
OR 100 0
NA 0 100

Correct: 100.0
* (2): FRICATION
S/R ST FR
ST 91 10
FR 13 87

Correct: 89.3

* (2): DURATION
S/R SH LO
SH 96 5
LO 0 100
Correct: 96.0
* (3): PLACE
S/R FN MD BK
FN 76 12 13
MD 0 100 0
BK 23 11 68
Correct: 84.7
* (2): MANNER
S/R 0S FR NA
0S 88 13 0
FR 13 87 0
NA 0 0 100

Correct: 100.0
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3) Analysis results: information transmission, file ‘infotr.dat’
** INFORMATION TRANSMISSION **

* (12): OVERALL

Stimulus info = 3.5832
Response info = 3.5552
Trans info = 2.9906
Perc transn = 83.5

* (2): VOICING
Stimulus info = 0.9796
Response info = 0.9796
Trans info = 0.9796
Perc transn = 100.0

* (2): NASALITY
Stimulus info = 0.6497
Response info = 0.6497
Trans info = 0.6497
Perc transn = 100.0

* (2): FRICATION
Stimulus info = 0.9180
Response info = 0.9367
Trans info = 0.4490
Perc transn = 48.9

* (2): DURATION
Stimulus info = 0.6497
Response info = 0.7348
Trans info = 0.5033
Perc transn = 77.5

* (3): PLACE
Stimulus info = 1.4829
Response info = 1.4638
Trans info = 0.8342
Perc transn = 56.3

* (3): MANNER
Stimulus info = 1.4587
Response info = 1.4690
Trans info = 1.0091

Perc transn = 69.2
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4) Analysis of results: summary of information transmission, file ‘infosu.dat’

NO. OF STIMULI:12

COR ERR IS IR IT RTR FEATURE

=z

82 100 3.58 3.56 2.99 83 Overall 12
100 0 0.98 0.98 0.98 100 Voicing 2
100 0 0.65 0.65 0.65 100 Nasality 2
89 60 0.92 0.94 0.45 49 Frication 2
96 23 0.65 0.73 0.50 77 Duration 2
85 87 1.48 1.46 0.83 56 Place 3
89 60 1.46 1.47 1.01 69 Manner 3



Appendix C

Optimization of comb filter response

C.1 Introduction

In a scheme of spectral splitting investigated by Chaudhari and Pandey (1998a, b), the speech
is divided into eighteen bands corresponding to critical bands of auditory filter (Zwicker,
1961). The odd and even bands which form a pair of comb filters with complementary
magnitude response, were presented to the two ears to reduce spectral masking. Spectral
components lying in the pass bands are presented to one ear, whereas those lying in the
transition region are presented to both the ears. Hence, there may be a change in intensity
perception when the spectral component is passing through the transition region, thereby
reducing the speech quality. In the investigation of combined scheme of spectral and temporal
splitting (CS), comb filters are designed with three considerations, reducing pass band ripple,
increasing the stop band attenuation, and adjustment of magnitude response at band
transitions to minimize the changes in intensity perception. Filter design was carried out
jointly with my colleague Alice Cheeran (Cheeran et al., 2001) and is described in this

appendix. Evaluation of the optimized comb filters is also given in this appendix.
C.2 Comb filters with sharp transition

In the scheme investigated by Chaudhari and Pandey (1998a), each comb filter was
designed as 128-coefficient linear phase FIR filter using frequency sampling
technique. A package “spfilt” developed by Kasthuri (1997) was used for the

filter design. Filters were designed for sharp transition between bands to avoid
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overlapping of bands in the two ears. The implementation of the comb filters was
done in real time with TI/TMS320C50 DSP processors and was evaluated by
conducting listening tests on persons with sensorineural hearing impairment

(Chaudhari and Pandey, 1998b, 1999).

In our investigation, we have used sampling rate of 10 k samples/s. Signal
processing has been carried out off-line, with filters implemented using floating-
point arithmetic, so that the effects of coefficient quantization and calculation errors
are not significant. For this implementation, the magnitude response of the
128-coefficients comb filters is shown in Fig. C.1. The maximum pass band ripple
and minimum stop band attenuation in the magnitude response are 4 dB and 10 dB
respectively. Frequency samples in the pass band have a gain of 1 and those in the
stop band have a gain of 0, with the band transition of 1 sample, corresponding to

Af =78 Hz.

As a first step towards designing better filters, comb filters were redesigned
using 256 coefficients taking into consideration the present developments in DSP
processors. The magnitude response of the comb filters is shown in Fig. C.2. With
doubling the number of coefficients, the transition width is halved to 39 Hz. The
maximum pass band ripple and minimum stop band attenuation are 3 dB and 11 dB
respectively. Thus doubling the number of coefficients did not result in significant
improvement in the pass band ripple and stop band attenuation. Relatively large pass
band ripples may result in perceptual distortion, and the relatively small stop band
attenuation may not give adequate separation between bands. Another serious
problem with the filters is that for different bands, the crossover between adjacent
bands are at different levels, and these may result in perceptual distortions due to
decrease or increase in the perceived intensity of spectral components at the
crossover frequencies. When a sine wave with its frequency slowly swept between
100 Hz and 5 kHz was processed with the set of two comb filters and presented
binaurally, a change in intensity was clearly perceived at the transition between

bands.
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FIG. C.1. Overlapped magnitude responses of the two comb filters
having sharp transitions and 128 filter coefficients.
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FIG. C.2. Overlapped magnitude responses of the two comb filters
having sharp transitions and 256 filter coefficients.

Measurements for just noticeable difference (JND), or smallest detectable
change, in intensity have been reported for a variety of stimuli by a variety of
methods (Moore, 1997). The reported values are generally in the range of 0.3-1.5 dB.
JND for overall intensity of a synthetic vowel is about 1.5 dB, while for first and
second formants it is 1.5 dB and 3 dB respectively (Flanagan, 1972). Thus pass band
ripples of 3-4 dB are likely to result in perceivable changes in processed speech

signal. To see the effect of pass band ripple on the intensity perception, swept tones
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with frequency slowly varying from 310 Hz to 390 Hz (corresponding to pass band of
3" critical band auditory filter) were processed and tested by listening. For the filters
with pass band ripple of 4 dB, a variation in intensity was perceived. Hence it was

decided to reduce the pass band ripple to less than 1 dB.

Therefore, the comb filters are redesigned with three considerations: reducing
pass band ripple, increasing stop band attenuation, and adjustment of magnitude

response at band transitions to minimize the changes in intensity perception.

C.3 Comb filters with improved pass band ripple and stop band

attenuation

Rabiner et al. (1970) reported a method, involving frequency sampling technique of
FIR filter design, for increasing the side lobe attenuation of prototype filters by
trading sharp transitions between the bands. The magnitude of the transition samples
was considered unconstrained and was adjusted to make required changes in the
response. Linear programming technique was used to find the optimal magnitude for
the transition samples. For the design of critical band based comb filters, use of
automated design techniques based on optimization criteria were not found suitable,

and hence the filters were designed by using an iterative procedure.

For adjusting magnitude response of the comb filters, samples in the pass band
are considered as constrained samples taking a magnitude of 1. Samples lying close
to the edge of the pass band are taken as unconstrained, and remaining samples of the
stop band are constrained with value 0. The magnitude of the unconstrained samples
lying in the transition region was varied to reduce the maximum pass band ripple and
increase the minimum stop band attenuation. The number of transition samples
(1 or 2) was dependent on the available stop bandwidth, increasing from low

frequency to high frequency.

Using the above iterative method, Ratanpal (2000) designed a pair of comb
filters with 128 coefficients with one or two samples in the transition region, as

described later in section C.6. The comb filters obtained for f; = 10 k Hz have a



Appendix C. Optimization of comb filter response 169

transition band of 156 Hz at lower frequencies and 234 Hz at higher frequencies.
They have a pass band ripple of less than 1 dB and stop band attenuation of 22 dB.
We repeated the same design method for 128 and 256 coefficients. The number of
transition samples between the bands of a comb filter is kept as 1 for lower bands
and as 2 for higher bands. The magnitude of each transition sample was varied
iteratively and its effects on the pass band ripple and stop band attenuation were
observed. The transition sample values were iteratively adjusted in order to get an
optimal set of transition values such that pass band ripple remained less than 1 dB

and stop band attenuation was maximized.

The filter design with 256 coefficients and sampling rate of 10 k samples/s has a
transition band of 78 Hz at lower frequencies and 117 Hz at higher frequencies. Figure C.3.
shows the magnitude response of these comb filters. Pass band ripple of 1 dB and stop band
attenuation of 38 dB were obtained. Listening tests showed that no change in intensity due to
pass band ripple was perceived when the frequency of input sinusoidal tone was swept. When
a sine wave with its frequency slowly swept over 0 to 5 kHz was processed with these comb
filters and was presented binaurally, a change in intensity was perceived, when the frequency
passed through the transition region. Thus, even though this comb filter provided relatively
flat pass bands and adequate band separation, it was necessary to modify the magnitude

response at the transitions to balance the perception at all frequencies.

C.4 Comb filters adjusted with inter-band crossovers

In ideal spectral splitting, any spectral component would be presented to one ear. However,
with filters having finite inter-band crossover in the magnitude response, the components
lying in the pass bands are presented to one ear (with a gain of one), whereas those lying in
the transition regions are presented to both ears (with gain less than one). Frequency
components presented binaurally will be louder than frequency components presented
monaurally, however the loudness is generally less than double (Scharf, 1969). Auditory
system does not act as a linear integrator for binaural presentation with respect to intensity,
and at higher levels strong non-linear compression occurs. If the magnitude response is not
properly shaped at transitions, the components lying in the transition region will be perceived

with different loudness, and may reduce the speech quality and may also result in degraded
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intelligibility. Loudness perception tests were conducted to determine the difference in
intensity for same perception in monaural and binaural presentations. Comb filters were
designed with different magnitudes at crossovers between adjacent bands. The filters were
tested by processing sinusoidal tones, with frequency slowly swept over narrow ranges to
cover a pair of adjacent bands. These tests and results are presented in the following two

subsections.

C.4.1 Perceptual balance of monaural and binaural intensity levels

Listening tests were conducted to establish the intensity levels for monaural and binaural
presentation, such that they evoke the same perceived loudness level. Stimuli used were pure
tones of frequencies 250 Hz, 1 kHz, 2 kHz, and 4 kHz, broad band noise, and sustained vowel
/a/. Five normal hearing subjects participated in these tests. The stimuli of 1 s duration were
presented through headphones, monaurally and binaurally one after the other, with 1 s inter-
stimulus interval. Monaural intensity level was kept constant at 85 dB and binaural intensity
level was varied from 84 dB to 70 dB in steps of 1 dB, to establish the monaural versus
binaural intensity balance. These listening tests were conducted using program “mono_bin”,

which is described in Appendix D.

The subject was instructed to label the binaural loudness as “high”, “same”, or “low”
as compared to monaural loudness. For a particular binaural level, the pair of monaural and
binaural stimuli, were presented repeatedly with inter-presentation gap of 2 s, until the subject
responded. This process was continued with the different binaural intensities. From these
observations, the median value of the binaural intensity for “same” response was obtained.
For obtaining a more refined estimate of the binaural intensity for “same” loudness, listening
tests were conducted for binaural intensities spread over 4 dB on both sides of this intensity
level. However, this time the binaural intensity value was randomly selected, and the subject
was asked to label the loudness as before. If the subject response was “same” or “high” the
presentation was repeated with binaural level decreased by 2 dB, and if response was “less”
the level was increased by 1 dB. This process was repeated until the same response was
obtained for a binaural level at least 3 times. The median value for the “same” intensity level
was taken as the intensity level for perceptual balance. The results of all the subjects were

noted and the difference in intensity required for same perception in monaural and binaural
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presentation for a particular stimulus was tabulated. Table C.1 gives the intensity difference in
monaural and binaural presentation for the same perception for different stimuli for all the
subjects. From the table it may be observed that the perception is same when binaural level is
4-9 dB lower than monaural level. An interesting observation here is that for tones, there is a
significant inter-subject variation. Also for each subject there is a significant inter-tone
variation. However, for vowel and broadband noise, the level difference for balance is about

8 dB for all the subjects.

TABLE C.1. Difference between monaural and binaural hearing levels for same

perceived loudness, for different signals.

Signal
Subject | Puretone | Puretone | Puretone | Pure tone Vowel /a/ Broad'band

250 Hz 1000 Hz | 2000 Hz | 4000 Hz (dB) Noise

(dB) (dB) (dB) (dB) (dB)
S1 7.8 7.1 3.6 6.9 7.7 8.7
S2 7.8 59 4.8 6.6 7.7 7.4
S3 12.4 7.1 9.1 7.4 9.8 8.7
S4 5.0 4.8 6.0 6.4 8.7 8.5
S5 12.4 7.1 8.9 9.4 8.7 8.7
Avg. 9.1 6.4 6.5 7.3 8.5 8.4

C.4.2 Comb filters with crossovers adjusted for perceptual balance

Based on the results obtained from the listening tests for determining intensity level difference
for perceptual balance between monaural and binaural presentation, pairs of comb filters were
designed with different crossover between adjacent bands and listening tests were conducted
with swept sine waves. Seven pairs (for right and left) of comb filters were designed with
different crossover points varying between -3 dB and -9 dB at the crossover region of pass
bands of 1% and 2™ auditory critical bands. The first band (100-200 Hz) is centered at 150 Hz
and second band (200-300 Hz) is centered at 250 Hz. A sine wave with frequency swept from
100 Hz to 300 Hz over an interval of 30 s was processed with these comb filters and listening
tests were conducted. For the processed signal, the perception, which started at one ear,

moved slowly to the other ear. During transition from one ear to the other, perception was



172 Appendix C. Optimization of comb filter response

binaural. An increase in intensity was perceived as the stimulus moved from one ear to other
ear in case of swept sine waves processed with comb filters with crossover point lying above
-4 dB. With crossover points below -6 dB, a decrease in loudness (dip) was perceived. For
swept sine waves processed with comb filter pairs with crossover points between -4 dB and -
6 dB, change in intensity perception was not noticeable as the swept sine wave moved from
one ear to other ear. To verify the effect in the high frequency range, comb filter pairs were
designed with the crossover point varying between -3 dB and -9 dB at the overlapping of pass
bands of 15™ and 16" auditory filters. Listening test was conducted using sine wave with
frequency swept between 3 kHz and 3.5 kHz, so as to cover the overlapping region of these
bands. Results were similar to those obtained for lower frequency bands. Hence it was
concluded that for perceptual balance, the magnitude response crossover in the transition band

should be kept in the range of -4 dB to -6 dB.

C.5 Filter design method

In the frequency sampling technique of designing linear phase FIR filters (Proakis and
Manolakis, 1997; Rabiner et al., 1970; Rabiner and Gold, 1998; Rabiner and Schafer, 1978),

the desired frequency response H,(e) is sampled at a set of uniformly spaced frequencies,

27tk
W= ——
N
where k=0,1,2, ----- NT_I for N odd
N
0,1,2,----- 3 -1 for N even (C.1)

The filter coefficients are determined as IDFT of this set of samples, i.e.

Jj2mk

N-1
b= h(n) = %ZH(k)e N n=0,1,2,----- N-1 (C.2)
k=0
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From the N-point FIR impulse response /(n), frequency response H(¢*) is calculated, which

will coincide Hq(¢™) at wi=27/N and is given as

H(e™) = Ifh(n)e--f‘”" (C3)

n=0

And therefore L uniformly spaced samples of the frequency response are given as

-1 — j2mn
H(eszzk/L) — Zh(l’l)e Lo k=0,1,2,----L-1. (C4)

n=0

For filter design, a program “modfilt” developed by Kasthuri (1997) and modified by
Ratanpal (2000) has been used. The program uses frequency sampling technique of linear
phase FIR filter design. For N-coefficient filter, the program allows the user to graphically
enter the magnitude at N/2 uniformly spaced frequency samples. The value of L can be
selected as N < L < 17N. The magnitude of the sample can be varied in steps of 0.006 in linear
scale. The program calculates the filter coefficients, which can be stored as ‘.txt’ file. It
provides the facility to observe the interpolated magnitude response in linear scale on the
monitor. Interpolated frequency response in linear scale as well as in logarithmic scale may be
obtained as files in ‘.ps’ format. The coefficient file can be used for providing initial

magnitude response for designing a filter with a modified magnitude response.

C.6 Optimization of comb filter design

Each comb filter has 18 transitions between pass band and stop band, and it is very difficult to
find optimal gains for frequency samples in the transition region. Hence it was decided to find
out suitable transition response values for each of the individual critical band filters. Hence it
was decided to first design 18 bandpass filter and obtain the optimal value for transition
frequency sample for these filters. Subsequently, these values were used as initial value of

transition frequency samples for comb filters.
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Thus the following steps are used to obtain transition samples for a band pass filter.

1. Specify the sampled magnitude response for a band pass filter corresponding to a
perticular auditory critical band. Samples in pass band are considered as constrained
samples taking a value of 1. Samples lying close to the edge of the pass band are taken
as unconstrained and remaining samples of the stop band are constrained with a value 0.

2. Begin with an initial value of the unconstrained samples.

Obtain the filter coefficients.

4.  Observe the interpolated response and check for pass band ripple and stop band
attenuation. If pass band ripple and stop band attenuation are not acceptable, adjust the
transition frequency sample, and go to step 3.

5.  The steps 2—4 are repeated for the next transition sample.

The magnitudes of the transition samples obtained for each auditory filter are taken as
initial values in designing the comb filters. For designing the comb filters with crossover
adjustment, all the above mentioned steps are involved. With a constraint of 1 dB pass band
ripple and cross over point within -4 to -6 dB, iterations are done for obtaining the maximum
stop band attenuation possible. The comb filters for odd and even bands are designed
separately and the interpolated magnitude responses are obtained. To decide the crossover
point they are to be overlapped and observed. Iterations are continued till optimum response is

obtained for the pair of comb filters.

In the comb filters designed, with a constraint of 1 dB pass band ripple and cross over
point between -4 to -6 dB, stop band attenuation obtained was 30 dB. Figure C.4 shows

magnitude response of optimized comb filters.
For future use, a program may be developed to automate the filter design process. The

program should give maximum stop band attenuation, constraining 1 dB ripple in the pass

band and crossover in the transition region between -4 dB to -6 dB.

C.7 Evaluation of optimized comb filters

To evaluate the optimized comb filters scheme of spectral splitting was implemented and

evaluated to compare the comb filters with sharp transition and the optimized comb filters.
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FIG. C.3. Overlapped magnitude responses of the two comb filters with
256 filter coefficients, with crossover samples introduced to constrain the
pass band ripple < 1 dB and maximize the stop band attenuation.
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FIG. C.4. Overlapped magnitude responses of the two comb filters with
256 coefficients designed for low perceived spectral distortion.

In this section evaluation of the two schemes of spectral splitting is discussed.
Listening tests were conducted to evaluate the two schemes. The tests and the results

are discussed in the following sections.

C.7.1 Listening tests

In the listening tests, subjects were asked to identify a closed set of 12 English consonants in

VCV context, presented over the headphones. Tests involved, diotic presentation of
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unprocessed speech, dichotic presentation of speech processed with i) spectral splitting with
comb filters having sharp transitions, and ii) spectral splitting with optimized comb filters.

These experiments are referred to as “Experiment V” in the tables and figures.

C.7.1.1 Test material and subjects

The test material was same as that used in the scheme of spectral splitting. Twelve
English consonants /p, b, t, d, k, g, m, n, s, z, f, v/ in VCV context with vowel /a/.
Simulation of sensorineural loss in normal hearing persons has been done for SNRs
of =, 6, 3, 0, -3, -6, -9, -12, and -15 dB. Broadband Gaussian noise (from function
generator HP 33120A) was added to the speech stimuli using the method described

earlier in section 4.3.1).

Three normal hearing subjects (VK: M 27, AC: F 37, JK: M 25) participated
in the listening test. Subjects AC and JK had participated in the experiment of TS-
TR, All the three subjects had pure tone thresholds less than 20 dB HL in the
frequency range of 125 Hz to 6 kHz.

C.7.1.2 Experimental procedure

To evaluate the schemes of spectral splitting using comb filters having sharp transition and
the one using optimized comb filters, listening tests were conducted. Magnitude responses of
the comb filters particularly for the two types are shown in Figs. C.2 and C.4. Experimental
procedure and experimental set-up for conducting the listening tests are described in
Appendix D and E respectively. Processed and unprocessed stimuli were added with
broadband noise at different SNR conditions to simulate sensorineural hearing loss in normal
hearing subjects. There were a total of 27 (3 processing conditions X 9 SNR) test conditions.
Tests were conducted in an acoustically isolated chamber. Test scores were obtained in the
form of confusion matrix. The confusion matrix shows the stimuli along rows and responses
along columns. Each entry in the cell shows the number of times a stimulus-response pair

occurs in the test.
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In the test, 12 stimuli were used and each stimulus was presented 5 times in random
order (as described in Appendix D). A test run takes about 5-8 minutes. Hence for 36 test
conditions, each subject took about 40 hours for completion of all tests. Test sessions for the
three subjects were spread over a span of about two months depending upon the availability

and willingness of the subjects.

C.7.2 Test results

Results of listening tests for unprocessed and processed speech are presented in this
section. For ascertaining the improvement in speech quality, a compilation of
subject’s qualitative assessment of the test stimuli processed under various listening
conditions was carried out. Response times for unprocessed and processed speech
were compared to assess the effectiveness of the processing scheme in reducing load
on perception. Confusion matrix gives the percentage recognition score. One-tailed
t-test analysis was carried out to determine the level of significance due to
processing. Information transmission analysis, a measure that is not affected by
subject’s response bias was carried out. Information transmission analysis was also
performed for speech features to determine the contribution of each feature in

improving the speech perception.

C.7.2.1 Quality assessment

Compilation of subject’s qualitative assessment indicated that under no-noise
condition, subjects reported that the quality of processed speech, to be inferior
compared to that of the unprocessed speech. However, under poor SNR conditions
quality was better for processed speech signal than that for unprocessed signal.
Among the two processing schemes, there was preference for speech processed with

optimized comb filters.

C.7.2.2 Response time

Table C.2 gives the response times of individual subjects and averaged across the

three subjects for all SNR conditions, for processed and unprocessed stimuli. Figure
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C.5 shows the response times for unprocessed and processed speech. Relative
improvement in response times is shown in Fig. C.6. For unprocessed speech,
compared to the o« SNR condition, the response times increase with decrease in SNR
indicating that, decrease in SNR increases the load on the perception. For
unprocessed speech, average response time increased from 1.68 s under no-noise
condition to 1.85, 2.05, 2.01, 2.14, 2.00, 2.19, 2.25, 2.40 s for 6, 3, 0, -3, -6, -9, -12,
and -15 dB SNR conditions respectively. Averaged across the subjects, relative
decrease in response times for processed speech with comb filters having sharp
transitions were 0.0, 12.7, 6.6, 8.1, 0.3, 7.8, -12.4, 2.1% for 6, 3, 0, -3 -6, -9, -12,
and -15dB SNR conditions respectively. For processed speech with optimized comb
filters, the corresponding improvements were 1.6, 3.3, 7.5, 9.2, -2.5, 7.5, -4.0, and
-1.9%.

C.7.2.3 Recognition score

Average of recognition scores of five tests, for each test condition, for each subject
was obtained. t-test analysis was performed on the data to measure the level of
significance in improvement due to processing (Snedector and Cochran, 1980). Table
C.3 gives the recognition scores for unprocessed and processed speech, relative
improvement in recognition scores for processed speech, t-test (one-tail) values.
Figure C.7 shows the recognition scores (averaged across three subjects) for
unprocessed and processed speech and relative improvements are shown in Fig. C.8.
Recognition scores averaged across the subjects for unprocessed speech
progressively decreases with decreasing SNR, from 100% at no-noise condition to
68% at -15 dB SNR conditions respectively. Relative improvements of recognition
scores averaged across the subjects for processed speech with comb filters having
sharp transitions were 1.3, 1.6, 2.7, 10.7, 9.3, 13.7, 18.0, 15.4% respectively for 6, 3,
0, -3, -6, -9, -12, -15 dB SNR conditions. For processed speech with optimized comb
filters, the corresponding values were 1.6, 1.6,2.9, 11.6, 13.1, 18.3, 22.0, 21.8%.

From the t-test (one-tailed) analysis, the improvements due to spectral splitting with

optimized comb filters are highly significant for SNRs of -3, -6, -9, -12 and -15 dB.
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C.7.2.4 Information transmission analysis

Table C.4 gives the overall information transmitted for all subjects under all test conditions.
Figure C.9 shows the overall information transmitted for unprocessed and processed speech.
Overall information transmitted averaged across three subjects for unprocessed speech, varied
from 100% under no-noise condition to 98.7, 97.3, 96.7, 90.3, 89.3, 83, 78, 71.7%
respectively for 6, 3, 0, -3, -6, -9, -12, -15dB SNR conditions. Relative improvements
(averaged across the three subjects) of overall information transmitted for processed speech
with comb filters having sharp transition were 0.7, 2.1, 2.1, 8.2, 6.4, 11.1, 8.8, 9.2%
respectively for 6, 3, 0, -3, -6, -9, -12, -15 dB SNR conditions. With optimized comb filters,
the corresponding improvements were 1.4, 2.1, 2.8, 10.0, 9.6, 13.3, 12.4, 13.4%.

Table C.4 also gives the relative information transmitted for features of voicing, place,

manner, nasality, frication and duration.

Voicing: Perception of voicing feature was degraded only at higher noise levels. Relative
information transmitted for this feature were 95.7 and 86.3% at -12 and -15 dB and

corresponding relative improvements with optimized comb filters were 1 and 2%.

Place: Figure C.10 shows the information transmitted for place feature. Relative information
transmitted for place feature averaged across three subjects for unprocessed speech, varied
from 100% under no-noise condition to 94.3, 90.7, 91.7, 73.3, 69.7, 53, 43.3, 32%
respectively for 6, 3, 0, -3, -6, -9, -12, -15 dB SNR conditions. Relative improvements for
processed speech with comb filters having sharp transitions were 5.7, 10.4, 7.4, 29.6, 31.5,
61.7, 53.3, 71.1% respectively for 6, 3, 0, -3, -6, -9, -12, -15dB SNR conditions. With
optimized comb filters, the corresponding improvements were 6.4, 8.9, 6.8, 34.0, 40.0, 62.3,
62.8, 88.0%.

Manner: Figure C.11 shows the information transmitted for manner feature. Relative
information transmitted for this feature averaged across three subjects for unprocessed speech,
varied from 100% under no-noise condition to 98.3, 96.3, 89.7, 85.7, 78.3, 65, 53.7%
respectively for 3, 0, -3, -6, -9, -12, -15dB SNR conditions. Relative improvements for
processed speech with comb filters having sharp transitions were 1.0, 2.3, 9.6, 9.5, 9.9, 28.3,
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25.0% respectively for 3, 0, -3, -6, -9, -12, -15 dB SNR conditions. For processed speech with
optimized comb filters, the corresponding improvements were 0.3, 2.6, 11.9, 17.8, 28.5, 32.1,

47.0%.

Nasality: Perception of nasality feature was degraded at low SNR conditions. Relative
information transmitted for this feature at -12 and -15 dB were 85 and 58%. With optimized

comb filters relative improvements were 13 and 63%.

Frication: Figure C.12 shows the information transmitted for frication feature. Relative
information transmitted for this feature averaged across three subjects for unprocessed speech,
varied from 100% under no-noise condition to 97.3, 95, 84.7, 77.7, 67, 49.3, 42% respectively
for 3, 0, -3, -6, -9, -12, -15 dB SNR conditions. Relative improvements for processed speech
with comb filters having sharp transitions were 1.8, 3.2, 16.5, 16.2, 26.8, 58.5, 24.0%
respectively for 3, 0, -3, -6, -9, -12, -15dB SNR conditions. With optimized comb filters,
corresponding improvements were 0.7, 3.5, 18.8, 31.6, 43.9, 59.8, 62.7%.

Duration: Figure C.13 shows the information transmitted for duration feature. Relative
information transmitted for duration feature averaged across three subjects for unprocessed
speech, varied from 100% under no-noise condition to 88, 93, 91.7, 75.0, 73.7, 61.3, 48.3,
40.7% respectively for 6, 3, 0, -3, -6, -9, -12, -15 dB SNR conditions. Relative improvements
for processed speech with comb filters having sharp transitions were 17.1, 7.6, 5.5, 24.5,
18.8,38.1, 44.9, -7.3% respectively for 6, 3, 0, -3, -6, -9, -12, -15 dB SNR conditions. With
optimized comb filters, the corresponding improvements were 18.8, 7.6, 5.1, 30.3, 34.4, 44.6,
44.6, 13.4%.

C.7.3 Discussion

The comparison of the two schemes of processing; dichotic presentation of speech processed
with comb filter pair having sharp transitions and those with optimized comb filters were
done by conducting listening tests. The two schemes were evaluated by conducting listening
tests on three normal hearing subjects with simulated sensorineural hearing loss. Subject’s

response times, percentage correct recognition score, relative information transmitted for
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different speech features for unprocessed and processed speech (for two processing

conditions) were analyzed.

From the response times, it can be seen that under low SNR conditions, there
is moderate decrease in response time due to processing. Decreases in response times
are generally higher with spectral splitting using optimized comb filters. Hence the
speech processing with optimized comb filters may be considered to be somewhat

more effective in reducing the load on perception under adverse listening condition.

From the recognition scores, it was found that as the noise level increases,
scores decrease for unprocessed speech. Processing improved the recognition scores.
Improvements are generally higher for scheme of spectral splitting with optimized

comb filters.

Overall relative information transmitted and relative information transmitted for
different speech features was obtained. Overall relative information transmitted is higher for
scheme of spectral splitting with optimized comb filters. It is observed that, among the
features, there is maximum improvement for place features, at SNRs less than -3 dB,
indicating that the processing helps in reducing the effect of spectral masking. Relative
information transmitted for frication and manner features also improved with processing and

the improvements are higher with optimized comb filters.

Thus we conclude that comb filters with responses optimized for reducing the

perceived spectral distortion are more effective than the ones with sharp transitions.
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Appendix D

Programs for signal processing and

listening experiments

D.1 Introduction

To reduce the effect of temporal masking associated with degraded temporal resolution in
sensorineural hearing loss, a scheme of temporal splitting for binaural dichotic presentation
has been developed. In the scheme, step and trapezoidal fading functions along with overlap
have been used. These schemes of temporal splitting ars referred as TS_ST and TS_TR
(temporal splitting with step fading and temporal splitting with trapezoidal fading). To reduce
the effect of spectral masking associated with broad auditory filters in sensorineural hearing
loss, a scheme of spectral splitting using a pair of comb filters having complementary
magnitude response is used and is referred as SS. To reduce the effect of both increased
spectral and temporal masking, combined scheme of spectral and temporal splitting (CS) has
been investigated by using time varying comb filters. Programs for these schemes and

listening tests are given in the following sections.
D.2 Temporal splitting (TS)

The temporal processing of speech involves temporally splitting the speech into various
segments for presenting adjacent segments to the two ears (binaural dichotic presentation).
For offline processing of digitized speech signal, a program “split” is developed in C.

Sampling rate f; is set at 10 k samples/s. Input parameters for processing are
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Inter-aural switching period, 7,: 10 to 50 ms
On-period, T,,: T,/2 to T,
Transition duration, 73: 0 to 0.5(7, - Ton)

If trapezoidal fading (i.e. T; # 0), fading curve: linear/logarithmic

Inter-aural switching period is the repetition period for switching between the two
ears. With reference to Eqns. 4.1 and 4.2 and Figs. 4.2 and 4.3, the number of samples in the

switching period, on-interval, and transition interval are

N=T,f,
L=T,,f;, and
M = T, f;

As shown in the Figs 4.2 and 4.3, fading function is symmetrical. Transition duration
provides slope for the trapezoidal fading function. In trapezoidal fading, variation can be

linear or logarithmic. The duty cycle for presentation to a particular ear is 7,,/T,, i.e., L/N.

The program accepts input file with signal samples as 16-bit integers in text format,
and generates two output files in text format. Program “t 2b” is used for converting the signal
files from text format to binary format, in order to have better storage efficiency and access

speed.

D.3. Spectral splitting (SS)

In spectral splitting, speech is split into odd and even bands using a pair of comb filters with
complementary magnitude response, each with 9 pass bands corresponding to critical band
auditory filters (Zwicker, 1961). The comb filter responses are obtained through two linear
phase FIR filters, designed as described in Appendix C. The two filters are realized as part of
one program for off-line processing of digitized speech signal. This program “dico” is a

modified version of a program “dicho” developed earlier by Ratanpal (2000).
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The program asks for names of the input “.bin’ speech signal file, the two coefficient
files in “.txt” format, and the two ‘.bin’ output files for the output signals from the two comb
filters. The format of the .txt’ file containing N filter coefficients is

no. of filter coefficients <cr> by <cr>b; <cr> - - - - - <cr>bpg .

D.4 Combined splitting (CS) using time varying comb filters

In the scheme of spectral and temporal splitting, time varying comb filters are used to sweep
the odd and even bands between the two ears. The frequency range between two alternate
critical band center frequencies, was divided into m equal parts, to obtain the center
frequencies of the pass bands of successive pair of comb filter in a time varying comb filter
with m shiftings. This procedure was carried out for obtaining the center frequencies of the
critical bands for the entire frequency range for each successive pair of comb filter. Filter
coefficients were obtained for each shifted pair of complementary comb filters using
frequency sampling technique of linear phase FIR filter as described in Appendix C. The
precalculated set of coefficients were cyclically swept with m shiftings with a sweeping
period of T, ms. After every time slot of 7, /m ms, a new set of coefficients for next pair of

comb filters takes over.

For off-line processing of digitized speech signal, a program “fi1t” is written in C,
jointly with my colleague A. N. Cheeran. Each pair of comb filter processes the signal for a
time period equal to shifting time period divided by the number of shiftings. Program asks for
the name of input speech signal input file in binary format and number of shiftings of comb
filters. For a given number of shiftings, program reads corresponding coefficient files. For m
shiftings, each pair of comb filter will process the signal for 7,fi/m samples, where T, (ms)
and f; (samples/s) represent respectively sweeping (switching) period and sampling frequency.

Program has facility for recording and playing the recorded signal or processed signals.

D.5 Monaural-binaural hearing level difference

To obtain the level difference in monaural and binaural perception, listening tests were
conducted with signals of various types. Signals are presented monaurally followed by

binaurally. The procedure is given in detail in Appendix C.
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Program “mono_bin” has been written in C to present the signals, through two 12-bit
DAC channels of PC based PCL-208 data acquisition card (Dynalog Micro Systems,
Bombay, 1989), for monaural and binaural hearing alternately. The program outputs two
signals alternately with a short time gap of about 100 ms, one signal for monaural and the

other for binaural hearing. This pair of presentation is repeated with a time gap of 2 seconds.

Programs prompts the user to enter
* two file names in binary format for monaural and binaural presentation.
* time gap between monaural and binaural presentation

* time gap between repeated presentation for monaural and binaural hearing

D.6 Simulation of sensorineural hearing loss

The speech processing schemes were evaluated by conducting listening tests on normal
hearing subjects with simulated hearing loss. Simulation of sensorineural hearing loss in
normal hearing subjects was obtained by adding broad band noise to the speech signal. A
program “snr”, initially developed by Prasad (1996) and later modified by Chaudhari (2000)
was used to add the noise to the speech signal at various SNR conditions. In the experiments
SNRs of 6, 3, 0, -3, -6, -9 -12, and -15 were used. The program adds the noise to the signal in
such a way that SNR was kept constant on the basis of short-time (10 ms) energy of the
signal. The program accepts the noise file ‘noise.bin’ from the working directory and asks
for the binary file names of input and output signals, and the SNR (dB) value k. A block of
100 samples (equal to 100 samples for sampling rate of 10 k samples/sec) from input signal
s(n) and noise e(n) are read and the output samples are calculated and are stored in output
file. This procedure is repeated for successive set of 100 samples of the input signal and noise.
The output x(n) is obtained by adding signal s(n) with new e(n) scaled by a factor £ such that
SNR = k dB, on the basis of signal and noise energy in the block.

x(n) = s(n) + Pe(n) (D.1)

where 8% =0,/ (0,> x 10*%)

G’=X5(n), o> =X (),

since the noise is stationary, o, remains almost same in all the blocks, and therefore the

weighting factor f depends on the short-time energy of the input signal o;.
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D.7 Listening test

For conducting listening tests, the automated listening test set-up used a program “test”.
Program “t1ist” was used to randomize the presentation of stimuli and positions of

13

response choices and “info” was used for information transmission analysis. These

programs were initially developed using Fortran by Pandey (1987) and are successively
modified in Pascal and ‘C’ by Thomas (1996), Chaudhari (2000), and the author. These
programs are described in this section. The program “test” was used for outputting the
signal on single channel and was modified to present output on two channels, one for left and
other for right. The program used PCL-208 data acquisition card (Dynalog Micro Systems,
Bombay, 1989) for outputting the signal at 10 k samples/s through a 12-bit DAC and com2
port for communication to the subject terminal. Subject terminal was used for displaying the
test instructions to the subject in the beginning of each test run, alerting the subject while
presenting the stimuli and for displaying the response choices on the screen. Subject
responded through the terminal keyboard.
Program prompts the user to enter the following parameters.

* Subject identification (max 5 ch):

* Test listening of specified sounds (y/n)?:

* Test number (1-200):

* Speech list file number (1-25):

* Test using (DAC channel 1/channel 1&2) (1/0):

* Response feedback while hearing (y/n) ?:

* Signal info file:

In each experimental run, the stimuli were presented in a random order with certain
uniformity constraints to avoid biasing due to learning effect. Following uniformity

constraints were used in randomizing the order of stimulus presentation (Pandey, 1987):

1) overall uniformity. For n stimulus items and N presentations in an experiment, each
stimulus should be presented N/n times.
2) mid-range uniformity. In M consecutive presentations, any stimulus should not occur

more than M/n +2 times.
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3) short-range uniformity. An item should not be presented more than three times

consecutively.

A program “t1ist” was used for generating randomized test list for presenting test
stimuli in the experiment. The program reads the information from a file ‘1ist.dat’ in the
following format:

Number of test stimuli 7,

Number of presentations N,

Two line title for the experiment,

Test item names on separate lines.

The program outputs a file ‘s1ist.dat’ that will be used by the computerized test
administration program. The stimulus and response items are represented by order number.
The list file contains the item to be presented as well as the order in which response choices
should be displayed. The order of the response choices and the position of correct response
are also randomized with the same uniformity constraints as described above, to avoid biasing
in responses due to the order in which response choices are provided to the subject. To
provide randomization across the test runs, 25 files (s1istl, slist2,---slist25) were

generated.

The test program executes the following tasks:
1) displays the message about the test stimuli and test instructions to the subject.
2) present the stimuli, record the subject response and response time, display the scores
etc.
3) record the scores as a confusion matrix, display and store the test data for further
analysis.
The test information to the program is provided in a file ‘sigfil.dat’ in the following
format:
Sampling frequency in Hz,
Number of items in the test set,
Names of test items (to be displayed as responses choices),

Names of data files containing signal samples for the stimuli.
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D.8 Presentation procedure

At the beginning of the test sessions, the subject is instructed about the test material and
method of listening tests (as detailed in Appendix F). At the beginning of each test run,
subject can listen to the test materials as many number of times as he/she wants. In a
presentation, when a stimulus item is presented over the headphones, all stimuli are displayed
on the subject terminal screen. Each stimulus corresponds to a key on the subject terminal
keyboard. At each presentation, subject is alerted by a message “Listen...” followed by the
stimulus presentation to the headphones. Subject responds by pressing appropriate key on the
subject terminal keyboard. Test will not proceed until response key is pressed. In a test run, as
the presentation of the following other stimuli proceeds, the response key pressed is compared
with the correct response and the correct response scores are updated. For each presentation,
time taken by the subject to respond is also noted and is cumulated with each presentation. As
the test progresses, PC monitor gives an update of the keys being pressed by the subject, the
time taken, cumulative scores, etc. Tests can be with and without feedback of the correct
response. In the feedback mode, after the response key is pressed, message ‘Ok’ or ‘No’ will
be displayed depending on whether the response key pressed is correct or wrong, followed by
the display of correct response for wrong pressing. In tests without feedback mode, only
response key pressed will be displayed. Feedback mode is used during practice sessions and
tests without feedback are considered for evaluation. At the end of each test run, a stimulus-
response confusion matrix is formed in which stimuli and responses are represented along
rows and columns respectively. Each entry in the cell represents the frequency of occurrence
of a stimulus-response pair. The diagonal elements give the correct responses, whereas off-
diagonal elements represent errors made. Sum of the diagonal elements gives total number of
correct responses. Percentage correct recognition score and response time statistics are also
displayed along with the confusion matrix. These results are stored as ‘sssttt.res’, where
sss gives subject’s identification, ttt gives test number. The format of the stored results is as

follows:

Number of test items, number of presentations,
Confusion matrix,
Test number, subject and test identification,

Date and time of test,
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Number of presentations, number of responses, percent scores,
Minimum, maximum, mean, and standard deviation of response time in sec, total time
taken for a test run in minutes,

Slist file and file containing test information (‘sigfil.dat’).
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D.1 Introduction

To reduce the effect of temporal masking associated with degraded temporal resolution in
sensorineural hearing loss, a scheme of temporal splitting for binaural dichotic presentation
has been developed. In the scheme, step and trapezoidal fading functions along with overlap
have been used. These schemes of temporal splitting ars referred as TS_ST and TS_TR
(temporal splitting with step fading and temporal splitting with trapezoidal fading). To reduce
the effect of spectral masking associated with broad auditory filters in sensorineural hearing
loss, a scheme of spectral splitting using a pair of comb filters having complementary
magnitude response is used and is referred as SS. To reduce the effect of both increased
spectral and temporal masking, combined scheme of spectral and temporal splitting (CS) has
been investigated by using time varying comb filters. Programs for these schemes and

listening tests are given in the following sections.
D.2 Temporal splitting (TS)

The temporal processing of speech involves temporally splitting the speech into various
segments for presenting adjacent segments to the two ears (binaural dichotic presentation).
For offline processing of digitized speech signal, a program “split” is developed in C.

Sampling rate f; is set at 10 k samples/s. Input parameters for processing are
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Inter-aural switching period, 7,: 10 to 50 ms
On-period, T,,: T,/2 to T,
Transition duration, 73: 0 to 0.5(7, - Ton)

If trapezoidal fading (i.e. T; # 0), fading curve: linear/logarithmic

Inter-aural switching period is the repetition period for switching between the two
ears. With reference to Eqns. 4.1 and 4.2 and Figs. 4.2 and 4.3, the number of samples in the

switching period, on-interval, and transition interval are

N=T,f,
L=T,,f;, and
M = T, f;

As shown in the Figs 4.2 and 4.3, fading function is symmetrical. Transition duration
provides slope for the trapezoidal fading function. In trapezoidal fading, variation can be

linear or logarithmic. The duty cycle for presentation to a particular ear is 7,,/T,, i.e., L/N.

The program accepts input file with signal samples as 16-bit integers in text format,
and generates two output files in text format. Program “t 2b” is used for converting the signal
files from text format to binary format, in order to have better storage efficiency and access

speed.

D.3. Spectral splitting (SS)

In spectral splitting, speech is split into odd and even bands using a pair of comb filters with
complementary magnitude response, each with 9 pass bands corresponding to critical band
auditory filters (Zwicker, 1961). The comb filter responses are obtained through two linear
phase FIR filters, designed as described in Appendix C. The two filters are realized as part of
one program for off-line processing of digitized speech signal. This program “dico” is a

modified version of a program “dicho” developed earlier by Ratanpal (2000).
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The program asks for names of the input “.bin’ speech signal file, the two coefficient
files in “.txt” format, and the two ‘.bin’ output files for the output signals from the two comb
filters. The format of the .txt’ file containing N filter coefficients is

no. of filter coefficients <cr> by <cr>b; <cr> - - - - - <cr>bpg .

D.4 Combined splitting (CS) using time varying comb filters

In the scheme of spectral and temporal splitting, time varying comb filters are used to sweep
the odd and even bands between the two ears. The frequency range between two alternate
critical band center frequencies, was divided into m equal parts, to obtain the center
frequencies of the pass bands of successive pair of comb filter in a time varying comb filter
with m shiftings. This procedure was carried out for obtaining the center frequencies of the
critical bands for the entire frequency range for each successive pair of comb filter. Filter
coefficients were obtained for each shifted pair of complementary comb filters using
frequency sampling technique of linear phase FIR filter as described in Appendix C. The
precalculated set of coefficients were cyclically swept with m shiftings with a sweeping
period of T, ms. After every time slot of 7, /m ms, a new set of coefficients for next pair of

comb filters takes over.

For off-line processing of digitized speech signal, a program “fi1t” is written in C,
jointly with my colleague A. N. Cheeran. Each pair of comb filter processes the signal for a
time period equal to shifting time period divided by the number of shiftings. Program asks for
the name of input speech signal input file in binary format and number of shiftings of comb
filters. For a given number of shiftings, program reads corresponding coefficient files. For m
shiftings, each pair of comb filter will process the signal for 7,fi/m samples, where T, (ms)
and f; (samples/s) represent respectively sweeping (switching) period and sampling frequency.

Program has facility for recording and playing the recorded signal or processed signals.

D.5 Monaural-binaural hearing level difference

To obtain the level difference in monaural and binaural perception, listening tests were
conducted with signals of various types. Signals are presented monaurally followed by

binaurally. The procedure is given in detail in Appendix C.
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Program “mono_bin” has been written in C to present the signals, through two 12-bit
DAC channels of PC based PCL-208 data acquisition card (Dynalog Micro Systems,
Bombay, 1989), for monaural and binaural hearing alternately. The program outputs two
signals alternately with a short time gap of about 100 ms, one signal for monaural and the

other for binaural hearing. This pair of presentation is repeated with a time gap of 2 seconds.

Programs prompts the user to enter
* two file names in binary format for monaural and binaural presentation.
* time gap between monaural and binaural presentation

* time gap between repeated presentation for monaural and binaural hearing

D.6 Simulation of sensorineural hearing loss

The speech processing schemes were evaluated by conducting listening tests on normal
hearing subjects with simulated hearing loss. Simulation of sensorineural hearing loss in
normal hearing subjects was obtained by adding broad band noise to the speech signal. A
program “snr”, initially developed by Prasad (1996) and later modified by Chaudhari (2000)
was used to add the noise to the speech signal at various SNR conditions. In the experiments
SNRs of 6, 3, 0, -3, -6, -9 -12, and -15 were used. The program adds the noise to the signal in
such a way that SNR was kept constant on the basis of short-time (10 ms) energy of the
signal. The program accepts the noise file ‘noise.bin’ from the working directory and asks
for the binary file names of input and output signals, and the SNR (dB) value k. A block of
100 samples (equal to 100 samples for sampling rate of 10 k samples/sec) from input signal
s(n) and noise e(n) are read and the output samples are calculated and are stored in output
file. This procedure is repeated for successive set of 100 samples of the input signal and noise.
The output x(n) is obtained by adding signal s(n) with new e(n) scaled by a factor £ such that
SNR = k dB, on the basis of signal and noise energy in the block.

x(n) = s(n) + Pe(n) (D.1)

where 8% =0,/ (0,> x 10*%)

G’=X5(n), o> =X (),

since the noise is stationary, o, remains almost same in all the blocks, and therefore the

weighting factor f depends on the short-time energy of the input signal o;.
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D.7 Listening test

For conducting listening tests, the automated listening test set-up used a program “test”.
Program “t1ist” was used to randomize the presentation of stimuli and positions of

13

response choices and “info” was used for information transmission analysis. These

programs were initially developed using Fortran by Pandey (1987) and are successively
modified in Pascal and ‘C’ by Thomas (1996), Chaudhari (2000), and the author. These
programs are described in this section. The program “test” was used for outputting the
signal on single channel and was modified to present output on two channels, one for left and
other for right. The program used PCL-208 data acquisition card (Dynalog Micro Systems,
Bombay, 1989) for outputting the signal at 10 k samples/s through a 12-bit DAC and com2
port for communication to the subject terminal. Subject terminal was used for displaying the
test instructions to the subject in the beginning of each test run, alerting the subject while
presenting the stimuli and for displaying the response choices on the screen. Subject
responded through the terminal keyboard.
Program prompts the user to enter the following parameters.

* Subject identification (max 5 ch):

* Test listening of specified sounds (y/n)?:

* Test number (1-200):

* Speech list file number (1-25):

* Test using (DAC channel 1/channel 1&2) (1/0):

* Response feedback while hearing (y/n) ?:

* Signal info file:

In each experimental run, the stimuli were presented in a random order with certain
uniformity constraints to avoid biasing due to learning effect. Following uniformity

constraints were used in randomizing the order of stimulus presentation (Pandey, 1987):

1) overall uniformity. For n stimulus items and N presentations in an experiment, each
stimulus should be presented N/n times.
2) mid-range uniformity. In M consecutive presentations, any stimulus should not occur

more than M/n +2 times.
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3) short-range uniformity. An item should not be presented more than three times

consecutively.

A program “t1ist” was used for generating randomized test list for presenting test
stimuli in the experiment. The program reads the information from a file ‘1ist.dat’ in the
following format:

Number of test stimuli 7,

Number of presentations N,

Two line title for the experiment,

Test item names on separate lines.

The program outputs a file ‘s1ist.dat’ that will be used by the computerized test
administration program. The stimulus and response items are represented by order number.
The list file contains the item to be presented as well as the order in which response choices
should be displayed. The order of the response choices and the position of correct response
are also randomized with the same uniformity constraints as described above, to avoid biasing
in responses due to the order in which response choices are provided to the subject. To
provide randomization across the test runs, 25 files (s1istl, slist2,---slist25) were

generated.

The test program executes the following tasks:
1) displays the message about the test stimuli and test instructions to the subject.
2) present the stimuli, record the subject response and response time, display the scores
etc.
3) record the scores as a confusion matrix, display and store the test data for further
analysis.
The test information to the program is provided in a file ‘sigfil.dat’ in the following
format:
Sampling frequency in Hz,
Number of items in the test set,
Names of test items (to be displayed as responses choices),

Names of data files containing signal samples for the stimuli.
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D.8 Presentation procedure

At the beginning of the test sessions, the subject is instructed about the test material and
method of listening tests (as detailed in Appendix F). At the beginning of each test run,
subject can listen to the test materials as many number of times as he/she wants. In a
presentation, when a stimulus item is presented over the headphones, all stimuli are displayed
on the subject terminal screen. Each stimulus corresponds to a key on the subject terminal
keyboard. At each presentation, subject is alerted by a message “Listen...” followed by the
stimulus presentation to the headphones. Subject responds by pressing appropriate key on the
subject terminal keyboard. Test will not proceed until response key is pressed. In a test run, as
the presentation of the following other stimuli proceeds, the response key pressed is compared
with the correct response and the correct response scores are updated. For each presentation,
time taken by the subject to respond is also noted and is cumulated with each presentation. As
the test progresses, PC monitor gives an update of the keys being pressed by the subject, the
time taken, cumulative scores, etc. Tests can be with and without feedback of the correct
response. In the feedback mode, after the response key is pressed, message ‘Ok’ or ‘No’ will
be displayed depending on whether the response key pressed is correct or wrong, followed by
the display of correct response for wrong pressing. In tests without feedback mode, only
response key pressed will be displayed. Feedback mode is used during practice sessions and
tests without feedback are considered for evaluation. At the end of each test run, a stimulus-
response confusion matrix is formed in which stimuli and responses are represented along
rows and columns respectively. Each entry in the cell represents the frequency of occurrence
of a stimulus-response pair. The diagonal elements give the correct responses, whereas off-
diagonal elements represent errors made. Sum of the diagonal elements gives total number of
correct responses. Percentage correct recognition score and response time statistics are also
displayed along with the confusion matrix. These results are stored as ‘sssttt.res’, where
sss gives subject’s identification, ttt gives test number. The format of the stored results is as

follows:

Number of test items, number of presentations,
Confusion matrix,
Test number, subject and test identification,

Date and time of test,
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Number of presentations, number of responses, percent scores,
Minimum, maximum, mean, and standard deviation of response time in sec, total time
taken for a test run in minutes,

Slist file and file containing test information (‘sigfil.dat’).
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Hardware description

E.1 Signal acquisition set-up

As shown in Fig 4.10, the front end of the signal acquisition system consists of a microphone
(B&K 4176) attached to sound level meter (B&K 2235). The sound level meter has built-in
preamplifier, an input attenuater, a frequency weighting filter, and a buffer amplifier, and it
gives ac signal as output. The microphone (Y2 inch and prepolarized), has a capacitance of
13 pF and sensitivity of 50 mV/Pa. Frequency weighting filter has A, C, and Lin. choices.
During signal acquisition, ‘A’ weighting has been used. The sound level meter produces
1 V rms for sinusoidal acoustic input of 90 dB SPL for the range setting of 20-90 dB SPL.
The analog signal from the meter is connected to an amplifier to increase the incoming signal
level. The other blocks in the set-up, are anti-aliasing low pass filter and PC based DSP card
with analog-to-digital converter (ADC).

Amplifier (output voltage range = =5 V, with a gain variable over 10-40 range) was
used to increase the level of the incoming ac signal from the sound level meter to fit it within
the input range of ADC. Sampling rate of 10 k samples/s of the ADC necessitates that the
input analog signal should be band limited to a frequency of 5 kHz. Hence an anti-aliasing
low pass filter was used. Low pass filter is an active anti-aliasing elliptic filter of 7™ order
with cut-off frequency of 4.6 kHz, pass band ripple of 0.3 dB, stop band attenuation of 40 dB
and transition band 4.6-5 kHz (Pandey, 1987; Shah, 1995). It has a gain of 1.6 (4.1 dB).
Figure E.1 gives the magnitude response of the filter. During recording, the sound level meter
is set in 20-90 dB SPL range and A weighting filter. The speaker is instructed to speak at

normal conversational level, and the distance of the microphone distance is adjusted such that
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sound level meter shows 70-75 dB SPL. The amplifier is used at gain setting of 10. After the
cascaded gain 1.6 of the anti-aliasing filter, 70 dB SPL reading of the sound level meter

results in value 1.6 V rms.

0 < 4.6kHz

20 <4— 5 kHz

N
(=]
T

Magnitude (dB)

-80

-100 L L L L L L L L L L L L
0 1 2 3 4 5 6

Frequency (kHz)

FIG. E.1. Magnitude response of the 7" order active elliptic low pass
filter The pass band ripples < 0.3 dB. The stop attenuation > 40 dB.

Output signal from the low pass filter is fed to 12-bit/16-bit ADC of TI/TMS320C25
DSP board PCL-DSP 25 (Dynalog Microsystems, Bombay, 1993). TMS320C25 is 16-bit
fixed point processor operating at 40 MHz. The board is interfaced to the PC bus and it has
on-board ADC and DAC. Both ADC and DAC are used with 16-bit resolution and have a
range of £5 V. The acquired signal can be stored for analysis and processing, as discussed in

Appendix A.

E.2 Listening test set-up

Figure 4.11 shows the experimental set-up used for conducting the listening tests. The set-up
consists of a PC interfaced through RS232C asynchronous serial port, to the subject terminal
which, is placed in an acoustically isolated chamber and a pair of smoothing low pass filters
followed by audio amplifiers. PC was used for controlling the entire test (accepting the
subject’s identification and details of test data files, sending information to subject terminal,

presenting the speech signals to the headphones, displaying the stimuli and responses along

200
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with response times for each presentation) and the subject terminal was used for displaying
the response choices and obtaining the subject’s responses from its keyboard. PC
communicates with subject terminal through RS-232 serial port. PC, amplifiers, and filters
were located outside the acoustically isolated chamber to keep the power dissipation and the
noise from the equipment in the subject’s room to a minimum. The terminal along with the

headphones for stimuli presentation were located in the acoustically isolated chamber.

PC based data acquisition card PCL-208 (Dynalog Micro Systems, Bombay, 1989)
was used to output the signals at 10 k samples/sec, through its two independent 12-bit digital-
to-analog channels with 0-5 V output range (for fixed reference voltage of -5 V). The signals
from the DAC were ac coupled to a pair of 7" order smoothing low pass elliptic filters. Filters
have the characteristics same as that of the antialiasing filter used in signal acquisition card
(section E.1). From the filters, signals passed through a pair of audio amplifiers and were
given to the two calibrated headphones (Telephonics TDH-39P). Audio amplifiers are class B
push-pull amplifiers. The input to the amplifier was fed through an attenuater using 10 kQ
logarithmic potentiometer, which varies the magnitude of the applied voltage, and helps in
intensity control for the power amplifier circuit. Amplifiers were provided with input voltage
of range 0 to 7.5 V. The audio amplifier board also provides outputs of =300 mV for feeding
to the tape recorder, +25 mV for the microphone, and £5 V as test signal. Audio amplifier
boards and low pass filters had been earlier developed in the laboratory [Gavankar (1995) and

Shah (1995)].

E.3 Calibration of headphones

We have used TDH-39P headphones in the experiments. In listening tests, it is necessary to
present the test stimuli at a calibrated sound level. Figure E.2 shows the set-up used to obtain
the electroacoustic characteristics and calibration of the headphones. The set-up consists of a
function/arbitrary waveform generator (HP33120A), an audio amplifier, artificial ear
(B&K 4153) fitted with microphone (B&K 4176), a sound level meter (B&K 2235),
headphone (TDH-39P) to be calibrated, and digital multimeter (HP34401A).

Function generator with audio amplifier provided the input for driving the headphone.

Headphone was placed on the artificial ear. A force of 600 mg was applied on the headphone
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using spring tension mechanism of the artificial ear, to hold the headphone in place. The
output from the headphone was sensed by the microphone (housed in the artificial ear) and the
signal level was read as SPL on the sound level meter. Input voltage (dBm) to the headphone

was measured by the digital multimeter.

Function Audlg . »| Head phone
generator » amplifier
Artificial ear
. Sound level
with q
. meter
Digital ’ microphone
multimeter |

FIG. E.2. Block diagram for calibration of headphones.

To obtain the electroacoustic characteristic of the headphones, input voltage in dBm
(with reference to 1 mW power in a 50 ohm load resistance, i.e. Vref = 0.224 V rms) required
to produce sound pressure level of 100dB SPL in the artificial ear was measured at different
frequencies. Figure E.3 shows the electroacoustic characteristic of the two headphones
TDH-39P used in the listening tests. It can be seen that the two headphones have very similar

characteristics. The response varies over 10 dB over the frequency range of 125 Hz-5 kHz.

During listening experiments, presentation level should be maintained over the various
test sessions. The acoustic level at the headphones can be given in terms of electric input
voltage in dBm measured by digital multimeter. For this purpose, a relationship between
acoustic output and electric input voltage is obtained. The most comfortable listening level
75 dB corresponds to an input voltage of -38 dBm for sustained vowel /a/. (For 1 kHz
sinusoidal input 75 dB SPL corresponds to -40 dBm). At the beginning of each test session,
the gain of the audio amplifier was adjusted such that the headphone input voltage for a
sustained synthesized vowel /a/ was -38 dBm. The rms value of the samples of the
synthesized /a/ and the rms value of the vowel in each of the test stimuli are kept
approximately equal, to ensure that the calibration remains valid for the test stimuli. This is

done by appropriate digital scaling of the sample values of the test stimuli.
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FIG. E.3. Electroacoustic characteristics of the headphones. Input voltage (dBm)
versus frequency for 100 dB SPL output.

203



Appendix G

Simulation of sensorineural loss by broad band noise

Conducting listening tests to evaluate the schemes for speech processing and different
processing conditions involves tedious procedure and is time consuming. Hence it will be
difficult to test different processing conditions directly on the hearing impaired subjects. Also,
there are difficulties in having large number of hearing impaired subjects with bilateral

hearing loss, willing to participate in these experiments.

The issues related to simulation of hearing loss and evaluation methods have been
reviewed earlier in Chapter 3 (Section 3.4). In our research, speech processing schemes were
evaluated through listening tests involving normal hearing subjects with sensorineural hearing
loss. The loss was simulated by addition of broad band Gaussian noise to the speech signal,

with SNR kept constant on the basis of short-time (10 ms) energy of the signal.

Here we present an analysis of the results from listening tests to see the effect of SNR
for loss simulation on various performance measures and to study the effectiveness of
simulation for temporal and spectral masking. For this, results presented in Tables 5.3-5.5 of
experiment III in Chapter 5 are used here. Listening tests involved identification of
12 consonants in VCV context with vowel /a/. Test material was added with broad band
Gaussian noise to obtain SNRs of 6, 3, 0, -3, -6, -9, -12, and -15 dB to simulate sensorineural
loss of varying degree. Test material was presented at most comfortable listening level of the
individual subject. Five subjects with age between 20 to 37 years participated in the test. The
performance measures used were response times, recognition score, and relative information

transmission for various consonantal features. This appendix presents an analysis of results
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from listening tests for unprocessed speech, in order to have a basis for comparison with

results obtained with different processing schemes and parameters.

Figure G.1 shows the response times of individual subjects. It is seen for no-noise
condition, the average response time ranges from 1.15 seconds to 2.7 seconds which is
indicative of variation in reaction time of the subjects. Under simulated loss condition, the
response time increases and slopes of increase for different subjects are similar. Figure G.2
shows response times averaged across the five subjects for different SNR levels. Average
value increases from 1.89 seconds under no noise condition to 2.61 seconds at -15 dB SNR.
This indicates that, addition of noise increases load on hearing perception process. Increase in
response time indicates that, under adverse listening condition, persons experience greater

difficulty in understanding the auditory message.

Figure G.3 shows recognition scores for five subjects. Under no-noise condition, all
the subjects have 100% recognition. With simulated loss, the scores decrease nearly
monotonically with decreasing SNR. Figure G.4 shows the scores averaged across five
subjects. Averaged score decreases from 100% at no-noise condition to 64.5% at -15 dB SNR
condition. At this SNR condition, recognition scores for individual subjects range from 51.3

t0 76.7%.

Overall relative information transmitted (%) for five subjects is shown in Fig. G.5 and
averaged across the subjects is shown in Fig. G.6. Overall information transmitted varies from
100% at no-noise condition to 70% at -15 dB SNR condition. We see that the spread in
variation for information transmission measure is much less than that for recognition scores.
This indicates that reception errors are not randomly distributed, but may be distributed in
accordance with feature groupings, hence it will be interesting to look at the information

transmission for various consonantal features, as given in Table 3.1.

Figure G.7 shows averaged across the subjects relative information transmitted (%) for
consonantal features of place, duration, manner, frication, voicing, and nasality. For
comparison, the figure also shows recognition scores (%), and overall relative information
transmission (%). It can be observed from Fig. G.7, percentage recognition scores, overall

information transmitted (%), and relative information transmitted for all the features decrease
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FIG. G.1. Response time (s) for five subjects under different SNRs for binaural
presentation of unprocessed speech (tests conducted as part of CS experiments).
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FIG. G.2. Response times of Fig. G.1 averaged across the five subjects under
different SNRs. Standard error is indicated by the length of the vertical bars.
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FIG. G.3. Recognition scores for five subjects under different SNRs for binaural
presentation of unprocessed speech (tests conducted as part of CS experiments).

100 r
S
o 90
o
2
S 801
=
on
S 70 + 4.47
Q
&
60
50
40 L Il R Il 1 1 1 1 Il 1 1
oo 6 3 0 -3 -6 -9 -12 -15
SNR (dB)

FIG. G.4. Recognition scores of Fig. G.3 averaged across five subjects under
different SNRs. Standard error is indicated by the length of the vertical bars.
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FIG. G.5. Overall information transmitted for five subjects under different SNRs
for binaural presentation of unprocessed speech (tests conducted as part of CS
experiments).
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FIG. G.6. Overall information transmitted of Fig. G.5 averaged across five
subjects under different SNRs. Standard error is indicated by the length of the
vertical bars.
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FIG. G.7. Recognition score and relative information transmission for overall and
different features.

with decrease in SNR, indicating that the addition of noise to the speech degrades the quality
and hence the perception. Perception of voicing and nasality features is nearly perfect and is
modestly affected at higher levels of simulated loss. This is in conformity with earlier
investigations that have reported these two as the most robust of the consonantal features.
Compared to voicing, perception of manner (stop/frication/nasality) is more adversely
affected, coming down to 58% at -15 dB SNR. There is larger decrease for frication, place
and duration features at low SNRs. At -15 dB SNR, the relative transmission for place and
duration features comes down to 29% and 24 % respectively. From the plots, we see that SNR
for 50% relative information transmission for both these features is -9 dB. Degradation in
perception of place feature indicates that spectral cues required for the place feature

identification get masked by simulated loss. From degradation in perception of duration
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feature, one may infer that the temporal cues required for the duration feature identification

are masked due to temporal masking.

The values obtained here show a pattern similar to that reported by Miller and Nicely
(1955) for normal hearing subjects, with 16 VCV syllables as stimuli presented at different
SNR conditions of masking noise. Voicing and nasality were less affected by the noise. For
place and duration features, SNR's corresponding to relative information transmission of 50%
are +3 dB and -3 dB. In our study, relative information transmission of 50% corresponds to

-9 dB SNR for these features. The variation may be attributed to the test material and subjects.

In listening tests with hearing impaired subjects (Experiment IV, presented in chapter
6), recognition scores for unprocessed speech, averaged across the five subjects varied from
73 to 92 % with an average of 81 %. Relative information transmitted averaged across the five
subjects for place, duration, frication are 58, 49, and 56 %. These values closely match with
the values obtained with simulation of hearing loss with SNR of -9 dB. The recognition scores
and relative information transmitted for different consonantal features were matched (by using
linear interpolation) with the corresponding average scores for simulated loss, as given in
Table G.1 and shown in Fig. G.7, to obtain an SNR equivalent to hearing loss. The results are
given in Table G.2. It is seen that simulation was not effective in simulating the effect of
hearing loss on reception of voicing and only moderately effective for nasality and manner.
However, these features are known to be not susceptible to the adverse effects of temporal
and spectral masking. The equivalent SNR for other features fall within a relatively small
range for an individual subject and vary across the subjects. Hence we can infer that addition
of broad band noise simulates the effects of increased temporal and spectral masking and

level of SNR varies with the severity of masking.



216 Appendix G. Simulation of sensorineural loss by broad band noise

Table G.1. Response time, recognition score, and relative information transmitted for listening
tests with normal hearing subjects and simulated loss (Experiment III) for unprocessed
speech. S: Subject.

(a) Response time (s)

S SNR (dB)
) 6 3 0 -3 -6 -9 -12 -15
AB 1.56 1.64 1.67 1.79 1.81 2.07 1.93 1.98 2.46
SS 2.18 2.63 2.87 2.72 2.68 2.3 2.2 1.98 1.97
VK 2.73 2.62 2.79 2.58 2.85 2.78 3.07 3.36 3.25
AC 1.81 1.93 2.16 2.39 2.37 2.38 2.64 2.92 2.86
JK 1.15 1.68 1.69 1.60 1.94 1.68 1.73 2.20 2.53
Avg. 1.89 2.10 2.24 2.22 2.33 2.24 2.32 2.49 2.61
(b) Recognition score (%)
S SNR (dB)
oo 6 3 0 -3 -6 -9 -12 -15
AB 100 99.0 98.3 96.0 95.3 91.3 88.7 83.3 76.7
SS 100 93.0 92.3 88.7 83.7 74.7 67.0 59.3 59.7
VK 100 93.3 89.0 92.3 83.7 84.7 73.3 70.0 51.3
AC 100 97.0 94.0 92.7 90.0 85.7 86.3 74.0 63.3
JK 100 99.3 96.7 96.0 91.3 91.3 89.3 83.7 71.7
Avg. 100 96.0 94.0 93.0 88.7 85.5 81.0 74.0 64.5

(¢) Relative information transmitted (%): Overall

S SNR (dB)
o 6 3 0 3 6 9 12 15

AB 100 98 98 95 94 91 86 81 75

SS 100 95 95 39 34 79 74 69 68

VK 100 92 91 93 85 85 79 70 62

AC 100 97 93 94 92 88 86 80 70

JK 100 99 96 96 91 92 90 84 74

Avg. 100 9 95 93 89 87 83 77 70

(d) Relative information transmitted (RIT, %) for different features, averaged across the five
subjects

Feature SNR (dB)

o 6 3 0 -3 -6 9 -12 -15
Vo 100 99 99 100 99 100 98 95 91
Pl 100 95 91 84 73 62 50 37 29
Mn 100 91 89 92 86 83 76 70 58
Na 100 100 100 100 100 100 100 95 86
Fr 100 85 82 87 77 72 61 52 38
Du 100 95 92 85 77 64 50 35 24
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TABLE G.2. Equivalent simulated loss SNR for different features for the hearing impaired
subjects. Score: % recognition score and relative information transmitted, SNR: Simulated
loss SNR (dB) corresponding to the score obtained by linear interpolation.

S Score/ RS Relative information transmitted (%)

SNR | (%) | oy Vo Pl Mn Na Fri Du

SA Score 92 92 97 85 83 100 74 71
SNR -1 -1 -10 0 -6 -6 -5 -4

BA Score 89 88 80 74 80 81 79 35
SNR -3 -5 <-15 -3 -7 <-15 -2 -12

SK Score 76 81 67 59 53 88 29 39
SNR -11 -10 <-15 -7 <-15 -14 <-15 -11

KS Score 76 81 84 42 73 100 55 48
SNR -11 -10 <-15 -11 -11 -6 -11 -9

BS Score 73 76 97 32 66 100 44 52
SNR -12 -12 <-15 -14 -13 -6 -14 -9

Avg. Score 81 84 85 58 71 94 56 49
SNR -9 -8 <-15 -7 -12 -12 -11 -9
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