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ABSTRACT 

 
Voice conversion involves modification of the speech of a source speaker to make it 

perceptually similar to that of a target speaker, using a mapping derived from speech material 

spoken by them. The thesis presents a technique for modifying spectral characteristics using a 

single mapping obtained by multivariate polynomial modeling of the relation between the 

acoustic spaces of the source and the target speakers. Each parameter for generating the target 

speech is modeled as a multivariate polynomial function of the parameters of the source 

speech. The set of these functions is obtained from the time aligned source and target feature 

vectors. Voice conversion of the source speech signal is carried out by applying the estimated 

mapping for modification of spectral characteristics along with pitch and time scaling. A 

pitch-synchronous implementation of harmonic plus noise model (HNM) is used as the 

analysis-synthesis platform for voice conversion. 

 Out of the various polynomial models investigated, multivariate quadratic model 

(MQM) was found to be most suited. The method was evaluated for voice conversion for four 

speaker pairs (male-male, female-female, male-female, and female-male) using parallel 

speech data for training. Removal of redundant feature vectors from the training data, using a 

distance threshold, was found to improve the estimation of transformation functions. Voice 

conversion using MQM and GMM (with 64 mixture components) using the same training and 

test data resulted in almost similar output quality and decrease in target-transformed distance, 

but MQM needed a much shorter computation time for estimation of the mapping. Subjective 

evaluation showed that combination of spectral modification and pitch scaling resulted in 

transformed speech having good quality and almost the same identity as the target. Averaged 

across listeners, the scores for identification of transformed speech as the target were 93% for 

same-gender conversion and 100% for cross-gender conversion. The proposed voice 

conversion system needs to be investigated using a larger number of speaker pairs, different 

types of speech material, and other speech analysis-synthesis platforms. 
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Chapter 1 

 

INTRODUCTION 

 

 

1.1 Problem overview 

Voice conversion modifies the speech signal of one speaker (source) to make it perceptually 

similar to that of another speaker (target) [1]-[5]. It has a wide range of applications, such as 

voice verification systems [6], [7], speech enhancement [8]-[10], low bit-rate speech coding 

[11], cross-language speaker conversion [12], motion picture dubbing [13], cellular 

applications [8], interpreted telephony [8], text-to-speech systems [14], [15], speech 

compression [16], [17], and foreign language learning [18]. It is generally carried out using a 

speech analysis-synthesis system.  It involves two phases: (i) estimation of source-to-target 

mapping or transformation function between the signal parameters derived from a set of 

phrases spoken by source and target speakers, and (ii) application of the estimated 

transformation function for conversion of the source speech [1], [14], [19]-[21]. For 

conveying speaker identity, the spectral parameters are considered to be relatively more 

important than those related to rhythm and intonation [19], [20], [22]-[27]. For voice 

conversion, several parameters have been used for representing spectral information: formant 

frequencies [28], [29], cepstrum [30]-[34], mel frequency cepstrum coefficients (MFCCs) 

[14], [20], and line spectral frequencies (LSFs) [24], [35]-[38]. 

 The analysis-synthesis for voice conversion is generally carried out by segmenting 

speech signal into frames. The set of source or target parameters for each frame of the speech 

signal is known as a feature vector. The techniques for estimating the transformation function 

from the source feature vectors to the corresponding target feature vectors are generally based 

on vector quantization (VQ) [39]-[42], artificial neural networks (ANN) [29], [43], [44], 

mixtures of linear transform (Ms-LT) [45]-[47], hidden Markov model (HMM) [36], [48]-

[50], Gaussian mixture model (GMM) [51]-[56], frequency warping [57]-[60], speaker 

interpolation [61]-[63], vector field smoothing (VFS) [43], [64]-[67], and time-variant 

filtering (TVF) [43], [64], [68]-[70]. Vector quantization suffers from the discrete nature of 

the acoustic space, which hampers the dynamic character of the speech signal. The statistical 

and ANN based techniques capture the natural transformation function independent of the 
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acoustic unit, but they need a large set of training data and computations. In frequency 

warping and interpolation, the transformation function can be estimated using lesser data, but 

a different transformation function is needed for each acoustic class. Vector field smoothing 

technique is effective only when it is clubbed with other statistical techniques and hence 

increases the complexity. In voice conversion by TVF, errors in estimating the filter 

parameters result in audible distortions.  

 

1.2 Research objective 

The research objective is to investigate the modification of spectral characteristics for voice 

conversion by modeling the relationship between the acoustic spaces of the source and the 

target using a single transformation function. Our hypothesis is that such a function applicable 

to all acoustic classes may be derived using multivariate polynomial modeling. Each 

parameter for generating the target speech is modeled as a multivariate polynomial function 

of the parameters of the source speech. The set of these functions is obtained from the time 

aligned source and target feature vectors. Harmonic-plus-noise model (HNM) has been used 

as the analysis-synthesis platform, as it provides high quality speech output with a reasonable 

number of parameters, and easily permits time and pitch scaling [71], [72]. As the HNM 

parameters (harmonic magnitudes and LPC coefficients) are not suitable for multivariate 

polynomial modeling, the harmonic magnitudes in the harmonic band are converted to 

MFCCs and the LPC coefficients in the noise band to LSFs for estimating the transformation 

function. 

 Voice conversion of the source speech signal is carried out by applying the estimated 

mappings for modification of spectral characteristics along with pitch and time scaling. Pitch 

scaling is used to match the range of the pitch in the source speech to that in the target speech. 

The pitch contour is modified without disturbing the duration of the speech signal. Time 

scaling is used to approximately match the duration of the source speech to that of the target. 

The duration is modified, with a scaling factor equal to the ratio of the total duration of voiced 

segments of the source to that of the target, keeping the pitch contour intact. 

 The technique is applied for same-gender and cross-gender voice conversion using 

parallel speech data for training. Evaluation is carried out using objective measures and 

listening tests. 

 

1.3 Thesis outline 

The second chapter gives a review of the techniques for voice conversion. The next chapter 

describes the HNM based analysis-synthesis platform for voice conversion and its 

implementation along with time and pitch scaling. The proposed voice conversion system for 
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modification of spectral characteristics and its implementation are presented in Chapter 4. The 

evaluation methods and results are presented in the following chapter. The last chapter 

provides a summary of the investigations and conclusions along with suggestions for further 

work.  
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Chapter 2 

 

VOICE CONVERSION  

 

 

2.1  Introduction 

For estimation of the source-to-target mapping or transformation function, the speech signal is 

analyzed for extracting non-linguistic or speaker-specific information [73]. Speaking style 

and vocal quality are the two important components of the non-linguistic information. 

Speaking style depends upon pitch contour, duration of words, timing, rhythm, pause, power 

levels, etc. Vocal quality depends on physiological properties of the glottal source and vocal 

tract [74]-[77]. The vocal quality may be described using the short-term parameters such as 

shape of spectral envelope and spectral tilt, formant frequencies and bandwidths, formant 

transitions, long-term average speech spectrum, and jitter [75], [76], [78]-[87]. The speaker 

has relatively less control over these parameters, and they are considered as important 

indicators of identity of the speaker [18], [88]-[91]. 

The transformation function may be estimated using a text-dependent (parallel data) 

system [1], [4], [5] or text-independent (non-parallel data) system [2], [3], [45], [92]. In text-

dependent scheme, the utterances from the source and the target speakers correspond to the 

same written text. The text-independent scheme does not pose any such constraint. The 

parallel data systems are relatively more efficient in estimating the transformation function as 

frame-by-frame alignment of the source and target parameters preserves the phonetic context 

[37], [93], [94],. The alignment of the parameters is usually carried out by dynamic time 

warping (DTW) [20], [95], [96]. 

The commonly used spectral parameters for estimating the transformation function are 

formant frequencies [28], [29], cepstrum [30]-[35], mel frequency cepstrum coefficients 

(MFCCs) [14], [20], and line spectral frequencies (LSFs) [24], [35]-[38]. MFCCs and LSFs 

are considered more suitable for voice conversion. MFCCs use mel scale based compression 

of the spectral parameters which reduces the perceptual effect of the errors introduced by the 

discretization of the spectrum [97]. Despite spectral smoothening, the coefficients do not 

loose high frequency information and they are uncorrelated to each other [98]. The 

corresponding coefficients in source and target MFCCs have been reported to be correlated, 
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and this property is very useful for using them in stochastic modeling [20], [99]. They have 

also been reported to be robust with respect to noisy environment [100]. The main features of 

LSFs are that they have a definite relationship with formant frequencies and bandwidths and 

they can be reliably estimated. They have a limited dynamic range and show good linear 

interpolation properties.  Further, effect of errors in any LSF during voice conversion is 

localized [94], [101], [102]. 

The estimated transformation function from the spectral parameters is subsequently 

applied on the source parameters to obtain the target parameters. For voice conversion, the 

different modifications required may be categorized as spectral envelope modification, 

excitation or residual modification, and prosodic modification. The techniques for estimating 

the transformation function for spectral envelope modification are generally based on vector 

quantization (VQ) [39]-[42], artificial neural networks (ANN) [29], [43], [44], Gaussian 

mixture model (GMM) [51]-[56], mixtures of linear transform (Ms-LT) [45]-[47], hidden 

Markov model (HMM) [36], [48]-[50], frequency warping [57]-[60], speaker interpolation 

[61]-[63], vector field smoothing (VFS) [43], [64]-[67], and time variant filtering (TVF) [43], 

[64], [68]-[70]. These techniques are described in the following sections. The techniques for 

the residual and the prosodic modifications are presented in Section 2.8 and Section 2.9, 

respectively. The last section gives a summary of this chapter.  

 

2.2  Vector quantization  

In vector quantization (VQ) based voice conversion, the acoustic spaces of source and target 

speakers are partitioned into finite classes. A mapping is established between the 

corresponding mean feature vectors of these classes using histograms. The mapping is stored 

in the form of a code book. Shikano et al. [39] and Abe et al. [40] used a VQ codebook of 

256 spectral LPC (order =12) feature vectors. Two other scalar codebooks were used for the 

pitch and power transformation. The codebooks were designed using the K-means algorithm 

[103]. Ten phonetically balanced words were used for training. The transformation function 

was obtained by piecewise linear mapping between the codebooks of the source and the target 

speakers. Transformations resulted in a significant reduction in the log spectral distances. 

Subjective evaluation using AB test showed about 60% correct responses for the transformed 

voice to be similar to that of the corresponding target.  

Abe [41] used a segment based approach to capture dynamic characteristics of the 

speaker individuality. The speech signal of the source speaker was segmented into phonetic 

units using a speech recognizer. The source phonetic units were replaced with corresponding 

units of the target speaker using a table-lookup approach. The quality of the output speech 

was low as the converted speech was synthesized using a limited number of phonetic units 

[28], [73]. Knagenhjelm and Kleijn [104] observed that spectral discontinuities because of 
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phonetic units replacement degrade the quality. Stylianou et al. [20] reported that VQ based 

methods [34], [40], [116], [57], introduce discontinuities during segment transitions leading to 

degradation of the quality of the transformed speech. As a solution, soft-clustering approaches 

have been suggested [20], [31], [105].  

 

2.3 Artificial neural networks 

Artificial neural networks (ANN) have the ability to estimate the transformation function 

involving even a high degree of complexity. Narendranath et al. [29] used an artificial neural 

network for transformation using formant based analysis-synthesis. A feedforward neural 

network with one input layer, two hidden layers, and an output layer was trained using back 

propagation algorithm for transforming formants of the source speaker to that of the target 

speaker. Evaluation using vowels showed a need for improvement in the quality. This may be 

due to the problems of slow convergence, low data resolution, and local minima traps in back 

propagation modules [106]. ANN based on radial basis functions (RBF) have the ability of 

estimating transformation function with higher learning speed and higher clustering abilities 

[106]. But they are sensitive to the initial value and sometimes fail to converge due to local 

minima. To address these shortcomings, Zuo and Liu [44] used genetic algorithm to train the 

hidden layer of RBF network for enhancing the ability for global optimization. The output 

weights of RBF network were estimated using gradient descent method. The perceptual 

distance measures did not show improvement for the vowel transformation. Chen and Zhang 

[107] reported that the use of joint parameters of LSFs and pitch for training the ANN 

improved the results. 

 

2.4 Gaussian mixture model 

In Gaussian mixture model (GMM) based systems [51]-[56], [101], [108], [109], the 

probability distributions of acoustic parameters of the source and target speakers are modeled 

by a finite number of Gaussian functions using maximum likelihood (ML) or expectation 

maximization (EM) criteria. This technique minimizes the effect of textual differences 

between the training and test utterances, and it does not need explicit speech segmentation. In 

voice conversion systems using GMM, it is assumed that the speech signal consists of a finite 

number of acoustic classes (such as vowels, nasals, fricatives, etc.) and each class is 

characterized by an average spectral feature vector along with some variability because of 

pronunciation and co-articulation effects. The distribution of speech parameters is represented 

as a weighted sum of a finite number of multivariate Gaussian functions, with each function 

specified by its mean feature vector and the covariance matrix accounting for the variability 
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around the mean feature vector.  The transformation function consists of a linear mapping 

between the parameters of the Gaussian mixture models of the source and target speakers. 

Stylianou et al. [20] employed GMM for obtaining transformation function in harmonic 

plus noise model (HNM) based analysis-synthesis framework and demonstrated the 

superiority of GMM over codebook methods. The GMM parameters were estimated by 

minimum mean square error (MMSE) criterion [14], [24]. The maximum voiced frequency, 

which separates the harmonic and noise bands in the speech frame spectrum, was fixed at 4 

kHz. The harmonic magnitudes were converted to MFCCs (20 coefficients). The noise part 

was transformed by using two 6th order LPC correction filters, one for the voiced frame and 

the other one for the unvoiced frame. Source phase was used for synthesis. A set of manually 

segmented and labeled 1500 diphones of French language were used for training. The 

prosody was modified by average pitch and time-scaling. Cepstral distance was used for 

objective evaluation. The investigations showed that the cepstral distance was reduced by 

more than 4 dB between the source and the target frames. The conversion between two male 

speakers was evaluated by conducting XAB, preference, and opinion tests, using three 

utterances and 21 listeners. It showed that 97% stimuli were correctly identified by the 

listeners. The preference test score for GMM (64 components) in comparison to VQ was 

71.8%. Opinion test confirmed that the transformed-target distance was lower than the 

source-target distance. The overall quality of the converted signals was reported as 

satisfactory although some of the listeners reported a muffling effect when the number of 

GMM components was smaller than 64. Erro et al. [110] investigated a similar transformation 

system with a variant of HNM using constant frame rate instead of a pitch-synchronous 

scheme. GMM based transformation function was estimated by converting the HNM 

magnitudes to LSFs. Evaluation using preference test (18 listeners, 17 Spanish sentences) 

showed the system to be better than TD-PSOLA (time-domain pitch synchronous overlap and 

add).  

Toda et al. [111] addressed the problem of muffling using global variance based ML 

criterion and dynamic parameters generation algorithm [112]. MFCCs (24 coefficients) were 

used to estimate the GMM (128 components) based transformation function using fifty 

manually segmented and labeled sentences for one male and one female speaker sampled at 

16 kHz. Two transformation functions (one for male-to-female and other for female-to-male) 

were estimated. The synthesis was carried out by using STRAIGHT (speech transformation 

and representation using adaptive interpolation of weighted spectrum). Evaluation using MOS 

test (25 sentences, 5 listeners) showed that the score became 3.25 from 2.25 using global 

variance as compared to ML with almost no change in the opinion score.  

Najjary et al. [113] investigated the effect of joint distribution of pitch and MFCCs (20 

coefficients) using GMM (64 components) on the quality of the transformed speech. Pitch 
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was modified by using mean values and standard deviations of pitch frequencies of the source 

and the target speakers. The training was performed with 30 short-paired utterances (16 kHz) 

from one male and one female speaker, with manually corrected segmentation. Preference test 

(10 utterances, 10 listeners) showed that the speech modified by joint distribution of pitch and 

MFCCs was preferred in 97% cases. 

Percybrooks and Moore [18] investigated the effect of excitation using a pitch-

synchronous LPC based voice conversion. The source residual was used for unvoiced and 

average target excitation for voiced frames; with GMM based mapping trained using 35 

sentences from VOICES [24] in LSF domain. Evaluation using spectral distance measure, 

MOS, and XAB (15 sentences, 8 listeners) showed that inclusion of the residual estimation 

made the converted speech closer to the target voice, but it also introduced a higher distortion 

due to phase discontinuities of residual representation. 

Gao and Yang [90] used a GMM (64 components) based transformation trained by 

aligned LSF vectors obtained from 10 short sentences (16 kHz) in Mandarin Chinese (2 male 

and 2 female speakers). The pitch of the source residual was modified by using mean and 

standard deviations of pitch frequency of the source and target speakers. For synthesis, LPC 

based platform was used. To enhance the quality of the speech, a perceptual filter was also 

applied to the transformed speech. Subjective test using XAB for a male-to-male 

transformation resulted in scores of 78.4% and 80.2% for VQ and GMM based systems, 

respectively.  

Dutoit et al. [91] compared three voice conversion techniques. In the first one, 

transformed speech was obtained by source residual and actual target MFCCs (20 

coefficients), aligned by Viterbi algorithm. In the second case, source residual and the nearest 

target feature vector to GMM (256 components) transformed vector using Viterbi alignment 

were used for obtaining the transformed speech. In the third case, target excitation aligned by 

DTW and GMM (256 components) transformed vectors were used. The target speech was 

generated using LPC (order = 20) in all the three cases. Evaluation using opinion test (10 

listeners) showed that the third method provided best results with respect to similarity but 

worst quality.  

Zhao and Gao [114] investigated the effect of speaking rate on the transformation. The 

speech from the source speaker was first modified by synchronized overlap/add fixed 

synthesis (SOLAFS) to match its rate to that of the target speaker. This was followed by 

estimation of GMM (20 components) based transformation function in LSF (order = 18) 

domain. Pitch modification was carried out by frequency domain compression or expansion 

of the source residual by pitch scaling on real and imaginary parts using spline interpolation 

followed by inverse short-time Fourier transform (ISTFT). For enhancing the quality, a 

perceptual filter was used [115], [116]. The system was trained using Mandarin Chinese (3 



10 

 

male and 3 female speakers, 16 kHz). Itakura spectral distance measure showed that average 

reduction ratio increased from 43.8% to 62.2% and XAB score increased by 12% for a male-

to-male transformation. 

Mouchtaris et al. [42] attributed the reason for muffled quality of the GMM 

transformed speech to averaging of the one-to-many relationships between the source and the 

target speakers. It was suggested that the quality can be improved by using conditional vector 

quantization (CVQ). This method picks up the actual target vector instead of averaging one to 

many instances. Joint probability density of both the source and target speakers has also been 

used for improving the quality of the transformed speech [24], [94], [117]. Although this 

method increases the complexity due to EM, it obviates the need to perform MMSE. 

Modeling the joint probability density allows the system to capture all possible correlations 

between the source and the target speaker spectra. MMSE estimation assumes the feature 

vectors to be independent. As the variance of each component of the transformed feature 

vectors is not considered, it loses second order statistical information [14], [37], [118]-[121]. 

As LPC residual does not contain any significant second order relations corresponding to the 

shape of the vocal tract [121], Choi and King [118] reported that canonical correlation 

analysis (CCA) estimation provided a better performance than MMSE [118], [122] by 

preserving second order information. Jian and Yang [45] also investigated the use of CCA for 

estimating the transformation function. Source residual was pitch modified using means and 

standard deviations of the source and target speakers before LPC synthesis. The system was 

trained by using 18 Mandarin Chinese sentences (16 kHz) from 2 male and 2 female speakers. 

XAB test (8 listeners) showed about 2% increase in the scores, but almost no difference was 

observed using Itakura spectral distance measure.  

Lee [105] derived the GMM based transformation function using cross correlation 

probabilities of DTW [123] aligned LPC cepstral parameters (order = 30). Synchronized 

overlap and add (SOLA) [124] algorithm was used for modifying the speaking rate (average 

vowels/s) of the source residual. The pitch was modified by average scaling factor. 

Modification of excitation signal was carried out by linearly interpolating the real and 

imaginary parts of the short-time Fourier transformation (STFT). The training was performed 

by 20 Korean sentences (16 kHz) from three male and one female speakers. Evaluation using 

spectral distance, LLR, XAB (15 sentences, 18 listeners), and preference test (10 sentences, 

15 listeners) showed some improvement, but some of the converted sentences were found to 

have seriously degraded intelligibility, naturalness, and identity. 

Jian and Yang [45] used a GMM based system involving mixtures of linear transform 

(Ms-LT) to model the source and target feature vectors, and reported that this technique 

avoided the need of parallel training data. The coefficients of the linear transformation in LSF 

(order = 16) domain were obtained by expectation-maximization. The over smoothening of 



11 

 

the formants was compensated by chirp Z-transform [125]. The synthesis was carried out 

using LPC platform after modifying the pitch of the source residual by mean and standard 

deviation based method. A total of 200 syllable-balanced (16 kHz) Mandarin Chinese 

utterances from two male and one female speaker were taken for training.  Evaluation used 

Itakura spectral distance measure and XAB test (8 listeners) for fifty utterances. The authors 

reported that their system provided results comparable to that of conventional systems using 

parallel data [24]. 

Masuda and Shozakai [126] introduced the concept of multistep-speaker voice 

conversion (MVC) for reducing the complexity of estimating a separate transformation 

function for each pair of speakers by introducing an intermediate speaker and computing the 

transformation function from each speaker to the intermediate speaker. GMM (64 

components) based transformation function was obtained from cepstral coefficients (41 

coefficients) extracted by the STRAIGHT analysis method [127], [128] from fifty 

phonetically balanced Japanese sentences (16 kHz) from three male and three female 

speakers. Two speakers were taken as source and target and four as intermediate speakers. 

Experimental results based on cepstral distance and DMOS (degradation mean opinion score) 

test (3 sentences, 5 listeners) showed that the speech quality of the converted speech was 

comparable to that of conventional systems. 

In general, GMM can model even complicated dependencies between variables if the 

size of the training data and the number of mixture components are not limited. Estimation of 

the transformation function using limited data leads to improper mapping due to over fitting 

and over smoothening [99], [129]. Further, GMM based methods assume frame-to-frame time 

independence and this introduces some degradation in the speech quality [19]. 

 

2.5 Hidden Markov model 

Voice conversion can be carried out by partitioning the acoustic spaces of the source and the 

target in equivalent classes instead of independent feature vectors. This approach preserves 

the natural relationship between the consecutive frames and modeling of the frames of the 

individual phonemes or diphones after segmentation provides better results [130], [131]. 

Segmentation of the input speech in phonemes or diphones can be achieved by using hidden 

Markov model (HMM) [20], [35], [36], [132], [133] and Viterbi algorithm [95]. The state 

transition property in HMM based methods presents a good approximation of the spectral 

envelope evolution along the time axis. The HMM is trained with the source and the target 

speech data simultaneously. It models the probability distribution of the feature vector 

sequence according to its actual state sequence and the transition probabilities between the 

states.  
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Arslan [35] reported the performance of sentence HMM based STASC (speaker 

transformation algorithm using segmental codebooks) better as compared to phonetic STASC 

for source-filter based voice conversion, especially for nasalized sounds. Source and target 

codebooks were generated using LSFs (20 order, 16 kHz). The ratio of target and source 

spectra was used as the vocal tract transfer function. These spectra for input frames were 

constructed from the weighted centroids. The weights were determined by the distances 

among input frame feature vectors and the centroids of the classes. Same approach was used 

for estimating the target excitation spectrum. This method was able to transform not only 

general excitation characteristics, but zeros as well. Prosody was modified by codebook 

approach and the evaluation (using 2 utterances from 2 male and 1 female speakers) was 

carried out using cepstral distance, speaker identification, XAB, and intelligibility tests.  It 

was reported that the performance was context dependent and degradation increased when the 

source and the target speakers were very different.  

Arslan and Talkin [49] employed a sentence HMM using 18 order LSF vectors in 

STASC [35] approach. A left-to-right HMM with no skip state was trained for the source 

utterances and the target utterances were force-aligned with the automatically labeled source 

utterances. The number of states for each utterance was directly proportional to the duration 

of the utterance. A new state was added to the HMM every 4 ms. With this model, neither the 

text nor the language of the utterance needed to be known. To compensate the energy and 

speaking rate differences between two speakers, a codebook based duration and energy 

scaling algorithm was proposed. The target excitation was obtained from that of the source 

using mean and standard deviation. Subjective listening tests using three subjects showed that 

intelligibility was maintained at the same level as natural speech after the voice conversion 

using fifteen short nonsense sentences. This method has also been explored using discrete 

wavelet transform (DWT) [134]. 

Salor et al. [50] used HMM for estimating the finite impulse response (FIR) filter based 

voice conversion in LPC framework. The pitch contour of the target was modified using a 

time-domain pitch-synchronous overlap and add (TD-PSOLA) method. Training was 

performed by 35 phonetically balanced sentences (16 kHz) from two male and three female 

speakers, from METU Turkish database [135]. Performance using log-likelihood ratio (LLR) 

and five sentences showed that LLR increased from -6.61 to 0.92 after transformation.  

Qin et al. [136] used STASC for STRAIGHT (speech transformation and representation 

using adaptive interpolation of weighted spectrum) [137] based voice conversion. The glottal 

formant estimated by first Gaussian component of GMM model from both source and target 

spectra were first removed to make the spectrum excitation independent. The modified 

spectrum was modeled by an all-pole model with 20 LSF coefficients. Source LSFs were 

converted to target LSF by codebook mapping. Based on the linear relationship between pitch 
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frequency and glottal formant, target spectrum was modified to add the glottal formant. The 

training was performed using 10 sentences. The evaluation using MOS test (10 sentences, 5 

subjects) showed improvement as compared to STASC. 

Verma and Kumar [138] employed a voice fonts (spectral envelope, fundamental 

frequency, and speaking rate) based voice conversion using HNM platform. The source and 

target sentences aligned by HMM and Viterbi techniques were divided into 61 classes. Each 

class was modeled using GMM (128 components) and the transformation function was 

obtained by assuming each target class as a function of five most likely classes in the source 

acoustic space. The harmonic magnitudes were converted to MFCCs (16 coefficients). The 

noise band was modeled by LSFs (order = 16). The time scaling was carried out by average 

durations of various acoustic categories stored in the voice fonts. Pitch was modified by using 

mean and standard deviations of each class. The system was trained by using fifteen Hindi 

sentences (16 kHz) from six male and four female speakers. Evaluation using spectral 

distance, absolute category rating (ACR), and degradation category rating (DCR) with 45 

transformed sentences and 10 listeners showed a marginal improvement over conventional 

GMM based technique. 

Turk and Arslan [37] addressed the problems of quality degradation due to differences 

in speaker characteristics, recording conditions, and signal processing algorithms using 

confidence measures, pre-emphasis, and spectral equalization. The aligned frames of the 

source and target speakers having differences of parameters (spectral distance, pitch, energy 

distance, and duration difference) greater than 1.5 times the standard deviation from the mean 

were discarded before training. For spectral equalization, vocal tract transformation function 

was multiplied by smoothened (along frequency) ratio of target and source long-term average 

power spectrum. Training used sixteen Turkish sentences (44.1 kHz) from two male and two 

female speakers with STASC approach. Evaluation using 10 listeners showed that the 

proposed algorithm was preferred over the baseline algorithm by 76.4%, improved the 

similarity to the target voice by 23.0%, and enhanced the MOS test score by 46.8%, 

respectively. 

Modeling source and target speech in a joint HMM may introduce confusion in the 

mixture densities and the transition probabilities. In a standard HMM, the state duration 

probability decreases exponentially with time, which is inappropriate for some of the speech 

segments [139]. To address this problem, a DeBi-HMM for the modeling of the source and 

the target speech has been reported [140]. Gamma distribution was embedded as the duration 

model for each state and quality of the synthesized speech was reported to be satisfactory. 

Ye and Young [36] investigated the effect of phases on the quality of transformed 

speech and attributed the harsh quality of the speech due to source phase. The target phases 

were estimated by classifying the target LSFs into 64 GMM based classes. Posterior 
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probabilities of a frame to be a member of these classes was taken as a weighted vector set, 

with the weights derived using the method of least squares error. The phases of the resulting 

predicted waveform were used in the synthesis of the target speech. This phase prediction 

method was compared with two phase coding methods involving the minimum phase and the 

phase codebook approaches [125]. The residual (difference of log actual magnitude spectra 

and LPC envelope) was also predicted from the same approach. The unvoiced frame 

sequences labeled by HMM were selected from the target database. The extracted target 

frames were modified in amplitudes to match the source frames. The synthesis was carried 

out by pitch-synchronous sinusoidal model. Evaluation using Itakura spectral distance and 

XAB (23 listeners, 32 sentences) showed that this approach outperformed the other two 

methods with respect to identity, but spectral distortion and many other artifacts were present 

in the output even after using perceptual filter [115], [141]. 

Jian and Yang [131] used a Viterbi algorithm [95] approach for aligning the source and 

target feature frames. GMM was trained from the aligned speech in LSF domain using 18 

Mandarin sentences (2 males and 2 females, 16 kHz). XAB score was reported as increased 

by 2% as compared to simple GMM based system, although Itakura spectral distortion ratio 

remained almost comparable for both. 

Bandoin and Stylianou [142] investigated four techniques for voice conversion namely, 

VQ [40], GMM [143], ANN [29], and linear multivariate regression (LMR) [57] using French 

CNET database (16 kHz). Evaluation using two sets of phonetically balanced sentences with 

cepstral distance measure showed that the GMM based technique resulted in the largest 

reduction in the transformed-target distance. The performance of the ANN and LMR based 

voice conversion was almost same but better than that of VQ based voice conversion. 

 

2.6 Frequency warping 

In dynamic frequency warping (DFW), the mapping between the log-magnitude spectra after 

removing the spectral tilt of the source and the target speaker is estimated. The number of 

warping functions is equal to the number of source-target pairs of spectral feature vectors 

within the class. The total warping functions may be averaged for getting a single 

transformation function for each acoustic class. Valbret et al. [57] modeled the log-magnitude 

spectrum using a discrete set of frequencies [144], [145] and the spectral distortion between 

pairs of DFT indices was computed. DTW was used to find a path between the indices of the 

source and target spectra for minimizing the spectral distortion. The average warping function 

for each class was modeled as a third degree polynomial. For comparison, linear multivariate 

regression (LMR) was also used to estimate the transformation function. The synthesis was 

performed using source residual, with the prosody modified by PSOLA and LPC parameters 

extracted from the transformed spectrum. Training was carried out by CVC syllables (16 
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kHz) with 10 vowels and consonants from the set /b, d, g, p, t, k/ from four male speakers. 

Eight instances of each syllable were extracted (6 for training, 2 for testing). XAB test with 

three listeners and three syllables showed that LMR performed better than DFW with some 

audible distortions. On the contrary, DFW speech sounds were reported as smoother but the 

transformed speech was perceived as being in between the source and the target. The 

evaluation using sentences was reported as unsatisfactory. Similar conclusion about the 

quality were drawn for multi-segment based frequency warping functions [58], generally used 

in the context of vocal tract normalization [15], [146] for cross-language voice conversion 

[58], [147]. 

Toda et al. [59] investigated GMM based (64 components) algorithm with dynamic 

frequency warping by frequency-dependent weighting to avoid over smoothening. Frequency 

warping function was estimated as the path which minimized the normalized spectral distance 

between the STRAIGHT log spectrum of the source speaker and the target speaker in 2-

dimensional frequency index plane. To convert the spectral power, the frequency-weighted 

residual spectrum (difference between the GMM based converted log spectrum and the 

dynamic-frequency-warped log spectrum) was added to the converted one. Prosody was 

modified by average of log-scaled fundamental frequencies. Training was performed using 58 

sentences. XAB test (8 listeners) and cepstral distance measure showed improvement in the 

scores. In [148], it was reported that the similarity score for the transformed speech could be 

improved by 20% with respect to DFW if the source magnitude spectrum below 100 Hz is left 

unaltered for maintaining the continuity between consecutive frames.  

The estimation of DFW based transformation function may be simplified by using the 

mapping between formants instead of spectral envelope. Slifka and Anderson [60] used mean 

and standard deviation of the angle and the radius of the pole locations corresponding to the 

formant resonances for two vowel classes of the source and the target speakers to match the 

target speaker mean and standard deviations. The listening tests showed that apparent speaker 

identity was altered, but the target identity was not achieved. It could be attributed to the fact 

that the speaker individuality is also affected by the voice source [73]. Ueda et al. [140] 

transformed five Japanese vowels using source and target formants. The formant tracking was 

carried out by the inverse filter control (IFC) as reported in [149]. The source and target 

spectra were normalized by warping each formant position such that they were equidistant. 

The normalized spectra at any point in F1-F2 space was obtained by interpolation or 

extrapolation of the nearest source spectra. The inverse mapped spectrum obtained from the 

target formants was used to obtain the minimum phase impulse response. Converted speech 

signal was synthesized as the convolution of the pulsed excitation and this impulse response. 

Opinion test showed that cross-gender conversion was not satisfactory. 
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Arriola et al. [150] transformed speaker dependent parameters (gain contour, pitch 

contour, glottal source parameters (in Liljencrants-Fant (LF) model), and vocal tract 

parameters (formants and bandwidths)) by linear regression based transformation function 

estimated for each parameter using DTW. Synthesis was carried out by pitch-synchronous 

formant synthesizer for two male and one female voice with manual adjustment for pitch and 

formants. The analysis of converted speech showed conversion but the quality was not 

satisfactory. Mizuno and Abe [28] proposed piecewise linear conversion rules controlling 

formant frequencies, formant bandwidths, and spectral intensity to produce speech with the 

desired formant structure using a codebook of 256 entries. XAB and preference tests were 

used for evaluating the quality of the converted speech. Three words of one male speaker 

were converted to the speech of other three male speakers. The output of this method was 

compared with the output of VQ method, which provided slightly better results. In general, 

the quality of the formant based voice conversion is low because of errors in the automatic 

estimation of positions, bandwidths, and amplitudes of the formants [28], [52], [57], [151]. 

 

2.7 Speaker interpolation 

In speaker interpolation, different styles in the synthesized speech are generated by mixing 

different voices of the same or different speakers using interpolated and weighted spectra 

[61]-[63]. For example, in [61], [152], spectral parameters (12-order log area ratios and 30-

order LPC-cepstrum) were used to represent each target frame as a weighted sum of 

corresponding frame spectra of the stored data from 4 speakers. The interpolated feature 

vector was given by  
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 =1 . Here n,ix represents the feature vector for frame i in a time-aligned 

utterance of speaker n, N is the number of pre-stored speakers, nw  
is weighting coefficient 

(interpolation ratio), and ˆ iy represents the interpolated spectral feature vector for frame i. The 

values of the interpolation ratios were determined for minimizing the error between the 

interpolated and target feature vectors. The weighting coefficients estimated from the training 

were used to synthesize the target speech from the stored speech units of the source speakers. 

Evaluation using Japanese sentences showed that the cepstral distance between the target 

speaker and that of transformed speaker was reduced by about 25% than the original source / 

target distance. It was reported that the formants in the transformed speech were broadened 

due to over smoothing and hence the conversion system needed to be refined.  
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 In vector field smoothening (VFS) [43], [64], the correspondence between feature 

vectors from different speakers is assumed to be a smooth vector field. The average difference 

from the desired target to the nearest target is found for each acoustic class and the conversion 

is achieved by adding this difference to the feature vectors of the nearest target. This scheme 

needs relatively less data [64], but the important dynamic parameters of speech might be lost 

due to smoothening. Voice conversion based on time variant filtering (TVF) uses a few short 

adaptation units (phonemes or short words) [43] and the voice conversion is performed using 

a time-variant digital filter. The filter coefficients of the time-variant filter are selected by the 

feature map dependent on the short-time spectrum. Unlike other voice conversion systems, 

this system transforms the speech signal instead of the parameters, but a reliable estimation of 

the filter coefficients is difficult. 

  

2.8  Residual modification 

The modeling error in speech analysis, the difference between the synthesized speech and the 

original speech is known as the residual. In LPC based framework, it corresponds to the 

excitation. In HNM based framework, it is the noise part. Although most of the information 

regarding the identity of the speaker is contained in the vocal tract parameters [25], some 

transformation of the residual as well is needed for an effective voice conversion [20], [23]-

[27]. The different methods used for this purpose can be grouped as source residual, 

excitation parameterization, excitation conversion, excitation prediction, and excitation 

selection. 

 In the source residual method [94], the parameters of the residual of the source 

speaker are modified in accordance with that of the target speaker. However, the modification 

of the residue cannot be carried out independent of the spectral parameters of the vocal tract. 

The modeling errors present in the valleys of the spectra may affect the peaks and degrade the 

quality of the transformed speech [153], [154]. 

In excitation parameterization, the shape of the excitation is modeled using a small 

number of parameters. As the excitation can be assumed almost similar within each phonetic 

class [27], the total number of excitation patterns may be considered as finite. In Milenkovic’s 

work [87], the derivative of the excitation obtained by inverse filtering the speech in each 

pitch period was modeled by a sixth degree polynomial. Childers [154] used clustering for 

developing a codebook of glottal wave derivatives using the coefficients of the polynomials 

estimated for each voiced frame using polynomial and LF model [155] for representing 

breathy, creaky, modal glottal waveforms. It was reported that one type of voice could be 

modified to another type by changing the model parameters. However, since coefficients of 

the polynomial have no physiological interpretation, feature vectors of the source speaker 

could not be converted to those of the target speaker directly. LF model for glottal derivative 
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could overcome this problem but high frequency information of glottal wave would have been 

lost. It has been observed that breathiness and roughness are the outcome of turbulent noise 

and aperiodicity in the glottal waveform. They affect the harmonic structure and spectral 

noise level of the speech spectrum. These effects cannot be modeled by using simple models 

like LF model [27]. Modeling excitation using a single pulse in voiced regions and white 

noise with random phases in unvoiced regions, may result in a speech with mechanical quality 

[21], [24]. Lee et al. [35] modeled the excitation by a long delay neural net predictor whose 

parameters were mapped based on the maximum occurrence in a 2D histogram of feature 

vector correspondences. In these attempts, the quality of the output could not be made 

satisfactorily natural. 

In excitation conversion, the target excitation is estimated from the source residual [35], 

[156]. In [14], [127], [136], [137], the spectrum was decomposed into excitation-dependent 

and excitation-independent components. Each component was modified separately. Listening 

test showed some improvement in the quality of the transformed speech [136]. 

The modification of the residue may also help in precise estimation of transformation 

function. For this, the source speech is first modified to match the prosody of the source to 

that of the target using residue modification. This reduces the spectral differences in the 

source and target parameters.  Lesser the spectral differences, better is the alignment using 

DTW [114]. Rao and Yegnanarayana [157] modified the prosody (pitch contour and speaking 

rate) in excitation domain using the instants of significant excitation, before alignment and 

reported some improvement. The instants of significant excitation correspond to the instants 

of glottal closure (epochs) in the case of voiced speech, and to some random excitations like 

onset of burst in the case of unvoiced speech [157]. Positive zero crossings of the filtered 

average (3-point median) group delay were taken as points of significant excitation [157]. 

Stylianou and Cappe [51] transformed the residual (noise part) using HNM based 

synthesis [158] by using two sixth order LPC corrective filters. The first filter is used to 

transform voiced segments and the other one is used for transforming unvoiced segments in 

the noise part. The coefficients of the filters are estimated from the difference of average 

spectral power densities of the source and target speakers. 

The next method for residue modification is the excitation prediction. In this, the target 

excitation is estimated from the vocal tract parameters. It has been reported that LSFs have 

finite amount of correlation with the corresponding excitations and hence, excitation can be 

predicted from the vocal tract parameters [21], [24], [36], [159]. In each class, a weighted 

average of all target excitation magnitude spectra is stored. The weights are the posterior 

probabilities that a given feature vector belongs to a class. During the conversion phase, target 

excitation magnitude spectrum is calculated by a weighted sum of all target class excitations. 

To make the code-words pitch-independent, the original excitation feature vectors can be 
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upsampled to a common length using a nearest-neighbor interpolation scheme [24]. The 

excitation phases were smoothened after unwrapping in time using an 8-point FIR filter to 

reduce artifacts [24]. 

Sun et al. [27] extracted LSFs and glottal wave derivative samples (with normalized 

length and amplitude) in each pitch frame and divided them in classes using clustering 

algorithm. The excitations nearest to the centroids of the classes were also stored. At the time 

of voice conversion, the target excitation was found by the closest match of the vocal tract 

parameters with the centroids. Experimental results showed that this method significantly 

outperformed Rosenberg model and LF model [27]. 

Kuin and Macon [24] predicted target residual from the LPC cepstral parameters during 

voiced speech. In this method, LPC cepstral coefficients of voiced segments are clustered by 

a GMM with 32 classes. Each cepstral vector is associated with a residual complex spectrum 

(residual magnitude spectrum by subtracting the LPC log-magnitude envelope from the 

original log-magnitude spectrum, residual phase by the difference between the LPC system 

phase and the original phase spectrum). To make the code words pitch-independent, the 

original residual vectors are up sampled to a common length using a nearest-neighbor 

interpolation. For each class, the magnitude spectrum is calculated by a weighted mean of all 

magnitude vectors, corresponding to the normalized probability of belonging to that class; the 

phase spectrum is set to the centroid phase. The phases are unwrapped in time and smoothed 

by an 8-point FIR filter to reduce audible artifacts due to sudden changes in the residual 

phase. Finally, the residual spectrum is added to the LPC spectral envelope. 

In [35], [160], separate filter was used for each phoneme class to transform the 

excitation. The transfer function for the filter was obtained using the average short-time 

magnitude spectra for each class 
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where N is total number of classes,  |i sp C x  is the probability that the given source residual 

belongs to class i,  ,s iU   and  ,t iU   are source and target average magnitude spectra for 

class i. This filter was able to transform zeros of the residuals, which are not represented 

accurately by all-pole modeling and hence, showed improved quality for nasalized sounds. 

But jitter, aspiration, and noise bursts needed further transformation [160]. 

The residual selection technique stores all original excitations used during training into 

a table together with the corresponding feature vectors [21], [24], [36], [161]. The listening 

tests showed that there were some artifacts introduced due to insufficient correlation between 

feature vectors and excitations. These problems can be avoided by preprocessing the 
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excitations to reduce abrupt changes in the voiced regions and random behavior in unvoiced 

regions using random phases. The quality can be further improved by unit-selection based 

residual prediction [21], [162]. It has been reported that retaining the source residual provided 

relatively better speech quality, but residual prediction method provided better similarity of 

the transformed speech to the target speech [161]. 

 

2.9  Prosody modification 

Prosody is a function of many parameters such as pitch, duration, and energy. It helps in 

interpreting the utterances by grouping words into larger information units and drawing 

attention to the specific words. Prosody varies with speaker’s attitude, confidence, and mood 

in a conversation [19]. Speaking style of a speaker is highly correlated with prosody 

information [30]. Kawanami et al. [163] and Murray and Arnott [80] have reported that 

prosodic parameters provide useful cues in emotional speech. Hence, prosody modification is 

highly desirable for voice conversion [29], [30], [35], [40]. The different methods for 

estimating the target prosody can be grouped in three categories: rule based, VQ based, and 

statistical. 

 In rule based prosody modification, the current prosody is predicted from a set of 

rules. The rules are defined according to the context and the emotions to be conveyed. The 

rules are obtained manually after analyzing the different speech patterns of the speakers. Rule 

based prosody modeling approach has been used for prosody modification [164]-[166]. 

Silverman [167] has indicated that a domain-specific prosody model can significantly 

improve the comprehension of the synthesized speech. However, the design of these rules is 

labor-intensive and difficult. In [168], a text independent automatic accent classification 

system using phone based models and principal component analysis was reported for prosody 

adjustment. 

VQ based methods store the prosody patterns of the source and the target in a 

codebook. For each source prosody pattern, the target prosody pattern is picked up from the 

codebook [41], [169]. Because the spectral parameters are not independent of prosody, a large 

data is required to capture all the possible prosody patterns [80], [163], [170]-[173]. Template 

tree [165] and decision tree [174] methods have been also proposed for prosody modeling. 

In statistical methods for prosody modification, each prosody parameter (pitch 

frequency, duration, or energy) is obtained by linear transformation (2.3) [20], [44], [49], 

[90], [94], [124], [131], [138], [173]-[179]. For frame model i, the target parameter ,t iP
 
is 

obtained from the source parameters ,s iP
 
using  

  , , ,
t
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where s , s , t , t  are the source mean, source standard deviation, target mean, target 

standard deviation, respectively. The statistics used may be phrase based or phonemic class 

based [35], [124], [173], [178], [179]. Instead of modeling the mapping on a linear scale, the 

linear transformation may be obtained on logarithmic scale [148], 

 , ,log logt i s iP a P b   (2.4) 

If the prosody is to be modified in excitation domain, the regions near the epochs 

should not be disturbed for minimizing the distortion in the transformed speech [157]. Precise 

estimation of the pitch is difficult, particularly for high pitched voices or noisy conditions 

[180], [181]. Improper pitch estimates deteriorate further speech processing and result in 

unpleasant speech quality. Hence, pitch contour smoothening is necessary to make the quality 

acceptable.   

 

2.10  Summary 

Several methods for voice conversion have been reviewed in this chapter. The voice 

conversion process generally has three parts: spectral modification, residual modification, and 

prosody modification. Spectral transformation is carried out by transformation function 

estimated from aligned source and target parameters. The difference of accents, recording 

environment, or prosody leads to considerable spectral differences in the source and target 

frames. These differences may result in misaligned frames for the source and the target and 

the resulting transformation function may be improper due to one-to-many mappings in the 

aligned frames. The alignment could be improved by using unit-selection framework. 

The spectral modification techniques may be grouped into four main categories: vector 

quantization, ANN and statistical, frequency warping, and speaker interpolation. The quality 

of the transformed speech using vector quantization is low because of the use of finite number 

of classes.   The ANN and statistical techniques are able to capture the natural transformation 

function independent of the acoustic unit, but they need a larger set of training data and 

computation. Frequency warping and speaker interpolation based techniques require less data, 

but a different transformation function is needed for each acoustic class. Most of the methods 

for voice conversion use linear transformation for obtaining the mapping function in order to 

simplify estimation process. This eliminates the second order information from the mapping 

by over-smoothing, and may result in loss of naturalness in the transformed speech. 

Transformation using a mapping involving non-linear terms may improve the transformation. 

Estimation of an efficient transformation function using limited data for obtaining a 

satisfactory transformed speech quality is still an open challenge to the researchers. 

The methods for residue modification may be grouped as source residual, excitation 

parameterization, excitation conversion, excitation prediction, and excitation selection. 
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Retaining the source residual provided relatively better speech quality, but residual prediction 

method provided better similarity of the transformed speech to the target speech. Out of the 

several methods reported for prosody modification, statistical method appears to be most 

satisfactory.  
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Chapter 3 

 

HARMONIC PLUS NOISE MODEL FOR  

SPEECH MODIFICATION 

 

 

3.1 Introduction 

Several analysis-synthesis platforms, such as source-filter [90], [91], [182], [183], 

STRAIGHT [137], [184]-[187], wavelet [188], [189], and variants of sinusoidal modeling [5], 

[20], [190], [191], have been employed for voice conversion. We have selected harmonic plus 

noise model (HNM) [71], [158], [192], [193], a variant of sinusoidal modeling, as 

analysis/synthesis platform for voice conversion.  It permits a control on the contribution of 

harmonic and noise bands, and facilitates time and frequency scaling [158], [193]. A 

description of HNM, as reported in [158], [192]-[197], is given in the next section, and our 

implementation is described in the subsequent section. The application of HNM for speech 

modification is presented in Section 3.4. Investigations for evaluating the suitability of HNM 

as an analysis-synthesis platform for voice conversion are presented in Section 3.5. The last 

section provides a summary. 

 

3.2 Harmonics plus noise model 

In harmonic plus noise model, the speech signal is modeled as the sum of a harmonic signal 

and a random signal. In voiced segments, the frequency spectrum shows clear peaks at 

harmonic frequencies up to a certain frequency called maximum voiced frequency (Fm). The 

synthesized speech using the sum of pitch harmonics up to this frequency is called the 

harmonic part of the speech. The spectrum above Fm appears to be noisy and the speech 

corresponding to this part of the spectrum is called the noise part. The harmonic part accounts 

for the quasi-periodic components of the speech signal while the random or the noise part 

results due to the non-periodic components (e.g., frication, aspiration, period-to-period 

variation of the glottal excitation, and modeling errors in the harmonic part) [71]. 

 For speech signal ( )s n , if ˆ ( )hs n  and ˆ ( )ns n  represent synthesized harmonic and noise 

parts, then the synthesized speech ˆ( )s n  is given by  
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 ˆ ˆ ˆ( ) ( ) ( )h ns n s n s n   (3.1) 

The analysis and synthesis is carried out pitch synchronously, using analysis window of two   

pitch periods.  For voiced segments, the pitch period refers to the local pitch period and for 

unvoiced segments, the pitch period is taken as 10 ms [192]. In each frame, the harmonic part 

is a sum of sinusoids with pitch harmonic frequencies with varying magnitudes and phases 

[198]. Let lb be the time varying complex amplitudes, 0F be the local pitch frequency, and 

sF be the sampling frequency. The harmonic part may be represented as 

 02 /ˆ ( ) ( ) s
L

j lF n F
h l

l L

s n b n e




   (3.2) 

The number of harmonics, L, to be included in each frame, is decided by the local pitch 

frequency 0F  and the maximum voiced frequency mF , 

 0int( / )mL F F  (3.3) 

The values of amplitudes, within each frame, are calculated by interpolating their values at 

the frame boundaries.  

 The parameters of the voiced segments ( 0F , mF , and the harmonic amplitudes) are 

estimated pitch-synchronously. In [158], dynamic programming based pitch estimation, 

reported earlier by Griffin and Lim [199], is employed to get the first estimate of 0F . For 

voicing decision, a harmonic approximation error is calculated as 
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(3.4) 

where ( )S k is the DFT of the current frame and ( )hS k is the DFT of the corresponding 

synthesized harmonic part. The frequency indices k1 and k2 correspond to 0.7F0 and 4.3F0, 

respectively. If is below a threshold (empirically selected value of -15 dB), the frame is 

declared as voiced else as unvoiced [158].  

 Estimation of maximum voiced frequency involves identification of the harmonic 

peaks in the log magnitude spectrum of each voiced frame. Selection of harmonic peaks is 

based on the peak magnitude, position, its value, and the area between the valleys on its   

either side, using an algorithm described in [158], [200]. With / sf F F  being the 

normalized frequency, let ( )A f be the log magnitude spectrum of the signal frame, and 0f  
be 

the normalized pitch frequency. The algorithm can be described as the following 

1. Set the starting test voiced frequency as 0vf . 

2. Find the highest peak location in the frequency range 0 0[ 0.5 , 1.5 ] v vf f f f , and 

mark it as vf  and its magnitude as mA . 
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3. Locate the peaks in the frequency range 0 0[ 0.5 , 0.5 ] v vf f f f . For each of the peak 

locations, calculate the area under the log spectral segment between the valleys on either 

side of the peak. Let the area for the highest peak be 0A and average of the areas for all the 

other peaks be mA . The area of the peak next to the highest peak is termed as 1A . 

4. Declare vf as voiced if it is within  10% of an integral multiple of the pitch frequency 0f  

and the harmonic test 

  
   1/ 2  or  130 m mA A A A   
   

 is satisfied. 

5. Go to step 2 with the new value of vf , until the entire band has been covered. 

The above search gives a set of L  peak locations ( )vf l , each declared as voiced (1) or 

unvoiced (0). This sequence of voiced/unvoiced decisions is smoothened by a 3-point median. 

The last frequency declared as voiced is labeled as mF . The value of the pitch frequency 0f is 

revised by minimizing the square error between all the voiced frequencies ( )vf l  and 

harmonics of 0f  

  
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( ) ( ) ( )

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f f l lf v l  (3.5) 

where ( )v l is ‘1’ for voiced frequency and ‘0’ otherwise. 

 For each analysis window, its center is set as 0n  , with the window extending from 

0n N  to 0N , where 0N  is the number of samples in the local pitch period. The synthesized 

harmonic part as given in (3.2) can be written as 

 hŝ = Cb  (3.6)
 

where hŝ  is the column vector consisting of 02 +1N  samples of the synthesized harmonic 

part, C  is    2 +1 2 10N L 
 
matrix with the ( , )m n  

element given by 
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and b  is the column vector consisting of 2 +1L  complex harmonic amplitudes. These 

amplitudes are determined for minimizing the error between the speech signal and the 

synthesized harmonic part 
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where ( )w n  is Hamming window. Substituting (3.6) in (3.7), a least-squares solution results in 

a set of 2 +1L  simultaneous equations, which can be written as, 

 Rb d  (3.8) 
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where T T
R = C W WC and T T

d = C W Ws . The matrix is W  a 0 0(2 +1)×(2 +1)N N diagonal 

matrix having diagonal elements from Hamming window ( )w n . Matrix s  is the column vector 

containing 02 +1N  samples of the input speech in the analysis frame. The matrix R  is

(2 +1)×(2 +1)L L matrix with the ( , )i k element given by 
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Matrix d  is (2 +1)×1L  matrix with the ( ,1)l element defined as 
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Here matrix R  is a Toeplitz matrix such that 

 , , , , ,i p k p l kr r i k p     

and Levinson algorithm may be used to solve the set of linear equations. In each of the 

equations represented in (3.8), only one of the terms (diagonal) dominates, as we can assume 

negligible interaction among different amplitudes. This is equivalent to assuming the matrix 

R  as diagonal [158]. This assumption simplifies the calculation of complex harmonic 

amplitudes and elements of the complex amplitudes vector b  are given by 
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     -L ≤ l ≤ L (3.9) 

 Once, all the necessary parameters for harmonic part of the speech are available, the 

harmonic part is synthesized using (3.2) which can be rewritten as  

 
1

ˆ ( ) ( )cos( ( ))
L

h l l
l

s n a n n


   (3.10) 

where ( )la n  and ( )l n  are the magnitudes and phases of the harmonics at each sample 

within the frame, which may be estimated by interpolation of the magnitudes and phases 

obtained during the analysis. The phase ( )l n can be treated as a sum of two terms, a system 

phase for a specific frame, and a linear phase which changes linearly with frequency and 

sample position within the frame. Stylianou [196] investigated three interpolation methods: 

step, linear, and quadratic. In the first case, the resynthesis is carried out using (3.2). The 

complex amplitudes for each harmonic are retained constant during the whole frame and 

phases are linearly varied without using the slope of the analysis phases. In the second case, 

the resynthesis is carried out using (3.2), but the complex amplitudes and phases are linearly 

interpolated.  The third method uses (3.10) with ( )l n taking care of both system and linear 
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phases. The harmonic magnitudes are interpolated using a quadratic function and phases are 

varied linearly from the initial system phases. Relatively smaller modeling errors were 

reported in the second and third case [196]. 

 The noise part is obtained by subtracting the synthesized harmonic part from the 

original speech. The parameters of the noise part are obtained by 10-15 order linear predictive 

(LP) analysis [192]. The analysis window is twice the local pitch period with shift of one 

pitch period if the current frame is voiced. If the current frame is unvoiced, the window length 

is taken as 20 ms with shift of 10 ms. The other parameter of the noise part is short-time 

energy, estimated over 2 ms segments. 

 Synthesized noise part is obtained by applying a unit variance and zero mean white 

Gaussian noise r(n) to an all-pole filter, and multiplying the filter output by gain ( )G n , 

  ˆ ( ) ( ) ( )* ( )ns n G n h n r n  (3.11) 

where h(n) is the all-pole filter defined by the LPC coefficients obtained during analysis of 

the noise part. ( )G n is obtained by interpolation of the square root of the short-time energy 

[158], [192], [196]. 

 For time or pitch scaling, the synthesis time instants are estimated from the analysis 

time instants using the given scaling factor. The HNM parameters at analysis instants are 

linearly interpolated for estimating the parameters at the synthesis instants. These parameters 

are used for generating the speech at each synthesis time instant. The main advantage of this 

approach is that it eliminates most of the artifacts associated with the pitch-synchronous 

overlap-and-add (PSOLA) method [71], [201]. 

The quality of the synthesized speech may be affected by modification of the 

parameters. Text-to-speech (TTS) and voice conversion involve modification of the 

parameters. As the speech units may not be obtained from consecutive frames, there 

concatenation may produce distorted quality due to phase mismatches, which may be caused 

by mismatch in linear phase or system phase [158], [195], [202]. The linear phase mismatch 

produces garbled speech in voiced segments, but it does not affect the unvoiced segments. 

System phase mismatch is introduced by different distributions of the system phase around 

concatenation. It is responsible for induction of noise between harmonic peaks and is 

perceived as continuous background (mostly during unvoiced sounds). Linear phase 

mismatch is perceptually more important than system phase mismatch.  

  

3.3 HNM implementation  

In our implementation, some of the analysis and synthesis blocks of the model described in 

the previous section, have been modified for reducing the computational complexity and 

improving the flexibility in modification of the parameters for voice conversion. The first 



28 

 

modification is in the pitch-synchronous analysis of speech. We use glottal closure instants 

(GCI) based pitch-synchronous processing. It was reported by Wang et al. [203] that the 

position of the maximum excitation is crucial for accurate estimation of parameters, 

particularly for low and high pitch periods. The methods used for pitch frequency estimation 

and voiced/unvoiced decision are different from those in [158]. For the analysis and synthesis 

of the noise part, use of LSFs and MFCCs has been explored, because of suitability of these 

parameters for modification and interpolation. The synthesized harmonic part and synthesized 

noise part are generated separately, using the parameters obtained during the analysis of the 

input speech signal. The synthesized speech in each frame is given by the temporal 

summation of these two parts.  

 

3.3.1 Analysis of harmonic part 

A block diagram for the HNM based analysis is shown in Fig. 3.1. The speech signal is 

applied to the voicing detector, which declares the frames either as voiced or as unvoiced. For 

pitch-synchronous analysis and synthesis, we have used Childers and Hu's algorithm [88], 

[204] for detecting GCIs and the pitch frequency. Voiced segments are further analyzed for 

obtaining maximum voiced frequency, harmonic magnitudes, and harmonic phases. As the 

coefficients used in processing have been earlier empirically established for 10 kHz sampling, 

the speech signal was converted from 16 kHz to 10 kHz sampling frequency for processing by 

this algorithm and the detected GCIs locations were converted to those corresponding to the 

original sampling rate. An examination of the results of pitch tracking did not show any errors 

due to sampling rate conversion.  

Voiced / unvoiced decision: The speech signal is first divided into frames of duration 

25 ms each with 50% overlap and a decision is taken on the nature of the frame, i.e. voiced or 

unvoiced using the Childers and Hu algorithm [88], [204]. This method uses first reflection 

coefficient defined as 
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 (3.12) 

where N = frame length. For unvoiced segments, this ratio is generally very low. Decision of 

voicing is taken according to values of reflection coefficient and the energy of the prediction 

error (LPC residue) pe and empirically selected thresholds. Let eT  
be the empirically chosen 

threshold for pe . If 2p ee T
 
and 1 0.2r   for the current frame, the frame is declared as 

voiced. If the previous frame is voiced and p ee T
 
along with 1 0.3r for the current frame, 
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the frame is declared as voiced. If none of these conditions holds true, the frame is declared as 

unvoiced. The voicing decision v(i) for the current frame i can be written as 

          1 1( ) 2 0.2 ( -1) 0.3p e p ev i e T r v i e T r          (3.13) 

The voiced and unvoiced frames are denoted by ‘1’ and ‘0’, respectively. It is further assumed 

that voiced or unvoiced segments last for at least two consecutive frames. The sequence of 

voiced/unvoiced decision is processed to eliminate abrupt transitions using a moving five-

point window. If the central value in the window is the complement of all the other values, it 

is complemented so that they all become the same. Thus the patterns 11011 and 00100 are 

replaced by 11111 and 00000, respectively.  

Detection of glottal closure instants: Childers and Hu's algorithm [88], [204], [205] has 

been used for the detection of GCI. The LPC prediction error  e n
 

is integrated and 

smoothened by using the following filters.  
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The filtered output of each filter is reversed and again applied to the same filter to maintain 

zero phase distortion. In the smoothened signal  LPe n , the most negative peak is located. 

The speech signal in its neighborhood (15 samples before and 30 samples after) is cross-

correlated with  LPe n , and the positive peaks in the cross-correlation are taken as GCI 

positions. It may be noted that there may be some duplication of peak locations in the 

consecutive frames and these are corrected during the process of estimation of pitch periods 

as described later. 
 

 Estimation of pitch periods: Estimation of pitch periods is a two-pass process. In the 

first pass, these are estimated as the intervals between successive GCI locations. In the second 

pass, these are refined using the peak picking algorithm [88], [204], [205]. First, a cepstrum-

like function is calculated by taking FFT (N = 256) of the magnitude spectrum of LPe  as 

 ( ) IFFT( FFT( ( ) ))LPec n e n  (3.14) 

Let the index of the maximum peak in ce(n) in the range [24, 1]N   be m. For this peak, let 

the maximum value of ce(n) in the range [24, 24]m  be at k. If ( )  0.7 ( )e ec k c m , k  is 

taken as the pitch period otherwise m is retained. These steps are repeated for every voiced 

frame and a smooth pitch contour is obtained by applying a 3-point median filter on the 

sequence of pitch periods. If pitch periods are not found to be equal in the two passes, pitch 

periods and the corresponding GCIs are corrected by considering pitch doubling or halving. 

This also corrects duplication of some of detected GCIs in consecutive frames.  
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 Harmonic magnitudes and phases: Estimation of complex harmonic amplitudes is 

carried out by a pitch-synchronous method, fixing the analysis window at each GCI spanning 

from the previous GCI to the next GCI and using (3.9). In case of a voiced-to-unvoiced (or 

unvoiced-to-voiced) transition, the window length is set by assuming a dummy GCI in the 

subsequent (or preceding) frame at a location corresponding to the current pitch period. The 

complex amplitudes are converted into harmonic magnitudes and phases.  

 

3.3.2 Analysis of noise part  

In voiced frames, the noise part is obtained by subtracting the synthesized harmonic part from 

the original speech signal. For unvoiced frames, the whole frame is treated as the noise part. 

The different steps involved for the analysis are shown in Fig. 3.1. We have experimented 

with two methods for modeling of the envelope of the noise part. In the first method, the 

spectral envelope of the noise part is modeled as autoregressive filter and LPC coefficients 

are calculated. Because of difficulties in modifying the LPC coefficients for voice conversion, 

they are converted to LSFs. In the second method, noise part is converted to MFCCs. For 

voiced frames, the analysis window is the same as that for the harmonic part analysis. For 

unvoiced frames, it is taken as 20 ms with 50% overlap. The temporal variation of the energy 

in the harmonic and noise bands is important for the perception of stops, fricatives, aspirates, 

and other transitional speech units. Hence, the energy of the noise part is estimated over 2 ms 

segments. 

 

3.3.3 Synthesis of harmonic part 

A block diagram of the pitch-synchronous HNM synthesis is shown in Fig. 3.2. The voiced 

speech segments can be assumed to be quasi-periodic, and hence the parameters at each 

sampling instant within the frame are calculated by interpolating the parameters available at 

frame boundaries.  

The harmonic part of the signal in a voiced frame is calculated as [196] 

 , ,
1

ˆ ( ) ( )cos( ( )),
L

h l i l i
l

s n a n n


       0 ≤ n ≤ N0-1 (3.15) 

where , ( )l ia n  and , ( )l i n  are interpolated magnitudes and phases for frame i  and harmonic 

l , respectively, for sample n in frame i. The local pitch period 0N in frame i  is the interval 

between two successive GCI locations, i.e. as 0 GCI( 1) GCI( )N i i   . 

 The frame index i  can also be treated as GCI i , as the analysis window is centered 

on each GCI. For each frame i , harmonic magnitude within the frame for harmonic l is 

obtained by linear interpolation of its values at GCI locations i  and i +1, and it is given by 
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Fig. 3.1 HNM based speech analysis. 

 

 

 

Fig. 3.2 HNM based speech synthesis. The parameters V/UV, GCI, and Fm are used in linear 

interpolation, harmonic summation, and filtering. 
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, 1 ,
, ,

0

( ) ,
l i l i

l i l i

a a
a n a n

N

 
       1 ≤ l ≤ L,    0 ≤ n ≤N0-1 (3.16) 

The instantaneous phase is a function of time and frequency. As the phases available at frame 

boundaries obtained from analysis are modulo 2, these need to be unwrapped before 

interpolation. Let 0,if  
be the normalized pitch frequency and ,l i  be the estimated phase for 

harmonic l  in frame i . The phase for frame i +1 can be predicted from the phase of the 

previous frame as 

 , 1 , 0, 02 ,l i l i ilf N          1 ≤ l ≤ L (3.17) 

The actual value of phase obtained from the analysis is modified by adding an integer 

multiple of 2 to the value of phase for frame 1i  and harmonic l  so that it is closest to the 

predicted value 

 , 1 , 1 2 ,l i l i lM          
1 ≤ l ≤ L (3.18) 

where lM  is obtained as 

 , 1 , 1
,

2

l i l i
lM

 



 
      1 ≤ l ≤ L (3.19) 

Now the phase for the frame i  is estimated by 

 
, 1 ,

, ,
0

ˆ
( ) ,

l i l i
l i l in n

N

 
 

 
       1 ≤ l ≤ L,     0 ≤ n ≤ N0-1 (3.20) 

If there is a transition from voiced frame to unvoiced frame or vice-versa, the harmonic 

magnitudes of the frame spanning into unvoiced part are set to zero and phases are calculated 

by extrapolating the phases in (3.20).  

 

3.3.4. Synthesis of noise part 

The scheme for synthesizing noise part is shown in Fig. 3.2. The length of synthesis window 

is taken as 2 ms without any overlap. The noise parameters obtained from analysis are 

interpolated to get their values at the window locations. For LSF-based synthesis, LSFs are 

converted to LPC coefficients. A unit-variance zero-mean Gaussian noise is applied as input 

to a unit gain filter defined by LPC coefficients. For MFCC-based synthesis, MFCCs are 

converted to spectrum, as described later in Subsection 3.4.2. The spectrum is multiplied by 

DFT of a unit-variance Gaussian noise and the noise part is obtained by taking its inverse 

DFT and retaining the initial samples corresponding to the window length. In both synthesis 

methods, the output is multiplied by a gain, obtained by interpolating the square root of the 

short-time energy for each frame. 
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3.4 Speech modifications using HNM 

In voice conversion, three types of modifications are required: pitch, time, and spectral 

envelope. Pitch modification is carried out by pitch scaling to match the range of the pitch in 

the source speech to that in the target speech. Time modification is carried out by time scaling 

to match the duration of the source speech to that of the target. Pitch-scaling involves a 

modification of the pitch contour without disturbing the duration of the speech signal. Time-

scaling modifies the duration of the speech signal, keeping the pitch contour intact. Spectral 

envelope modification involves modifying the spectral characteristics of the source speech to 

match them with the target speech. The spectral envelope is contributed by the shape of the 

excitation pulse as well as the vocal tract filter. However the vocal tract filter is considered to 

be the main contributor and hence the spectral envelope modification is also known as vocal 

tract transformation. 

 Fig. 3.3 shows the basic scheme used for HNM-based modification of speech. The 

parameters of the speech signal are obtained from HNM analysis and modified for the 

spectral modification. The synthesis axis is prepared according to the given pitch and time 

scaling factors. HNM parameters are estimated at the instants on the synthesis axis using 

interpolation. The modified parameters on the synthesis axis are used for synthesizing the 

speech output. 

 In the previous section, we have described two techniques for synthesizing the noise 

part. These require a set of parameters which are different from those in the harmonic part and 

hence need to be handled separately during voice conversion. To address this problem, it is 

proposed to synthesize the speech in the voiced frame using harmonically sampled 

magnitudes of the spectrum, and associating the magnitudes below Fm with the estimated 

phases and those above it with random phases, thus synthesizing the noise part without 

estimating it separately. Therefore, we have three variants of HNM. All three use the same 

Fig. 3.3 HNM based speech modification. 
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Fig. 3.4 HNM-3 based speech analysis 

Fig. 3.5 HNM-3 based speech synthesis. The parameters V/UV, GCI, and F
m
 are used in linear 

interpolation, harmonic summation, and filtering. The short-time energy is used for energy 

adjustment of noise part in harmonic summation and noise synthesis in unvoiced frames. 
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method for the harmonic part of the voiced frames, and differ only in modeling of the noise 

part. HNM-1 uses LSFs for representing the noise part and HNM-2 uses MFCCs. In HNM-3, 

no separate synthesis of the noise part in voiced frames is carried out, except that the 

contribution of the harmonics above Fm is estimated by giving random values to their phases. 

The noise in the unvoiced frames is modeled using MFCCs.  

 The analysis and synthesis using HNM-3 with respect to speech modification is 

shown in Fig. 3.4 and Fig. 3.5. During analysis, all harmonic magnitudes estimated upto Fs/2 

are converted to discrete MFCCs using the technique described in Subsection 3.4.1. The noise 

part in the voiced frames is obtained by subtracting the harmonic part (synthesized upto 4 

kHz) for computing short-time energy using 2 ms segments. The noise part in unvoiced 

frames is converted to MFCCs using the technique described in Subsection 3.4.3. For 

synthesis of the harmonic part, the MFCCs are converted to magnitude spectrum and phases 

are estimated using minimum phase assumption, described in Subsection 3.4.2. After phase 

unwrapping and linear interpolation, the phases of the harmonics above 4 kHz are assigned 

values using a uniform random distribution and harmonic summation is carried out. The 

contribution of the sinusoids above 4 kHz is adjusted according to the short-time energy of 

the noise part. The process for synthesis of the noise part in unvoiced frames is the same as 

used for HNM-2 and described earlier in Subsection 3.3.4. 

 

3.4.1 Spectral magnitude function for voiced frames 

HNM analysis provides harmonic magnitudes at the multiples of the pitch frequency. For 

pitch modification, the harmonic magnitudes are needed to be estimated at a different set of 

harmonic frequencies. In [206], a technique is suggested for estimating a continuous 

magnitude spectrum as a function of frequency from the discrete harmonic magnitudes. It 

passes through all the given harmonics magnitudes and has a smooth variation in between the 

harmonic values, and therefore it can be used for interpolating the magnitudes at the desired 

frequencies. The parameters of the spectral magnitude function are similar to MFCCs [95], if 

the harmonic frequencies are warped in accordance to the mel scale [143]. As the parameters 

are obtained from discrete set of frequencies, they are also known as discrete MFCCs [145].  

Because the spectrum is relatively accurately defined at harmonic frequencies, the discrete 

MFCCs provide a better fit to the spectral envelope [20], [143], [144], [206]. 

 The conversion of frequency F to mel scale [207] is given by 

 mel( ) 2595log 1
700

F
F

 
  

 
 (3.21) 
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Let  
T

0 1 2 La a a aa  be the column vector containing harmonic magnitudes at 

the set  
T

1 20 LF F F  of harmonic frequencies ( 0lF lF ) for a frame i . It has 

been shown in [206] that the discrete MFCCs can be estimated as  

  
1

T T log( )


 c M WM R M W a  (3.22) 

where W  is a diagonal matrix having diagonal elements as Hamming window samples. As 

suggested in [206], the value of regularization parameter   is taken as 
45 10 to avoid ill 

conditioning during the matrix inversion. The matrix R  is given by 

 
2 2 2 2Diag( ) 8 0 1 2 p  
 

R  (3.23) 

and M  is a ( 1) ( 1)L p   matrix with element ( , )l m given by 

 12cos(2 ( 1) mel( ) / mel( )),       1 1,  1 1l,m l se m F F l L m p           (3.24) 

The spectral log magnitude function ( )S F is reconstructed from p discrete MFCC coefficients 

using the following relation [206] 

 0
1

( ) 2 cos(2  mel( ) / mel( ))
p

m s
m

S F c c m F F


    (3.25) 

The log magnitude function is evaluated at K/2 uniformly spaced frequency samples over [0, 

Fs/2]. These samples are used to get the discrete frequency spectrum as the following 

 
exp( ( / )), 0 / 2

( )
( ),            / 2 1 1

sS kF K k K
S k

S K k K k K

 
 

    
  (3.26) 

with K = 1024. Our investigations were carried out using different values of p. Based on the 

analysis-synthesis results, p = 20 was used for voice conversion. 

 

3.4.2 Phase reconstruction for voiced frames 

In the transformation process of the harmonics, only the magnitude information is retained 

and phase information is lost. Many methods are available for associating a phase function 

with a given magnitude function for use in analysis-synthesis systems [208]-[212]. We have 

used a non-iterative estimation of minimum phase function [213], [214] followed by an 

iterative method for phase reconstruction [212]. The magnitude spectrum ( )S k  is used to 

calculate the real cepstrum 

  ( ) IDFT log ( )c m S k 
    (3.27) 

We then calculate a complex cepstrum using a minimum phase function assumption [213], 

[214] 
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( ), 0, / 2

ˆ( ) 2 ( ), 1 / 2 1

0, / 2 1 1

c m m K

s m c m m K

K m K




   
    

  (3.28) 

From the complex spectrum corresponding to ˆ( )s m , we calculate the phase spectrum 0( )k , 

as the initial estimation of the phase function for the iterative method. The magnitude 

spectrum ( )S k  and 0( )k  are used through an iterative process to estimate phase spectrum 

( )k . After jth iteration, we get ( ) ( ) ( )j jV k S k k 
 

 
IDFT ( )j jv V k      (3.29) 

The next iteration of the sequence is calculated by imposing the following condition [212] 

 1

(0), 0

( ) ( ), 1 / 2

0, / 2 1 1

j j

s n

v n v n n K

K n K






  
    

 (3.30) 

where (0)s  is known from the previous placing of the synthesis window, as the windows 

have one pitch period overlap. The complex spectrum is calculated as 

 1 1( ) DFT ( )j jV k v n      

The corresponding phase spectrum 1( )j k   is taken as the revised phase estimate and it is 

combined with the original magnitude spectrum ( )S k
 
for the next iteration. The iteration is 

halted if the mean square error between 1( )jV k  and ( )S k  is below a set threshold. 

 The complex spectrum obtained from the original magnitude spectrum and the 

estimated phase spectrum is interpolated at harmonic frequencies to get la  
and l . The 

estimated harmonic phases are unwrapped along the frequency and time axes. For 

unwrapping along frequency axis, a process described in [215] has been used. It makes the 

instantaneous frequency continuous around each harmonic by adding multiples of 2 to the 

phases for keeping the variation of phase angles with frequency index as smooth as possible. 

Let ,l i be the phase in frame i  for harmonic l . The unwrapped phase for harmonic l  is 

obtained as 

 , , 2l i l i lM     (3.31) 

with the integer lM  such that the changes in the unwrapped phases of harmonic 1l - and 

harmonic l with respect to frequency index become approximately equal, i.e., 

  1, 2, , 1,l i l i l i l i          

This is obtained by selecting 
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 1, 2, , 1,( ) ( )
int

2

l i l i l i l i
lM

   



  
   
 
 
 

 (3.32) 

Now these unwrapped phases can be interpolated at any set of frequencies to estimate the 

harmonic phases at different pitch values. Unwrapping along time axis has already been 

described in Subsection 3.3.3. 

 

3.4.3 Estimation of MFCCs for unvoiced frames 

For estimating the MFCCs [98], [205], [206], [216], [217] of an unvoiced frame, the power 

spectrum of the frame is obtained from its DFT  

 
2

( ) ( ) , 0 1P k X k k K     (3.33) 

where K is the DFT size (1024). These are converted to band energies of q bands with equal 

bandwidth on the mel scale,  

 

1
2

0

( ) ( ), 1

K

i i
k

E k P k i q





    (3.34) 

where i  
is a weighted triangular function associated with the band i on mel scale [206] with 

the following constraint. 

 

1
2

0

( ) 1

K

i
k

k





  (3.35) 

Now MFCCs are calculated as DCT of the log of Ei as given by  

 10
1

log ( ) cos( ( 0.5)),          0
q

m i
i

c E j i m p
m





     (3.36) 

The magnitude spectrum can be estimated from the MFCCs by padding MFCCs with zeros to 

the dimensionality of the filter, inverse DCT, exponentiation, and inverse mel-scale 

weighting. The inverse mel-scale weighting was applied using the pseudo-inverse of the mel-

weights matrix as described in [216]. The investigations for voice conversion were carried out 

using q = 40 and p = 20. 

 

3.4.4 Pitch scaling 

The purpose of pitch scaling is to change the pitch contour while preserving the short-time-

spectral envelope. It does not alter the locations and bandwidths of the formants, or their 

variation with respect to time [215], [218]. An example of pitch contour in pitch scaling is 

shown in Fig. 3.6. Let the relation between the original and desired pitch contours be given as 

 0 0
1

( ) ( )
( )

F t F t
t

    (3.37) 
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Fig. 3.6 An example of pitch contour in pitch scaled speech signal (2:1). 

Fig. 3.7 An example of pitch contour in time scaled speech signal (2:1). 
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where t   and t  are the time instants on the analysis and synthesis axes, respectively. For 

voiced segments of speech, signal parameters are estimated using an analysis window of two 

pitch periods and one pitch-period shifting. The first GCI in each voiced segment is not 

disturbed during pitch scaling. The subsequent GCIs are obtained by adding the pitch period 

obtained  by  sampling  the  modified  pitch  contour at  the  position of  the previous GCI. 

Harmonic magnitudes are estimated at the GCI locations on the synthesis axis by 

interpolation of the magnitudes available at analysis instants. Harmonic phases are unwrapped 

along frequency before interpolation. The harmonic magnitudes obtained after interpolation 

are used for calculating the spectral magnitude function which is sampled at new pitch 

harmonics. The unvoiced segments are analyzed using 20 ms window with 50% shift, without 

any modification for pitch-scaling. Synthesis is carried out using modified HNM parameters 

for obtaining the pitch modified speech signal using the scheme shown in the Fig. 3.5. 

 

3.4.5 Time scaling 

Time scaling is used to change the rate of articulation of the speech maintaining the shape of 

the pitch contour unchanged. This requires the pitch contour to be stretched or compressed in 

time and making the formant structure to evolve at a slower or faster rate than the rate of the 

input speech [215]. An example of the pitch variation during time scaling is shown in 

Fig. 3.7. Let 0( )F t   be the time-scaled version of the pitch contour 0( )F t . The events taking 

place at an instant t on the synthesis axis and the corresponding instant t  on the analysis axis 

are related by the relation 
1( )t D t  . The amount of scaling of a time segment on analysis 

axis depends upon the warping function ( )D t given as 

 0( ) ( )dtD t      (3.38) 

where ( )t  is time-modification rate. The value of ( ) 1t   corresponds to slowing down the 

rate of articulation by means of a timescale expansion, and the value of ( ) 1t   corresponds 

to speeding up the rate of articulation by timescale compression. 

 The first step for time scaling is similar to pitch scaling. The input speech is analyzed 

for estimating the speech parameters using an analysis window of two pitch period for voiced 

segments and 20 ms for unvoiced segments with 50% shifting in both. According to the pitch-

scaling factor, GCI locations are modified for obtaining instances on the synthesis axis. As 

the unvoiced segments are not modified, the first GCI locations on both analysis and synthesis 

axes are the same. For obtaining the next GCI, the modified pitch contour is sampled at this 

instant on the synthesis axis. The time period corresponding to the sampled pitch frequency is 

added to the first GCI and the process is repeated for estimating the remaining GCI. The 

HNM parameters of the speech are estimated at these GCIs from the known parameters at the 
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analysis axis according to the given time-scaling factor. The process of interpolation is the 

same as used for pitch-scaling. The modified parameters are used for the synthesis of time-

scaled version of the input speech. 

 Voice conversion generally involves pitch as well as time scaling. First, the synthesis 

parameters are obtained for pitch scaling. These parameters are then used as the input 

parameters for obtaining the synthesis parameters for time scaling. The resulting parameters 

are used for synthesis of the output speech, as shown in Fig. 3.5.  

 

3.5 Investigations using HNM 

A set of six investigations related to some of the issues important for voice conversion were 

carried out. The first investigation compared HNM variants, HNM-1, HNM-2, and HNM-3, 

for analysis and synthesis. As described earlier in Section 3.3.2, the three differ in the way the 

noise part is handled. The effect of maximum voiced frequency Fm separating the harmonic 

and the noise bands in voiced frames is examined in the second investigation. Errors in 

estimating the GCIs used for pitch-synchronous analysis and synthesis may lead to 

degradation of the synthesized speech quality. The effect of these errors is examined in the 

third investigation. Effect of input SNR is examined in the fourth investigation. During voice 

conversion, the source magnitude spectrum is modified and its relationship with the source 

phase spectrum is lost. Therefore the phase spectrum is estimated from the magnitude 

spectrum. The effect of the estimated phase on the synthesized speech quality is examined in 

the fifth investigation.  The sixth investigation is conducted to study the ability of HNM based 

analysis-synthesis for pitch and time scaling. 

 These investigations are carried out using three Hindi sentences from six speakers (3 

male, 3 female, age: 2023 years, mother tongue: Hindi). The speech material was recorded 

with 16 kHz sampling and 16-bit quantization in an acoustically treated room using Sony 

ICD-PX820 audio recorder. For comparison of the quality of the synthesized speech in these 

investigations, objective evaluation based on PESQ-MOS, as described in Appendix C, is 

used. 

 

3.5.1 Investigation I: Effect of HNM variants 

This investigation compared the quality of synthesized speech of three HNM variants: HNM-

1, HNM-2, and HNM-3. In HNM-3, the maximum voiced frequency was fixed at Fs/2 during 

analysis and at 4 kHz during synthesis. The noise part in the voiced frames is obtained by 

subtracting the harmonic part synthesized upto 4 kHz for estimating the short-time energy at 2 

ms segments. A comparison was carried out visually using spectrograms, by objective 

measure of PESQ-MOS, and through listening. 
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Fig. 3.8 Investigation I: Effect of HNM variants. Spectrograms of the Hindi utterance (Fs = 

16 kHz, duration = 7.37 s) /            
    spoken by a female speaker (F1). a) recorded, b) synth. using 

HNM-1, c) synth. using HNM-2, and d) synth. using HNM-3. 
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 Fig. 3.8 shows spectrograms for one of the utterances from a female speaker (F1). 

The spectrograms derived from the speech signals synthesized by all three HNM variants are 

smooth and very near to the spectrogram of the corresponding recorded signal. Similar results 

were observed in the spectrogram for all the utterances. The  means  along  with the  standard 

deviations of PESQ-MOS test scores are listed in Table A.1 in Appendix A and plotted in Fig. 

3.9. The scores for female speech were slightly higher than the corresponding scores for the 

male speech. Although the score for HNM-2 and HNM-3 are higher than those for HNM-1, 

the differences are not statistically significant. Also, no difference between the quality of the 

synthesized speech using the three variants could be heard.  Based on these results, we have 

chosen HNM-3 based implementation for further use because of ease of noise part modeling 

during voice conversion. 

 

3.5.2 Investigation II: Effect of maximum voiced frequency on synthesized speech 

In HNM, the maximum voiced frequency Fm separates the harmonic band from the noise band 

in voiced frames. It varies from frame to frame and its distribution may be related to the 

speaker identity. To examine the effect of Fm, the output speech was synthesized using the 

estimated value of Fm and fixed values of Fm, in the range 1.0–8.0 kHz. A comparison was 

carried out visually using spectrograms, by objective measure of PESQ-MOS, and through 

informal listening. Fig. 3.10 shows spectrograms of the segment from an utterance of a 

female speaker. The spectrograms of the synthesized speech with estimated Fm and Fm set at 

4  kHz show clear and smooth pattern of formants. Speech synthesized with Fm set at 1 kHz 

results in noise-like structures in place of higher formants. 

Fig. 3.9 Investigation I: PESQ-MOS test scores of the synthesized utterances (with recorded as 

reference), averaged over the sets of utterances from male (M), female (F), and male and female 

(M&F) speakers, for HNM-1, HNM-2, and HNM-3 based analysis-synthesis. 
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Fig. 3.10 Investigation II: Effect of Fm. Spectrograms of the segment /(Fs = 16 kHz, duration = 

0.230 s) of the Hindi utterance  /             

   spoken by a female speaker (F1). a) recorded, b) synth. with original Fm, c) synth. 

with Fm = 4 kHz, and d) synth. with Fm = 1 kHz. 
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 The means and standard deviations of PESQ-MOS test scores for different values of 

Fm are plotted in Fig. 3.11 and also listed in Table A.2 with the last row showing the results 

for estimated Fm in Appendix A. With increase in Fm, the score increases, but with very small 

change for the values of Fm above 4 kHz. The scores for Fm  4 kHz are almost the same as 

those with the estimated Fm. Listening the output confirmed that the speech quality became 

poor on decreasing Fm below 4 kHz and no appreciable change in the quality was observed 

for higher values of Fm .Hence it may be concluded that voice conversion framework need not 

involve transformation of Fm. 

 

3.5.3 Investigation III: Effect of error in GCI estimation 

Speech signal has a certain cycle-to-cycle variability in the pitch. It is quantified as jitter 

[219], [220], [221] and is given by 
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where 0( )F n  is the pitch frequency in frame n and N is the total number of frames. As our 

implementation of pitch-synchronous analysis-synthesis is based on GCIs, errors in 

estimation can result in increased jitter and thereby adversely affect the quality of the 

synthesized speech. Therefore the effect of the amount of added perturbation in estimated 

GCIs on quality of the synthesized speech was examined for HNM-3. Uniformly distributed 

random errors with zero mean were added to the estimated pitch values, resulting in 

 
'
0 0 0( ) ( ) ( )F n F n a n F   

where  a(n)  is a  uniformly  distributed random number in the range  [-1, 1],  0F   is the mean 

Fig. 3.11 Investigation II: PESQ-MOS test scores of the synthesized utterances (with recorded as 

the reference), for synthesis using different values of Fm, averaged over male (M), female (F), 

M&F sets of utterances for HNM-3 based analysis-synthesis. 
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Fig. 3.12 Investigation III: Effect of jitter in GCI estimation. Spectrograms of the segment /(Fs = 

16 kHz, duration = 0.439 s)in Hindi utterance  /          
     spoken by a male speaker (F1). a) recorded (1.58%), b) synth. with 

jitter = 2.92%, c) synth. with jitter = 6.10%, and d) synth. with jitter = 6.73%. The horizontal axis is 

normalized time and the vertical axis is normalized frequency. 
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pitch, and  is the perturbation control factor. The positions of GCIs were found in accordance 

with the modified pitch frequencies and HNM-3 based synthesis was carried out. A 

comparison was carried out using spectrograms, objective measure of PESQ-MOS, and 

listening. 

 Fig. 3.12 shows spectrograms of a segment / from an utterance of a female 

speaker (F1) for different values of jitter. Increase in jitter masks the vertical striations. 

Similar trends were observed in spectrograms for other utterances. The means along with the 

standard deviations of PESQ-MOS test scores for different values of jitter for each set of 

speakers are plotted in Fig. 3.13 (and also listed in Table A.3 in Appendix A). With increase 

in introduced jitter, the score decreases, and the effect is more visible for female speech. 

Degradation due to added jitter was similar to that due to additive random noise. It was more 

Fig. 3.13 Investigation III: PESQ-MOS test scores for the synthesized utterances (with recorded as 

reference) for synthesis using different amount of jitter, averaged over male (M), female (F), M&F 

sets of utterances for HNM-3 based analysis-synthesis, b) scatter plot of jitter in 10 vowels of two 

male speakers, c) error magnitude difference of GCI locations obtained from speech and EGG 

signals for the cardinal vowel .  

Fig. 3.14 Investigation III: Scatter plot of jitters obtained from speech and EGG signals in 10 

vowels from two male speakers.  
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pronounced in the utterances having longer vowel segments. The speech remained acceptable 

for added jitter of up to 3% (corresponding to about 6% perturbation of the average pitch 

frequency). A jitter larger than 5% noticeably degraded the speech quality. These limits were 

approximately the same for male and female speakers. 

 For estimating the errors introduced by the GCI detection, speech and electro-

glottograph (EGG) signals [222], [223] for 10 sustained vowels were simultaneously 

recorded, from two male speakers. Fig. 3.14 shows the scatter plot of the jitter in EGG signals 

and the corresponding speech signals. Although there is no clear relationship between the 

jitters as measured in the two waveforms, the ranges for the two are almost the same (< 2%). 

The standard deviation of the differences between the two measurements, across the 

utterances, is 0.36%. Thus the method used for GCI estimation may be considered as 

satisfactory for HNM based analysis-synthesis.  

 

3.5.4 Investigation IV: Effect of input SNR on analysis-synthesis 

Presence of noise in the input speech may introduce errors in the estimated parameters and 

hence it may result in distortions in the synthesized output. A comparison of the synthesized 

output and input was carried out using spectrograms, PESQ-MOS test, and listening. 

 Fig. 3.15 shows spectrograms of the input and synthesized signals of a Hindi 

utterance for SNR of , 18 dB, 6 dB, and  4 dB. The spectrograms of the input and 

synthesized output are almost similar. Same pattern was observed for other speakers, for SNR 

down to 6 dB. The means and standard deviations of PESQ-MOS test scores noisy input and 

the corresponding synthesized speech (with recorded speech as reference) are plotted in Fig. 

3.16 (and also listed in Table A.4 in Appendix A).The score decreases with decrease in SNR. 

For SNR higher than 18 dB, the noise added speech and the corresponding synthesized speech 

are fully intelligible and they are almost indistinguishable in quality. An interesting 

observation is that at lower SNR, the scores for synthesized speech are slightly higher than 

those of noisy input. This is possibly due to rejection of some input noise in HNM based 

analysis-synthesis, because the magnitude spectrum is sampled only at pitch harmonics. 

 

3.5.5  Investigation V: Effect of phase estimation methods 

In HNM, the analysis of a speech frame provides harmonic magnitude spectrum, harmonic 

phase spectrum, pitch frequency, GCI, voicing flag, and noise part parameters. In voice 

conversion, the magnitude spectrum of the source is transformed using transformation 

function obtained from the mapping between the source and target feature vectors aligned by 

DTW. Two techniques were compared for estimating the target phase. The first technique 

used interpolated source phase. The source phase spectrum was unwrapped along the time 
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and frequency axes before interpolation, as described in Subsection 3.3.2 and was interpolated 

at the desired target pitch harmonics.  

 The second technique used the phase spectrum estimated from the transformed 

magnitude spectrum using the method described in Subsection 3.4.2. The comparison was 

carried out using PESQ-MOS test and informal listening. For examining the effect of the 

number of MFCCs, the analysis-synthesis has also been carried out with p = 14, 18, and 22 

coefficients. 

 The mean and standard deviations of the PESQ-MOS test scores averaged over a set 

of six utterances, with each set from four male and four female speakers are plotted in Fig. 

3.17 (also listed in Table A.5 in Appendix A), for analysis-synthesis (AS), estimated phase 

(EP), and source phase (SP). The scores were slightly higher for female speakers. The scores 

are lower for 14 coefficients, but they are almost the same for 18 and 22 coefficients. The 

scores  for analysis-synthesis   were slightly higher than  those  for  source and  the scores for 

Fig. 3.15 Investigation IV: Effect of input SNR on analysis-synthesis using HNM-3. 

Spectrograms of the Hindi utterance (Fs = 16kHz, duration = 7.37 s) /    
            spoken by a female speaker 

(F1) with different SNR values. a) recorded, b) 18 dB, c) 6 dB, and d) 4 dB. 

a) 

b) 

c) 

d) 
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the estimated phase were slightly lower than those for the source phase. The differences were 

small and not statistically significant. The output synthesized using estimated phase was 

found to be perfectly intelligible but less natural in quality than the speech synthesized with 

analysis-synthesis and synthesized with source phase.  

 

Fig. 3.17 Investigation V: Effect of estimated phase. PESQ-MOS test scores for analysis-synthesis 

(AS), synthesized with estimated phase (EP), and synthesized with source phase (SP), averaged 

across sentences and four speakers. The standard deviation is shown by error bars. a) Male speaker 

set, b) Female speaker set. 

a) 

b) 

Fig. 3.16 Investigation IV: Effect of input SNR on analysis-synthesis using HNM-3. PESQ-MOS 

test scores (with recorded speech as reference) averaged over male (M), female (F), M&F sets of 

utterances for HNM-3 based analysis-synthesis. 
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3.5.6 Investigation VI: Pitch and time scaling 

For investigating the effect of pitch and time scaling, scaling factors were varied from 0.3 to 

5. The quality of the output was examined using spectrograms and listening. Spectrograms for 

the signal (a) recorded, (b) pitch scaled by a factor of 0.5, (c) pitch scaled by a factor of 1.5, 

(d) time scaled by a factor of 0.5, and (e) time scaled by a factor of 1.5 are shown in Fig. 3.18. 

 The spectrograms of the pitch or time scaled speech closely resemble in formant 

structure to that of the unprocessed. The spectrograms (Fig. 3.18b and Fig. 3.18c) show that 

the pitch scaling did not alter the locations and bandwidths of the formants and their 

transition. In time scaled spectrograms (Fig. 3.18d and Fig. 3.18e), the formant transition is 

scaled as per the time scaling factor. Similar results were observed in the spectrograms of 

utterances from other speakers. Listening the outputs showed that the method was capable of 

modifying the speech by a large scaling factor For both male and female speakers, the quality 

and intelligibility of pitch-scaled speech remained acceptable for pitch scaling factor of 

0.62.4. For time scaling, the speech of male speakers remained natural sounding for scaling 

factor of 0.53. For female speakers, this range was 0.65. For time scaling factors less than 

0.5, some of the phonemes are not perceived distinctly and the intelligibility becomes poor. 

Satisfactory quality and intelligibility of the pitch and time scaled speech over wide range of 

scaling factors shows that the analysis-synthesis method used in this investigation is suitable 

for pitch and time scaling in cross-gender voice conversion. 

 

3.6 Summary 

The results from the investigations to examine issues related to implementation of HNM 

based analysis-synthesis for voice conversion can be summarized as the following. 

1) The three HNM variants resulted in satisfactory quality of the synthesis output, with no 

significant differences. As HNM-3 involves only one set of feature vectors for the voiced 

frames, it is better suited as a platform for voice conversion. 

2) There was no advantage of using time-varying Fm and hence its transformation during 

voice conversion is not needed. It may be fixed at 4 kHz. 

3) An introduced jitter of more than 5% resulted in quality degradation. The effect was more 

pronounced in utterances with longer vowel segments. As the jitter may get introduced 

because of errors in detection of the GCIs, precise GCI detection is necessary for high 

quality synthesis of speech. The results of pitch detection were found to be satisfactory in 

comparison to pitch detection using an electroglottograph. 

4) The analysis-synthesis method is tolerant to the presence of additive noise in the input 

signal. 
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Fig. 3.18 Investigation VI: Pitch and time scaling. Spectrograms of the Hindi utterance (16 kHz, 7.37 s) 

/                spoken by a 

female speaker (F1). a) recorded, b) pitch scaled by a factor of 0.5, c) pitch scaled by a factor of 1.5, d) time 

scaled by a factor of 0.5, and e) time scaled by a factor of 1.5. 
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5) The output synthesized with estimated phase was intelligible but less natural sounding 

than the output synthesized with source phase. As difference in the quality is small, the 

phase estimation may be used for voice conversion. 

6) HNM-3 can be used for pitch and time scaling with a wide range of scaling factors for 

male and female speech. Thus it can be considered as suitable for voice conversion across 

speakers with different pitch ranges and speaking rates. 
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Chapter 4 

 

SPECTRAL MAPPING USING 

MULTIVARIATE POLYNOMIAL MODELING 

 

 

4.1 Introduction 

Voice conversion involves two phases: estimation of transformation function for source-to-

target mapping and transformation of source speech [1], [14], [19]-[21]. In the first phase, 

speech signals of the source and the target speakers are converted to parametric representation 

in the form of feature vectors.  These are used for estimating the mapping from the acoustic 

space of the source to that of the target. During the second phase, the given speech signal of 

the source is converted to feature vectors, these are modified using the transformation 

function, and the modified feature vectors are used for resynthesizing the speech signal. The 

conversion generally involves modification of the spectral as well as the prosodic parameters.   

 A review of different techniques used for estimating the transformation function for 

spectral parameters has been presented in Chapter 2. These techniques can be broadly 

grouped as being based on vector quantization, ANN and statistical, frequency warping, and 

speaker interpolation. Vector quantization uses discrete classes and hence is unable to 

represent the dynamic character of the speech signal. The ANN and statistical techniques 

need a large set of training data. The transformation also suffers from over-smoothing of the 

transformed spectral envelope and discontinuities across consecutive speech frames [224]. 

Frequency warping and speaker interpolation need different transformation function for each 

acoustic class. Some of these problems may be overcome by using a technique for 

modification of spectral characteristics for voice conversion by modeling the relationship 

between the acoustic spaces of the source and target speech using a single mapping. 

 An unknown non-linear mapping can often be approximated satisfactorily using a 

polynomial function of an appropriate degree. Our hypothesis is that a mapping applicable to 

all acoustic classes may be obtained using multivariate polynomial modeling of the 

relationship between the sets of parameters representing the spectral envelopes of the source 

and target speech signals. Such a model is expected to provide a smooth interpolation 
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function for transforming the source feature vectors for voice conversion using limited 

training data and without grouping the data into acoustic classes. In the proposed technique, 

each parameter for generating the target speech is modeled as a multivariate polynomial 

function of the parameters of the source speech. The set of these functions is obtained from 

the corresponding source and target feature vectors. Voice conversion of the source speech is 

carried out by applying the estimated mapping for modification of the spectral characteristics 

along with pitch and time scaling. Pitch scaling is used to match the range of the pitch in the 

source speech to that in the target speech. Time scaling is used to approximately match the 

duration of the source speech to that of the target. The modified HNM, referred to as HNM-3 

in Chapter 3, is used as a platform for voice conversion as it does not need separate 

transformation function for noise part in voiced frames.  

 The details of the proposed technique and its implementation for voice conversion 

using parallel speech data for training are presented in this chapter. Its evaluation using 

objective measures and listening tests is presented in the following chapter. 

 

4.2 Multivariate polynomial modeling 

A multivariate function 1 2( , , , )pg v v v of p variables and known at N points can be 

approximated by a polynomial  f  [225]-[227] 

 1, 2, , 1, 2, ,( , , , ) ( , , , ) , 1n n p n n n p n ng v v v f v v v n N     (4.1) 

where n  is the approximation error. Let the approximation function  f  be written as  
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where  L  is the number of terms in the polynomial. For example, (4.2) for a quadratic 

function with 3 variables has 10 terms and can be written as 
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By combining (4.1) and (4.2), we get a matrix equation 

 +g = A ε  (4.4) 

where vectors g ,  , and ε are given by 

  T
1 2 3 Ng g g gg  

  T
0 1 2 1L      

  1 2 3
T

N   ε  

Matrix A is N × L matrix, with the elements given as 
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 , 1, 2, ,( , , , )n k k n n p na v v v , 1 n N   and  0 1k L    

If the number of data points is greater than the number of terms in the polynomial, i.e. N L , 

then coefficients 'sk can be determined for minimizing the sum of squared errors 
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E g v v v f v v v


      (4.5) 

The resulting solution can be written as 

 T 1 T( ) A A A g  (4.6) 

where T 1 T( )A A A  is known as pseudo–inverse of A [226].  

 Application of multivariate polynomial modeling for estimation of transformation 

function and transformation of the source speech is described in the following two sections. 

 

4.3 Estimation of transformation function 

The scheme for estimation of the transformation function, representing the mapping from the 

acoustic space of the source speaker to that of the target speaker, for voice conversion is 

shown in Fig. 4.1. Speech signals corresponding to the same text from the source speaker S 

and the target speaker T are analyzed using HNM-3, described in Section 3.4. In voiced 

segments, the duration of the analysis window is two pitch periods with one pitch period 

overlap. The analysis of the voiced frames gives GCIs and the harmonic magnitudes which 

are converted to discrete MFCCs. The unvoiced segments are analyzed using a 20 ms window 

with 50% overlap, and the magnitude spectra are converted to MFCCs. The means and 

standard deviations of the source and target pitch frequency distributions in log domain are 

calculated for pitch scaling and the ratio of the total durations of voiced segments in the 

source and target speech signals is calculated for time scaling. 

Fig. 4.1 Estimation of transformation function using HNM. 
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 For time alignment of the source and target frames, the frames corresponding to 

silence intervals, detected on the basis of short-time energy (STE), are removed. The time 

alignment is carried out using dynamic time warping (DTW) [228], [229]. The voiced and 

unvoiced frames are aligned separately. Let the source and target feature vectors be 

represented by X = (x1, x2, x3, …, xI) and Y = (y1, y2, y3, …, yJ), respectively. A grid of IJ 

points in a two-dimensional plane is constructed. At each grid point (i, j), the Euclidean 

distance d(i, j) between the feature vectors xi and yj is calculated. A path is found for 

minimizing the sum of source-target distances along it. The path is searched considering three 

constraints. Its start and end points are (1, 1) and (I, J), respectively. For preserving the time-

ordering of the feature vectors, the path has to be monotonic, i.e. at least one of the 

coordinates in (i, j) should increase. The step size should restrict long jumps, allowing only 

jumps (1, 1), (1, 0), and (0, 1). The values of i and j along the path define the time warping 

function between the source and target feature vectors. The first MFCC coefficient, 

representing the log energy, is removed before alignment to avoid any biasing due to energy 

fluctuations. 

 Due to a non-uniform representation of phonemes in the parallel speech data used for 

training, the time aligned feature vectors are usually in the form of clusters of different sizes 

which may correspond to an uneven sampling of the acoustic spaces. Decreasing the number 

of feature vectors based on a distance metric may help in a more even sampling of the 

acoustic spaces and in improving the estimation of the transformation functions. For this 

purpose, the feature vectors having Mahalanobis distances less than a set threshold are 

removed from the corresponding positions of the aligned source and target feature vectors. 

The threshold is empirically determined by estimating the average distance between the 

similar frames of vowels taken from same contexts. 

 We have employed polynomial modeling for deriving the mapping from the acoustic 

space of the source speaker to that of the target speaker represented by aligned p-dimensional 

feature vectors x = [x1 x2 x3 … xp] and y = [y1 y2 y3     yp], respectively. Each element of the 

target feature vector is modeled as a polynomial function of all the elements of the source 

feature vector, i.e. 

 
 1 2 3,  ,  ,  ,  ,        1i i py f x x x x i p    (4.7) 

Thus the mapping consists of p polynomial functions, estimated using (4.6) and aligned 

source and target feature vectors (x1,x2,x3,…,xN) and (y1,y2,y3…,yN) as the training data. The 

HNM-3 based spectral transformation for voice conversion is carried out with 20 discrete 

MFCCs in the voiced frames and 20 MFCCs in the unvoiced frames as the spectral 

parameters. The mapping obtained from the source acoustic space to the target acoustic space 
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is represented by two sets of transformation functions: fVO for the voiced frames and fUV for 

the unvoiced frames.  

 We need to select the degree of the polynomial functions for spectral transformation. 

A polynomial with a degree higher than that needed for representing peaks, ridges, or 

extremal subsurfaces in the data may introduce ripples in the approximation. Further, it 

increases the number of coefficients to be estimated and hence needs a larger training data. It 

was found that estimation of the mapping for polynomials of a degree higher than two 

involved ill-conditioned matrices. This phenomenon was observed even after increasing the 

training data. Assuming that mappings between the acoustic spaces do not have multiple 

extremal subsurfaces, they can be approximated using polynomials of degree one or two. 

Investigations for voice conversion are carried out using linear and quadratic polynomials, 

with three types of transformation functions: univariate linear, multivariate linear, and 

multivariate quadratic. Univariate linear modeling (ULM) assumes that each element of the 

target feature vector is a linear function of the corresponding element in the source feature 

vector. The target feature vector y = [y1 y2 y3 … yp] is modeled as 

 0, 1,i i i iy x   , 1 i p   (4.8) 

In multivariate linear modeling (MLM), each element of the target feature vector is assumed 

to be a linear function of all elements in the source feature vector,  

 0, 1, 1 2, 2 ,i i i i p i py x x x        , 1 i p   (4.9) 

In multivariate quadratic modeling (MQM), each element of the target feature vector is 

assumed to be a multivariate quadratic function of all elements in the source feature vector,  
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 (4.10) 

where  21 3 / 2 / 2L p p   . For feature vectors with 20 components, each of the 

polynomial function in fVO and fUV has 231 coefficients.   

 Investigations are also carried out for studying the effect of class based mapping on the 

effectiveness of the transformation function. For this purpose, the feature vectors are grouped 

into m discrete classes using vector quantization [230] and a separate set of MQM functions is 

obtained for each acoustic class. For dividing the source feature vectors into m classes, m 

feature vectors are randomly selected as initial class centroids. Each source feature vector is 

assigned to one of the classes based on the minimum distance from the class centroids. Mean 

of the vectors in each class is taken as the new class centroid and class membership of the 

feature vectors is updated. The process is repeated until the means stop changing. Grouping of 
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the target feature vectors follows the grouping of the corresponding source vectors because 

the two are aligned. 

 

4.4 Transformation of the source speech 

The scheme for transformation of the source speech to that of the target speech is shown in 

Fig. 4.2. The source speech is analyzed using HNM to obtain the parameters: short-time 

energy (STE), voicing, GCI, MFCCs for the voiced frames (MFCC_VO), and MFCCs for the 

unvoiced frames (MFCC_UV). The spectral parameters MFCC_VO and MFCC_UV are 

transformed using the transformation functions fVO and fUV, respectively, as obtained for the 

given speaker pair during the training phase. The zeroth MFCC coefficient of the source 

feature vectors is retained in transformed MFCCs to preserve the log energy of the source 

speaker. 

 The transformed parameters are modified according to the pitch and time scaling 

factors as obtained from the analysis of the training data. Pitch scaling scales the pitch 

contour without affecting the duration. This is followed by time scaling. These two steps do 

not affect the spectral characteristics. Pitch scaling is carried out in accordance with the 

means and standard deviations of the source pitch and target pitch along log scale. The target 

pitch corresponding to the source pitch ,s iP for frame i is given as 

 , ,exp( ( / )(ln( ) ))t i t t s s i sP P     
  

(4.11) 

where s and s are the mean and standard deviation of ,ln( )s iP and y and y are the mean 

and the standard deviation of ,ln( )t iP in the training data. The ratio of the total duration of the 

Fig. 4.2 Transformation of speech signal using HNM. 
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voiced frames in the target speech to that in the source speech is used as the time scaling 

factor. 

 For synthesis of the target speech, the transformed MFCCs are converted to 

magnitude spectra as explained in Section 3.4.3. Glottal closure instants (GCIs) are marked 

on the synthesis axis according to the modified pitch contour. In voiced frames, the 

magnitude spectrum is sampled at the modified pitch harmonics. Continuous harmonic phase 

functions are estimated using minimum phase assumption and phase unwrapping (given in 

Section 3.4.2). The parameters of the voiced and unvoiced frames are interpolated at the GCI 

locations marked on the synthesis axis. Resynthesis from the modified parameters using 

HNM based synthesis provides the transformed speech. The short-time energy of the 

transformed speech follows that of the short-time energy of the source speech. 
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Chapter 5 

 

RESULTS AND DISCUSSION 

 

 

5.1 Introduction 

In the previous chapter, implementation of voice conversion system using spectral mapping 

based on multivariate polynomial modeling and HNM based analysis-synthesis has been 

presented. Results of the experiments to evaluate the voice conversion are presented and 

discussed in this chapter. 

 During the training phase, parallel set of speech data from the source and target 

speakers are analyzed to get aligned feature vectors. As the speech material may not be 

phonetically balanced, these vectors may be in the form of clusters of different sizes which 

may correspond to an uneven sampling of the acoustic spaces. For a more even sampling of 

the acoustic spaces and improving the estimation of the transformation functions, redundancy 

in the number of feature vectors needs to be decreased using a distance metric. The objective 

of the first experiment is to study the effect of distance threshold on decreasing the 

redundancy. The second experiment is conducted to compare the spectral mapping 

capabilities of the proposed MQM based transformation with the GMM based transformation, 

using aligned source and target feature vectors. It may be possible to estimate the source-

target mapping from the feature vectors corresponding to a small number of speech segments. 

The third experiment is conducted to examine the effect of including and excluding different 

segments in the training set on the transformation functions. These experiments relate to 

training phase and the target speech is used as the reference for objective evaluation of the 

voice conversion. The fourth experiment is conducted to evaluate the quality and identity of 

the transformed speech using subjective listening tests. A brief description of subjective and 

objective evaluation methods is given in Appendix C.  

 

5.2 Speech material 

To avoid accent related bias and errors in the scores of subjective listening tests, it is desirable 

that the listeners and speakers belong to same group in terms of language and education. The 

listeners and speakers participating in our experiments were university students and they had 
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Hindi as their first language. There were eight speakers (4 male, 4 female, age: 20-23 years). 

The male speakers are referred to as M1, M2, M3, and M4 and the female speakers as F1, F2, 

F3, and F4. For parallel speech data, a story with 86 sentences from a children’s story book in 

Hindi was read by each of the speakers.  The material was recorded, in an acoustically treated 

room, using Sony ICD-PX820 audio recorder with 16 kHz sampling and 16-bit quantization. 

The reading duration ranged 7.9  11.4 min., with an average of 9.0 min. The recorded 

material was manually segmented into sentences having duration of 5 – 9 s. Out of them, 50 

sentences were considered to be correctly articulated by all the speakers and these were 

selected for evaluation of voice conversion. The utterances were divided into two sets each 

with 25 utterances: one set for training and the other for testing. The transformation functions 

for polynomial modeling could be satisfactorily estimated using 10 or more utterances, while 

20 or more utterances were needed for GMM. Therefore, 20 utterances from the first set were 

used for estimation of transformation functions for comparison of all the methods for spectral 

modification. All utterances of the test set were used for informal listening and six utterances 

were used for listening tests. 

 

5.3  Experiment I: Redundancy of feature vectors 

The transformation function is estimated from the aligned source and target feature vectors 

obtained from the parallel speech utterances of the source and target speakers. As the speech 

material used is not phonetically balanced, parameterization of the utterances in MFCC based 

feature vectors results in clusters with widely varying number of vectors in different clusters. 

As multiple instances of the feature vectors result in a highly variable weight to different 

vectors, estimation of transformation function can be improved by decreasing the redundancy 

and retaining almost similar number of vectors in each cluster. The objective of this 

experiment is to study the effect of the distance threshold on removal of the redundant feature 

vectors. 

 

5.3.1 Material and method 

For this experiment, fifty utterances for each of four male and four female speakers were 

taken. The utterances were converted to MFCC based feature vectors and the vectors having 

Euclidean distance less than a threshold were eliminated from the set. The number of vectors 

remaining after the reduction was calculated by varying the number of utterances from two to 

fifty and the distance threshold from 0 to 1.5.  
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5.3.2 Results 

The number of feature vectors obtained after reduction for a male and a female speaker are 

shown in Fig. 5.1. The distance between the feature vectors corresponding to the same 

sustained vowel was observed to be generally less than 0.44, and hence feature vectors with 

distances smaller than this threshold may be considered to be corresponding to the same class. 

Thus this value may be taken as an optimal distance threshold. Removal of redundant feature 

vectors using it resulted in a satisfactory estimation of transformation functions for MQM 

using 10 or more utterances.   

 

5.4  Experiment II: Comparison of polynomial and GMM based 

transformations 

The accuracy of the mapping derived from the given set of feature vectors depends upon two 

factors: samples of the source and target acoustic spaces available for training in the form of 

feature vectors and the method used for the approximation of the mapping between the 

acoustic spaces. A total of six methods are compared in this experiment for estimating the 

transformation function. Five of these methods are polynomial modeling based: univariate 

linear modeling (ULM), multivariate linear modeling (MLM), multivariate quadratic 

modeling (MQM), 32 classes based multivariate quadratic modeling (MQM32), and 64 

classes based multivariate quadratic modeling (MQM64). The sixth method is GMM based 

with 64 mixture components and diagonal covariance matrix (as described in Appendix B). 

 

5.4.1 Material and method 

The testing material consisted of two sets, each with 25 utterances from four pairs of speakers 

(M1-M2, F1-F2, M3-F3, and F4-M4). The utterances from the first set were used for training 

and six utterances from the second set were used for testing. The utterances were analyzed 

Fig. 5.1 Exp. I: Number of feature vectors (voiced and unvoiced frames) as a function of distance 

used in grouping. 
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using HNM, and MFCC-based feature vectors were obtained. The feature vectors were 

aligned using DTW. Redundancy reduction was applied in two steps. First all the source 

vectors with intervening Euclidean distance below a threshold were removed. Subsequently 

the same process was applied on the target vectors. The remaining aligned source-target pairs 

of feature vectors were used for training. Each parameter for generating the target speech is 

modeled as a multivariate polynomial function of all the parameters of the source speech, and 

the set of these polynomial functions is obtained by analyzing a set of time aligned source and 

target frames. ULM, MLM, MQM, and GMM based transformation functions were estimated. 

MQM32 and MQM64 based transformation functions were estimated by dividing the total 

feature vectors into 32 and 64 classes using k-means algorithm. The source utterances were 

transformed using these transformation functions and evaluation was carried out using 

cepstral Mahalanobis distance between the source and target (ST) and the target and 

transformed source (TT’). The distances were averaged across the utterances in testing set of 

utterances. Actual CPU time required for the estimation of each transformation function on a 

PC was also observed. The transformation functions for polynomial modeling could be 

satisfactorily estimated using 10 or more utterances, while 20 or more utterances were needed 

for GMM. Therefore, 20 utterances were used for estimation of transformation functions for 

comparison of all the methods for spectral modification. 

 

5.4.2 Results 

Mean and standard deviation of the distances between the target (T) and source (S) speech 

and the target and transformed speech (T’) are given in Table 5.1 and plotted in Fig. 5.2. All 

the mapping methods resulted in a decrease in the distance for all the speaker pairs. The 

decreases in the distance, averaged across the speaker pairs, were 28%, 32%, 35%, 72%, 

92%, and 40%, for the spectral modifications using ULM, MLM, MQM, MQM32, MQM64, 

and GMM, respectively. Thus on the basis of decrease in the distance, the methods can be 

ranked as MQM64  MQM32  GMM  MQM  MLM  ULM.  

Table 5.1. Exp. II: Cepstral Mahalanobis distance between the source and target (ST) and the target 

and transformed (TT’) for different speaker pairs (mean and standard deviation for six utterances). 

Distance M1-M2  F1-F2  M3-F3  F4-M4 Avg. 

 Mean SD  Mean SD  Mean SD  Mean SD  

ST 5.61 0.96  5.72 1.04  6.12 1.06  5.86 1.12 5.83 

TT’-ULM 4.07 0.77  4.30 0.81  4.48 0.85  4.03 0.79 4.22 

TT’-MLM 3.89 0.78  4.05 0.83  4.22 0.86  3.75 0.77 3.98 

TT’-MQM 3.74 0.77  3.83 0.83  3.99 0.86  3.61 0.76 3.79 

TT’-MQM32 1.62 0.91  1.68 0.93  1.87 0.97  1.47 0.74 1.66 

TT’-MQM64 0.24 0.69  0.74 1.06  0.57 1.01  0.27 0.71 0.46 

TT’-GMM 3.47 0.89  3.54 0.92  3.61 1.01  3.40 0.85 3.51 
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 Informal listening showed that the output of ULM based transformation was not fully 

intelligible and did not sound natural. The outputs of MQM32 and MQM64 had distinct 

audible disturbances affecting the intelligibility, indicating that dividing feature vectors into 

classes adversely affected the quality of the output speech. The outputs of MLM, GMM, and 

MQM based transformation were intelligible and sounded natural; and MQM appeared to be 

relatively better in transforming the identity as compared to the other methods.  

 Computation time (actual CPU time) on a PC (Intel 2.53-GHz 64-bit i3-380M 

processor, 4 GB RAM, 320 GB HDD) for estimation of the transformation function from the 

training data was 18.2 s for MQM. With reference to this time, relative times for ULM, 

MLM, MQM32, MQM64, and GMM were 0.945, 0.947, 1.390, 1.620, and 82.51, 

respectively. Thus although the decrease in the spectral distance for MQM and GMM is 

almost similar, the computation time required for estimation of GMM based transformation 

was about 83 times that for MQM. ULM and MLM resulted in only a slight computational 

advantage over MQM, but resulted in poor speech quality. Differences in computation time 

for transformation were not significant.  

 

5.5  Experiment III: Interpolation capabilities of MQM 

MQM based voice conversion assumes each component in the feature vector of the target 

speaker to be a multivariate function of every component of the feature vector of the source 

speaker. Once the transformation function has been obtained from the aligned source and the 

target feature vectors, the function is used to transform source feature vectors to 

corresponding vectors in the acoustic space of the target speaker. The process assumes the 

feature vectors used for the estimation of the transformation functions to be uniformly 

distributed in the acoustic spaces. The objective of this experiment is to examine the 

interpolation capabilities of the MQM by estimating the transformation function using a 

limited number of speech segments, particularly on the transformation of speech segments not 

included in the training data. 

 

5.5.1 Material and method 

The testing material consisted of two sets of 54 phonemic segments from the utterances of 

four speaker pairs (M1-M2, F1-F2, M3-F3, and F4-M4). The segments were obtained by 

manually marking them in the utterances. One set was used for training and the other set was 

used for testing. The list of the speech segments is shown in Table 5.2. These segments were 

considered to be representative of the different segments appearing in the utterances. Some of 

the segments have same labels but they occur in different contexts. The investigations were 

carried out by estimating 55 sets of transformation functions after redundancy reduction (as 

described in Subsection 5.4.1). The set Fn0 was estimated using all the speech segments from 
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the training set, while other functions were estimated by deleting one of the segments (m for 

Fnm). The estimation process consisted of HNM analysis, DTW, and MQM coefficients 

calculation. During testing, the speech segments from the testing set were analyzed using 

HNM and MFCC based feature vectors were obtained. These vectors were transformed using 

the respective transformation functions. Evaluation was carried out using cepstral 

Mahalanobis distances between the source and target (ST) and the target and transformed 

source (TT’). The distances were normalized by the corresponding source-target distances 

and averaged across the four speaker pairs for each speech segment. 

 

 

 Table 5.2. Exp. III: Speech segments used for training and testing. 

Sr. 

No. 

Segment 

label 

Description  Sr. 

No. 

Segment 

label 

Description 

1 1 1 long  28  2 
2 2 2 long  29 1 1 centralized 

3  1 long  30 2 2 centralized 

4  1 short  31 1 1 

5  1  32 2 2  

6  2   33  1 

7  2 short  34   

8  3 short  35   with no release 

9    36  2 

10    37   

11   with no release  38   

12    39   

13   release  40    

14   closure  41   closure 

15    42   glottal stop 

16   flap or tap  43   

17    44   

18  1  45   

19  epenthetic silence  46   release 

20  1  47   with no release 

21  2  48  1 

22    49  2 

23    50  3 

24   with no release  51  1 

25   glottal u/v fricative  52  2 

26   glottal voiced 

fricative 

 53   

27  1  54  2 
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Fig. 5.2 Exp. II: Cepstral Mahalanobis distance between the source/target (ST) and target-

transformed/target (TT’) pairs. a) M1-M2, b) F1-F2, c) M3-F3, d) F4-M4. 

a) 

b) 

c) 

c) 
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Fig. 5.3 Exp. III: Normalized average cepstral Mahalanobis distance between the target and 

transformed source for 54 speech segments using sets of transformation functions Fn0 to Fn54. The 

x-axis denotes the speech segment number. 

(a) (b) 

(c) (d) 

(e) (f) 

(g) (h) 

(i) (j) 
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5.5.2 Results 

The average normalized cepstral Mahalanobis distances for each speech segments obtained 

from each of the 55 sets of transformation functions are shown in Fig. 5.3. The speech 

segments are along x-axis and the distances along y-axis. For transformation using Fn0, 

which was obtained with all the segments in the training data, the distances for all the 

segments are small and below 0.6. For transformation using other sets of functions 

(Fn1Fn54), the distances increase for the speech segments which were not present during the 

training. For example, in Fig. 5.3(a), the distances are very large for the speech segments 3 

and 4. The increase in the distances for fricative, affricate, and plosives are much more than 

those for vowels. These results show that if feature vectors corresponding to such speech 

segments are not available in the training data, transformation function will not be valid for 

them. The experiment also shows that MQM based transformation function can be estimated 

using a limited training data if it contains speech segments similar to all speech segments 

likely to occur during the testing phase. 

 

5.6  Experiment IV: Subjective evaluation of MQM using MOS and XAB 

Actual source-to-target transformation for voice conversion involves spectral modification 

along with the pitch and time scaling. Listening tests were conducted for subjective 

evaluation using MOS test for quality [231] and XAB test for identity [51] of the transformed 

speech. The evaluation was carried out only for MQM based spectral modification, because 

the results of the objective evaluation showed it to be better than the other methods. The tests 

were conducted to examine the contribution of spectral modification and pitch scaling 

separately and together.  

  

5.6.1 Material and method 

Two sets each of 25 utterances of four male and four female speakers were available for use 

as training and test material for this experiment. From the first set, 20 utterances were used as 

the parallel speech training data. Six utterances from the second set were used for listening 

tests. The utterances for training were analyzed using HNM, and a set of MQM-based 

transformation functions was obtained, after redundancy reduction (as described in 

Subsection 5.4.1), for each pair of speakers.  

 Three types of modifications were applied on the source utterances. The first 

modification involved pitch scaling. In the second modification, only spectral modification 

was carried out. In the third modification, both spectral modification and pitch scaling were 

applied. Time scaling was used in all three modifications, with the ratio of the total duration 

of voiced frames in the target speech to that in the source speech in the training data as the 
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time scaling factor. These modifications are referred to as pitch scaling (PS), spectral 

modification (SM), and spectral modification with pitch scaling (SMPS). Speech signals used 

in the listening tests are available online [232].  

 The XAB and MOS tests were conducted using a PC-based automated experimental 

setup with a graphical user interface (GUI) for presentation of the stimuli and recording of the 

responses. Each presentation involved three stimuli: X, A, B. Utterance corresponding to S, T, 

or T' was randomly selected as X. Either S or T was randomly selected as A and the other one 

was selected as B. The subject listened to the three stimuli (more than once if needed for 

finalizing the response) and responded by pressing the corresponding buttons on the GUI.  

For XAB, the subject responded by selecting either A or B as the best match to X. Percentage 

score for labeling the presented stimuli as the target was calculated as the XAB score. For 

MOS, the subjects assigned score to the quality of the stimulus X on 15 scale (1: bad, 2: 

poor, 3: fair, 4: good, 5: excellent). Instructions to the subjects participating in the listening 

tests are given in Appendix D.  

 Six normal-hearing subjects (4 male, 2 female, age: 24-27 years), participated as 

subjects in the listening tests. All were university students with Hindi as their first language 

and thus belonged to the same group as the speakers in terms of language and education. In a 

test, each stimulus appeared four times and the test was conducted for four speaker pairs (M1-

M2, F1-F2, M3-F3, and F4-M4). For each listener, there were 480 presentations: 4 speaker 

pairs  6 utterances  4 repetitions  5 types of stimuli (S, T, T'-PS, T'-SM, T'-SMPS). The 

scores were averaged across 24 presentations (6 utterances  4 repetitions). To reduce the bias 

due to practice or fatigue, presentation order for different types of test utterances was 

randomized across the subjects. 

 

5.6.2 Results 

Listening to the transformed utterances showed that modification by applying pitch scaling 

and spectral modification individually resulted in speech identity being converted from source 

towards the target, but the modified utterances could be perceived as different from the target. 

Combination of spectral modification and pitch scaling made the identity of the modified 

utterances almost the same as that of the target. There were small audible distortions, 

particularly in cross-gender conversions, involving large pitch scaling factors. Some of these 

distortions may have also resulted due to errors in GCI detection, phase discontinuities, and 

artifacts related to time scaling. 

 The results of MOS test for the six subjects along with the means and standard 

deviations are given in Table 5.3. The means across the subjects are plotted in Fig. 5.4. Mean 

scores for source and target utterances are 4.94 and higher. Mean scores for PS  utterances are  
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3.03, 3.01, 3.03, and 3.02 for M1-M2, F1-F2, M3-F3, and F4-M4 conversions. The 

corresponding mean scores for SM utterances were 2.47, 2.15, 2.06, and 2.03. These results 

indicate the suitability of HNM platform as a suitable platform for pitch scaling and spectral 

modification. They also show that spectral modification without appropriate pitch scaling 

degrades the perceived quality. The mean scores for M1-M2, F1-F2, M3-F3, and F4-M4 

conversions using SMPS were 2.72, 2.61, 3.01, and 3.03. The MOS test scores for SMPS 

using MQM are similar to or slightly better than results reported earlier for GMM based voice 

conversion [20], [94], [156]. 

 Subject-wise XAB test scores along with means and standard deviations for labeling 

of the test utterances (source, target, transformed speech) as the target utterances are given in 

Table 5.4 for different speaker pairs. The mean scores are plotted in Fig. 5.5. For unmodified 

speech, there were some errors (up to 17%) in speaker identification in the same-gender tests, 

but there were no such errors in cross-gender tests. The mean scores for correctly identifying 

the target were 90%, 87%, 100%, and 100% for speaker pairs M1-M2, F1-F2, M3-F3, and 

Table 5.3. Exp. IV: MOS test scores for the sets of source (S), target (T), pitch scaled (PS), spectral 

modification (SM), and spectral modification and pitch scaled (SMPS) utterances. 

Speaker Pair 

 

Speech 

 MOS score 

  
Sb1 Sb2 Sb3 Sb4 Sb5 Sb6 

 
Mean SD 

M1M2 

 S  4.88 4.96 4.92 4.96 4.92 5.00  4.94 0.04 

 T  5.00 4.92 4.92 5.00 4.96 5.00  4.97 0.04 

 PS  3.08 2.96 3.08 3.04 3.00 3.00  3.03 0.05 

 SM  2.42 2.46 2.50 2.54 2.42 2.46  2.47 0.04 

 SMPS  2.63 2.71 2.63 2.58 2.83 2.96  2.72 0.13 

F1F2 

 S  4.92 5.00 4.96 4.92 5.00 5.00  4.97 0.04 

 T  4.96 5.00 5.00 5.00 4.96 5.00  4.99 0.02 

 PS  3.04 3.08 2.92 3.08 3.00 2.92  3.01 0.07 

 SM  2.08 2.13 2.17 2.42 2.08 2.00  2.15 0.13 

 SMPS  2.54 2.54 2.83 2.67 2.58 2.50  2.61 0.11 

M3F3 

 S  5.00 4.92 5.00 4.96 5.00 5.00  4.98 0.03 

 T  5.00 4.96 5.00 5.00 4.96 5.00  4.99 0.02 

 PS  3.00 3.00 3.04 3.13 2.92 3.08  3.03 0.07 

 SM  2.08 2.00 2.13 2.04 2.00 2.08  2.06 0.05 

 SMPS  3.17 2.92 3.08 2.92 3.00 3.00  3.01 0.09 

F4M4 

 S  4.92 4.96 5.00 5.00 5.00 4.96  4.97 0.03 

 T  4.96 4.92 5.00 5.00 5.00 4.96  4.97 0.03 

 PS  2.96 3.13 3.00 3.08 2.96 3.00  3.02 0.06 

 SM  2.00 2.17 1.96 1.83 2.04 2.21  2.03 0.13 

 SMPS  3.25 2.42 3.13 3.17 3.13 3.13  3.03 0.28 
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F4-M4, respectively. Inter-subject variability was very low. Scores for identifying the 

modified speech as the target showed that identification of the pitch scaled utterances and the 

spectrally modified utterances as the target speech was less than 14% and 6%, respectively, 

indicating that either of these modifications by itself is not sufficient for the converted speech 

being identified as the target. Identification of transformed utterances obtained by spectral 

modification along with pitch scaling as the target speech was 93% for the same-gender 

conversion and 100% for cross-gender conversion. Thus the results show that the combination 

of spectral modification and pitch scaling resulted in successful voice conversion. 

 

5.7  Discussion 

Estimations of transformation functions for multivariate polynomial models with a degree 

higher than two were found to involve ill-conditioned matrices. Hence investigations were 

carried out for univariate linear model (ULM), multivariate linear model (MLM), and 

multivariate quadratic model (MQM). Multivariate quadratic modeling was also investigated 

by applying the technique by dividing the feature vectors into classes using k-means 

algorithm, with separate transformation function estimated for each class. During conversion, 

the feature vector was first assigned to a class and then converted by using the corresponding 

transformation function. Transformations using 32 and 64 classes are referred to as MQM32 

Fig. 5.4 Exp. IV: MOS test scores for the sets of source (S), target (T), pitch scaled (PS), 

spectral modification (SM), and spectral modification and pitch scaled (SMPS) utterances. 
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and MQM64. Evaluation was carried out for four speaker pairs (male-male, female-female, 

male-female, and female-male), using a set of four experiments. 

 The first experiment showed that removal of redundant feature vectors, using a 

distance threshold, could be used for achieving a more uniform sampling of acoustic spaces 

and improving the estimation of transformation functions. Transformation functions were 

found to stabilize for training data consisting of ten or more sentences. 

 In the second experiment, transformation methods were compared by listening to the 

transformed speech, computation time for estimation of the transformation function, and the 

objective measure of the cepstral Mahalanobis distance of the transformed speech from the 

target speech with reference to the source-target distance. ULM and MLM involved slightly 

less computation time as compared to MQM. Listening of converted speech showed that 

ULM resulted in poor quality speech, while the outputs from MLM and MQM were natural 

sounding. MQM resulted in the highest decrease in the distance for all speaker pairs. MQM64 

and MQM32 took longer computation time as compared to MQM, and they resulted in larger 

decrease in the distance between the target and the transformed speech. But MQM32 and 

MQM64 outputs had distinct audible distortions affecting the intelligibility and naturalness, 

indicating  that  dividing  feature  vectors into  classes adversely  affected  the  transformation. 

 
Table 5.4. Exp. IV: XAB scores for the sets of source (S), target (T), pitch scaled (PS), 

spectral modification (SM), and spectral modification and pitch scaled (SMPS) utterances. 

Speaker pair Speech 

  XAB scores for target labeling (%) 

 
Sb1 Sb2 Sb3 Sb4 Sb5 Sb6 

 
Mean SD 

M1M2 

 S  13 0 0 8 4 17  7 6 

 T  96 83 96 88 83 96  90 6 

 PS  13 17 17 4 13 8  12 4 

 SM  4 8 0 4 8 4  5 3 

 SMPS  96 88 92 96 100 92  94 4 

F1F2 

 S  8 4 0 0 4 13  5 4 

 T  83 88 83 92 83 96  87 5 

 PS  17 8 4 17 13 4  10 5 

 SM  8 13 8 8 0 13  8 4 

 SMPS  92 92 92 92 92 92  92 0 

M3F3 

 S  0 0 0 0 0 0  0 0 

 T  100 100 100 100 100 100  100 0 

 PS  17 8 8 13 13 17  13 3 

 SM  4 8 8 4 8 4  6 2 

 SMPS  100 100 100 100 100 100  100 0 

F4M4 

 S  0 0 0 0 0 0  0 0 

 T  100 100 100 100 100 100  100 0 

 PS  13 17 17 8 13 17  14 3 

 SM  8 8 4 4 8 4  6 2 

 SMPS  100 100 100 100 100 100  100 0 
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A weighted sum of the spectral parameters obtained from transformations for different classes 

and use of other clustering methods may improve the quality. However, it increases the 

number of coefficients to be estimated and therefore will require a larger training data. Thus 

the results show that out of all the investigated models, MQM is the most suited one for 

spectral modification.  A comparison was also made with GMM based transformation (64 

mixture components) using the same training and test data. It was found that output quality 

and decrease in target-transformed distance with GMM and MQM were almost similar, but 

MQM needed a much shorter computation time (less than 1/83) for estimation of the 

transformation function. 

 The results of the third experiment showed that the parallel training data should have 

adequate representation of feature vectors corresponding to different acoustic classes. There 

were relatively large errors during the transformation of the speech segments not represented 

in the training data. The results also indicate that MQM based transformation function can be 

estimated by using a limited training data if it contains speech segments similar to all speech 

segments likely to occur during the testing phase. 

 

Fig. 5.5 Exp. IV: XAB scores for the sets of source (S), target (T), pitch scaled (PS), 

spectral modification (SM), and spectral modification and pitch scaled (SMPS) utterances. 



 

77 

 

 In the fourth experiment, the quality and identity of the MQM based transformed 

speech was assessed using MOS and XAB tests for same-gender and cross-gender voice 

conversion, with the mapping obtained from parallel speech data consisting of twenty 

sentences. The MOS test scores for SMPS were higher than those for SM, but lower than 

those for PS. The quality degradation during voice conversion may be attributed to the 

discontinuities in transformed magnitude spectra and in the phases obtained from them. Pitch 

scaling does not involve spectral modification and hence the scores are consistently better 

than those for spectral modification. The quality of spectrally modified speech improves if the 

pitch is also modified, because it restores a more natural relationship between the pitch and 

vocal tract parameters. It is expected that use of methods for reducing the effect of phase 

discontinuities during pitch-synchronous analysis-synthesis will help in improving the quality 

of speech after voice conversion. Some of the audible distortions may have also resulted due 

to uniform time scaling during voiced segments. The XAB scores showed that combination of 

spectral modification and pitch scaling resulted in transformed speech having almost the same 

identity as the target. Averaged across listeners, the scores for identification of transformed 

speech as the target were 93% for same-gender conversion and 100% for cross-gender 

conversion. 

 It may be concluded that the technique using multivariate quadratic modeling for 

spectral mapping is useful for voice conversion without requiring a large training data or 

grouping into acoustic classes. It needs to be further evaluated for voice conversion involving 

a larger set of speaker pairs and different types of speech material. Its application for voice 

conversion along with other speech analysis-synthesis platforms needs to be investigated. Its 

usefulness in voice conversion applications where the speaker pair speaks more than one 

language may be investigated by training it with parallel data in one language and applying 

for voice conversion in another. 
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Chapter 6 

 

SUMMARY AND CONCLUSIONS 

 

 

6.1 Introduction 

The spectral parameters are considered to be relatively more important than those related to 

rhythm and intonation for conveying speaker identity, [19], [20], [22]-[27]. The research 

objective was to investigate the modification of spectral characteristics for voice conversion 

by modeling the relationship between the acoustic spaces of the source and the target using a 

single transformation function.  

 A novel technique has been proposed based on the hypothesis that a single 

transformation function applicable to all acoustic classes can be derived using multivariate 

polynomial modeling. Each parameter for generating the target speech is modeled as a 

multivariate polynomial function of the parameters of the source speech. The technique has 

been applied for voice conversion using parallel speech data for training. The set of 

transformation functions are obtained from the time aligned source and target feature vectors. 

Voice conversion of the source speech signal is carried out by applying the estimated 

mapping for modification of spectral characteristics along with pitch and time scaling. Pitch 

scaling is used to match the range of the pitch in the source speech to that in the target speech. 

The pitch contour is modified without disturbing the duration of the speech signal. Time 

scaling is used to approximately match the duration of the source speech to that of the target, 

using a scaling factor equal to the ratio of the total duration of voiced frames in the target 

speech to that in the source speech, keeping the pitch contour intact. Evaluation is carried out 

using objective measures and listening tests. 

  

6.2  Summary of the investigations 

A voice conversion system consists of two major building blocks:  (i) a speech analysis-

synthesis platform and (ii) a system for modification of the parameters in the analysis-

synthesis parameters. Harmonic-plus-noise model (HNM) has been used as the analysis-

synthesis platform, as it provides high quality speech output with a reasonable number of 

parameters, and easily permits time and pitch scaling [70], [71]. 
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 An implementation of HNM was developed, using GCI detection for pitch-

synchronous processing, conversion of the spectral parameters to cepstral coefficients, and 

estimation of phase function from the estimated harmonic magnitudes. Investigations were 

carried out to examine the suitability of analysis-synthesis platform for voice conversion. The 

implementation involving only one set of feature vectors for the voiced frames was found to 

be well suited for voice conversion. It was established that the transformation of time-varying 

Fm is not needed and it may be fixed at a value within 48 kHz. An introduced jitter of more 

than 5% in the GCI detection resulted in quality degradation, with a more pronounced effect 

in utterances with longer vowel segments. The accuracy of the GCI detection method used in 

HNM implementation with reference to simultaneously recorded electroglottogram was found 

to be acceptable.  Presence of additive white noise in the input speech did not result in a loss 

in the quality of the synthesized output with respect to that of the input. The output 

synthesized with estimated phase was intelligible but less natural sounding than the output 

synthesized with source phase. As difference in the quality is small and the source phase 

information is lost during modification of the magnitude spectrum, the estimated phase may 

be used for voice conversion. Lastly, it was seen that the implementation can be used for pitch 

and time scaling with a wide range of scaling factors for male and female speech. Thus it is 

suitable for voice conversion across speakers with different pitch ranges and speaking rates. 

 After establishing the HNM based analysis-synthesis platform and implementing the 

proposed voice conversion system using multivariate polynomial modeling for spectral 

modification along with pitch and time scaling, a set of four experiments was carried out for 

its evaluation using informal listening, objective measures, and subjective listening tests. 

Conclusions from these experiments are summarized in the next section.  

 

6.3 Conclusions 

Estimations of transformation functions for multivariate polynomial models with a degree 

higher than two were found to involve ill-conditioned matrices. Hence investigations were 

carried out for univariate linear model (ULM), multivariate linear model (MLM), and 

multivariate quadratic model (MQM). Multivariate quadratic modeling was also investigated 

by applying the technique by dividing the feature vectors into classes using k-means 

algorithm, with separate transformation function estimated for each class. During conversion, 

the feature vector was first assigned to a class and then converted by using the corresponding 

transformation function. Transformations using 32 and 64 classes are referred to as MQM32 

and MQM64. ULM and MLM involved slightly less computation time as compared to MQM. 

Listening of converted speech showed that ULM resulted in poor quality speech, while the 

outputs from MLM and MQM were natural sounding. MQM64 and MQM32 took a bit longer 
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computation time as compared to MQM, and they resulted in a larger decrease in the distance 

between the target and transformed speech. But MQM32 and MQM64 outputs had distinct 

audible distortions affecting the intelligibility and naturalness, indicating that dividing feature 

vectors into classes adversely affected the transformation. Hence it was concluded that in 

comparison to ULM, MLM, MQM32, and MQM64, MQM is much better suited for spectral 

modification. 

 The conclusions from the experiments involving voice conversion for four speaker 

pairs (male-male, female-female, male-female, and female-male) can be summarized as the 

following. 

1) During training for estimation of transformation function, removal of redundant feature 

vectors using a distance threshold could be used for achieving a more uniform sampling of 

acoustic spaces and improving the estimation of transformation functions. Transformation 

functions were found to stabilize for training data consisting of ten or more sentences, i.e. 

with speech data of about a minute. 

2) Voice conversion using MQM and GMM (with 64 mixture components) using the same 

training and test data resulted in almost similar output quality and decrease in target-

transformed distance, but MQM needed a much shorter (1/83) computation time for 

estimation of the transformation function. 

3) The parallel training data should have adequate representation of feature vectors 

corresponding to different acoustic classes. MQM based transformation function can be 

estimated by using a limited training data if it contains speech segments similar to all 

speech segments likely to occur during the testing phase. 

4) Results of subjective evaluation showed that combination of spectral modification and 

pitch scaling resulted in transformed speech having good quality and almost the same 

identity as the target. Averaged across listeners, the scores for identification of 

transformed speech as the target were 93% for same-gender conversion and 100% for 

cross-gender conversion. 

Thus the investigations have shown that the proposed technique of spectral modification can 

be used for voice conversion and it may be particularly suitable for applications involving 

voice conversion with a relatively limited speech data for training.  

 

6.4 Suggestions for future work 

Although the proposed voice conversion technique results in perfectly intelligible speech, it 

results in small audible distortions, particularly in cross-gender conversions, which may be 

attributed to large pitch scaling factors. Some of these distortions may have also resulted due 

to occasional errors in GCI detection, discontinuities in the transformed spectra, and 
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discontinuities in estimated phase. Hence the proposed voice conversion technique needs to 

be investigated by further modification in the HNM analysis-synthesis platform. One of the 

possibilities is to use the pitch-synchronous analysis as used in HNM-3 along with fixed-

frame synthesis with an overlap-add for reducing the effects of discontinuities.  Use of the 

proposed technique with other analysis-synthesis platforms also needs to be investigated. 

Some of the audible distortions may have resulted due to uniform time scaling during voiced 

segments and hence use of non-uniform time scaling methods should be examined. 

 The technique has to be investigated using a larger number of speaker pairs and 

different types of speech material. The effect of differences between the source and target 

speakers with reference to speaking style, jitter, and shimmer needs to be investigated. Its 

application for speaker pairs speaking two or more languages, with the mapping obtained 

from the parallel speech data in one language used for voice conversion in another language, 

may also be investigated. The technique has been applied to voice conversion using parallel 

speech data for training with time-aligned feature vectors. Its application to non-parallel 

speech data by establishing correspondence between feature vector clusters of the source and 

target speech needs to be investigated. 
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Appendix A 

 

RESULTS OF INVESTIGATIONS USING HNM  

 

 

 

 

 

Table A.1. Investigation I: Effect of HNM variants. PESQ-MOS test scores, averaged over 

the utterances in the set, male (M), female (F), and M&F for HNM-1, HNM-2, and HNM-3 

based analysis-synthesis (reference: recorded speech). SD: standard deviation. 

 

Set No. of 

utterances 

HNM-1 HNM-2 HNM-3 

 Mean SD Mean SD Mean SD 

M 9 2.82 0.09 2.90 0.13 2.91 0.13 

F 9 2.96 0.12 3.00 0.13 3.01 0.14 

M&F 18 2.89 0.13 2.95 0.14 2.96 0.14 

 

Table A.2. Investigation II: Effect of maximum voiced frequency on synthesized speech using 

HNM-3 based analysis-synthesis: Mean and SD of PESQ-MOS test scores for synthesized 

utterances using different values of Fm (reference: recorded speech), averaged over male (M), 

female (F), M&F sets of utterances. 

 

Fm 

(kHz) 

 M  F  M&F 

 Mean SD  Mean SD  Mean SD 

1.0  2.15 0.11  1.88 0.17  2.02 0.20 

1.5  2.40 0.15  2.30 0.11  2.35 0.13 

2.0  2.55 0.16  2.58 0.14  2.56 0.15 

2.5  2.71 0.15  2.67 0.17  2.69 0.16 

3.0  2.83 0.11  2.84 0.13  2.84 0.12 

3.5  2.88 0.12  2.99 0.13  2.94 0.14 

4.0  2.90 0.12  3.01 0.12  2.96 0.13 

4.5  2.90 0.13  3.00 0.12  2.95 0.13 

5.0  2.92 0.13  3.00 0.14  2.96 0.14 

5.5  2.90 0.13  3.00 0.14  2.95 0.14 

6.0  2.92 0.13  3.00 0.12  2.96 0.13 

6.5  2.92 0.14  3.01 0.13  2.97 0.14 

7.0  2.90 0.12  3.00 0.13  2.95 0.13 

7.5  2.91 0.13  3.01 0.13  2.96 0.14 

8.0  2.92 0.13  3.02 0.11  2.97 0.13 

Est.  2.91 0.13  3.01 0.14  2.96 0.14 
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Table A.3. Investigation III: Effect of jitter introduced in GCI estimation: PESQ-MOS test 

scores for synthesis using different amount of jitter, averaged over male (M), female (F), 

M&F sets of utterances for HNM-3 based analysis-synthesis (reference: recorded speech).  

= jitter control factor. 

 

 
Jitter 

(%) 

 M  F  M&F 

 Mean SD  Mean SD  Mean SD 

0.00 1.58  2.91 0.13  3.01 0.13  2.96 0.13 

0.01 1.66  2.90 0.12  3.01 0.12  2.95 0.13 

0.02 1.86  2.89 0.11  2.95 0.12  2.92 0.12 

0.03 2.16  2.86 0.11  2.86 0.08  2.86 0.09 

0.04 2.59  2.81 0.09  2.74 0.09  2.78 0.10 

0.05 2.92  2.78 0.10  2.62 0.07  2.70 0.12 

0.06 3.26  2.72 0.11  2.47 0.10  2.60 0.16 

0.07 3.61  2.67 0.09  2.36 0.11  2.52 0.19 

0.08 3.92  2.62 0.10  2.24 0.12  2.43 0.22 

0.09 4.32  2.56 0.10  2.13 0.11  2.34 0.25 

0.10 4.72  2.50 0.11  1.98 0.13  2.24 0.29 

0.11 4.81  2.45 0.13  1.92 0.14  2.18 0.30 

0.12 5.27  2.39 0.13  1.85 0.13  2.12 0.31 

0.13 5.48  2.34 0.11  1.76 0.18  2.05 0.33 

0.14 5.83  2.31 0.10  1.69 0.13  2.00 0.34 

0.15 6.10  2.25 0.15  1.61 0.12  1.93 0.36 

0.16 6.21  2.13 0.17  1.48 0.11  1.81 0.36 

0.17 6.33  2.19 0.15  1.56 0.15  1.88 0.35 

0.18 6.50  2.09 0.16  1.42 0.12  1.75 0.37 

0.19 6.69  2.01 0.19  1.42 0.14  1.71 0.34 

0.20 6.73  2.09 0.15  1.46 0.12  1.77 0.35 

 
 

Table A.4. Investigation IV: Effect of input SNR on HNM-3 based analysis-synthesis: PESQ-

MOS test scores averaged over male (M), female (F), M&F sets of utterances (reference: 

recorded speech). 

 

Input M F M&F 

SNR 

(dB) 

Noisy Synth. Noisy Synth. Noisy Synth. 

Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD 

 4.5 0.00 2.91 0.13 4.5 0.00 3.01 0.14 4.5 0.00 2.96 0.14 

20 2.99 0.17 2.59 0.08 2.88 0.29 2.42 0.03 2.94 0.22 2.51 0.11 

18 2.84 0.14 2.52 0.09 2.72 0.27 2.36 0.05 2.78 0.20 2.44 0.11 

16 2.68 0.13 2.45 0.09 2.57 0.27 2.26 0.06 2.63 0.20 2.36 0.13 

14 2.53 0.13 2.37 0.10 2.43 0.27 2.19 0.08 2.48 0.20 2.28 0.13 

12 2.40 0.12 2.30 0.10 2.29 0.26 2.11 0.10 2.34 0.19 2.20 0.14 

10 2.24 0.11 2.19 0.11 2.16 0.26 2.01 0.14 2.20 0.18 2.10 0.15 

8 2.10 0.10 2.10 0.10 2.03 0.25 1.90 0.13 2.06 0.18 2.00 0.15 

6 1.95 0.11 1.99 0.12 1.91 0.25 1.81 0.18 1.93 0.17 1.90 0.16 

4 1.81 0.11 1.88 0.12 1.79 0.24 1.73 0.17 1.80 0.17 1.81 0.16 

2 1.67 0.12 1.77 0.13 1.71 0.25 1.67 0.17 1.69 0.18 1.72 0.15 

-0 1.54 0.13 1.65 0.14 1.61 0.24 1.58 0.18 1.57 0.18 1.61 0.15 

-2 1.41 0.17 1.55 0.16 1.54 0.26 1.53 0.20 1.47 0.20 1.54 0.16 

-4 1.30 0.17 1.45 0.15 1.46 0.23 1.47 0.17 1.38 0.20 1.46 0.14 

-6 1.17 0.20 1.35 0.20 1.38 0.24 1.39 0.20 1.28 0.23 1.37 0.18 

-8 1.07 0.19 1.26 0.19 1.32 0.22 1.34 0.17 1.19 0.23 1.30 0.17 

-10 0.98 0.22 1.17 0.20 1.24 0.22 1.28 0.18 1.11 0.24 1.23 0.18 
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Table A.5. Investigation V: Effect of phase estimation methods. PESQ-MOS test scores 

averaged over 9 utterances (3 utterances  3 speaker pairs) for male and female speech 

(reference: recorded speech). 

 

Method 
 Male  Female 

 p = 14 p = 18 p = 22  p = 14 p = 18 p = 22 

AS 
Mean 2.90 2.92 2.92  2.99 3.03 3.03 

SD 0.13 0.12 0.13  0.14 0.15 0.13 

MP 
Mean 2.65 2.86 2.86  2.67 2.87 2.87 

SD 0.11 0.10 0.10  0.11 0.10 0.13 

SP 
Mean 2.80 2.90 2.91  2.80 2.98 2.99 

SD 0.10 0.08 0.08  0.10 0.13 0.14 
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Appendix B 

 

GMM BASED SPECTRAL MAPPING  

 

 

B.1  Introduction 

Gaussian mixture model (GMM) can be used to provide a parametric representation of the 

mapping from the source acoustic space to the target acoustic space. It has been reported as an 

efficient system for spectral mapping in voice conversion [20], [56], [94], [224], [233], [234]. 

It is implemented for a comparison with the proposed spectral mapping based on multivariate 

polynomial modeling. The model and its implementation for spectral mapping is described in 

this appendix.  

  

B.2  Gaussian mixture model 

For one-dimensional variable x, Gaussian probability density function (PDF) is defined as 

  
2 21 1

( ) = exp - /
22π

g x x - μ σ
σ

 
 
 

 (B.1) 

where μ  and σ   are mean and standard deviation of x. This function is extended to p-

dimensional variable x as 

 
T -1

1/2/2

1 1
( ) = exp{- ( - ) ( ) ( )}

2(2π)p
g x x μ Σ x -μ

Σ
 (B.2)  

Here mean μ  and covariance matrix Σ  are 1p  and p p  dimensional matrices, 

respectively [52], [53], [235].  

 In GMM, a multimodal PDF is approximated by a weighted linear combination of 

Gaussian functions [56], [234]-[236]. Thus a multidimensional probability density function 

for vector x is approximated by a summation of a finite (say m) number of Gaussian 

components defined as 

 
=1

( | ) = ( )
m

k k
k

p w gx θ x  (B.3) 

where ( | )p x θ

 

is read as probability density for vector x  corresponding to model θ . Each 

Gaussian function is assumed to be representing one of the classes of the multimodal random 
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process. The model θ  represents the collection of parameters of the Gaussian functions and 

can be given as 

 ={ , , | =1: }k k kw k mθ μ Σ  (B.4) 

The mixture weights, kw , satisfy the constraint
=1

=1
m

k
k

w . Probability that a vector x  belongs 

to a class kc  
is calculated using Bayes’ theorem [237] 
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i ii
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x
 (B.5) 

Substituting (B.2) in (B.5) gives 
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 (B.6) 

 The GMM parameters are iteratively estimated using the expectation maximization 

(EM) algorithm, with iterations carried out until convergence [53], [55], [71], [119]. 

Generally, to limit the amount of computation during iteration, an upper limit is set for the 

number of iterations. Accuracy of the approximation of a PDF using GMM depends upon the 

size of data, amount of interaction among different dimensions, number of mixture 

components, initial values of the parameters for iteration, and number of iterations [238]-

[240]. 

 In applying GMM on speech feature vectors, improper initialization may result in 

incorrect parameters, particularly for the speech sounds changing abruptly, such as plosives. 

The mixture weights of some components may approach zero and the variances may become 

very large. Generally, three types of initializations are used: random, phone-dependent, and 

VQ-based. In the first one, the initial estimates are selected randomly. Phone-dependent 

algorithms use hypothesis of the phone class and an incorrect hypothesis may affect the final 

estimates. We have used VQ-based initialization employing k-means algorithm [230] with 

clustering for the initial estimates. From the set of feature vectors, m vectors are randomly 

selected as the initial class centroids. Each vector is assigned to one of the classes based on 

the criterion of the minimum distance from the class centroids. The mean of all vectors in a 

class is taken as the new centroid of the class. With these updated centroids, the process of 

assigning each of the feature vectors to the classes is repeated. The algorithm is assumed to 

have converged when the means stops changing.  The mixture weights are initialized as the 

ratio of the number of feature vectors in a class to the total number of feature vectors. 

 Given a set of N independent feature vectors [x1, x2, x3, …, xN], the log-likelihood for 

the model θ  [119], [241] may be given by  
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The estimation starts with an initialization, as described earlier. Each iteration consists of 

three steps: E-step, M-step, and I-step. In E-step, the conditional probabilities are estimated 

using (B.6) for each class. In M-step, GMM parameters are updated according to the 

conditional probabilities estimated in E-step as the following 
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where superscript j indicates the values of parameters at jth iteration. During I-step, the earlier 

estimates of the parameters are replaced by the updated ones. These steps are repeated until 

log-likelihood  L θ stops increasing. As reported earlier in [241], the convergence in the log-

likelihood was found to take place in about 25 iterations. In our implementation, an upper 

limit for iterations is set as 100. 

  

B.3 Transformation function estimation 

Let the sets of the corresponding feature vectors of the source and target speech signals be X 

= [x1, x2, x3, …, xN] and Y = [y1, y2, y3, …, yN], respectively. Let the GMM model of source 

speech be 

 ={ , , | =1: }x xk xk xkw k mθ μ Σ  

and that of target speech be 

 ={ , , | =1: }y yk yk ykw k mθ μ Σ  

The mapping from the acoustic space of the source to that of the target, is taken as a linear 

transformation function 

 -1

=1

( ) = ( | )[ + ( )]
m

k k k xk xk
k

F p cx x Σ x -μ   (B.11) 

where the vector k  
and the matrix k  may be determined for minimizing the error [20],  
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over the training data. Kain and Macon [94] have shown that a joint GMM can be fitted on 

the set Z = [X
T
 Y

T
]

T
 as 

 ={ , , | =1: }k k kw k mθ μ Σ  

The mean vector and covariance matrix of this model are given as  
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Thus the vector k and the matrix k are obtained from k and k . 

 

B.4 Transformation of source speech 

For estimating the GMM-based transformation function, the speech material and the 

processing steps of segmentation, HNM analysis, spectral parameters conversion to MFCC-

based feature vectors, DTW alignment, and elimination of redundant feature vectors are the 

same as those used for multivariate polynomial modeling, as described in Chapter 4. Two 

transformation functions, each for voiced and unvoiced segments, are estimated separately. 

The scheme for transformation of source speech is also the same as the one used with 

multivariate polynomial modeling. 
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Appendix C 

 

EVALUATION METHODS 

 

 

C.1  Introduction 

The methods used for the evaluation of output speech can be broadly classified as subjective 

and objective. Subjective methods involve listening tests using human subjects. They provide 

a real assessment of the quality, but are expensive and time consuming. The objective 

methods are based on computation. They ensure uniformity in the evaluation, but may not 

indicate the real quality  [242]-[249]. Most of the methods were devised for evaluating speech 

communication systems, but they are also used for the evaluation of the voice conversion 

systems. 

 

C.2  Subjective evaluation 

The results of the subjective evaluation may get affected by the test conditions, and hence 

these have to be standardized and consistently followed. The subjects should be adequately 

familiarized with the reference quality before the test. The subjective tests may be grouped in 

three categories: intelligibility, quality, and identity.  

 

Intelligibility tests 

It measures the percentage of correctly received stimuli as recognition scores. Use of 

nonsense monosyllables as the stimuli gives the articulation score and use of meaningful 

words as the stimuli gives word intelligibility score. Different kinds of word lists have been 

constructed, considering phonetic balance (PB), word length, stress position, word 

importance, etc. Examples of word lists are the rhymed syllable list, two-syllable Spondee 

word list, and monosyllable PB word list [250]-[252]. 

 

Quality tests 

Quality of the phrases is generally evaluated by mean opinion score (MOS), degradation 

category rating (DCR), and preference tests. In MOS test or absolute category test, the subject 

rates the quality of the speech stimuli on 1-5 scale (1: bad, 2: poor, 3: fair, 4: good, 5: 
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excellent). The stimuli are presented in a randomized order, with three to five presentations of 

each stimulus. The average score calculated across stimuli and subjects is known as the mean 

opinion score (MOS) [148], [253], [254]. In one variant of this test, the scale used is 0-4 

instead of 1-5 (0: bad, 1: poor, 2: fair, 3: good, 4: excellent) [255], [256]. The test gives an 

assessment based on all the parameters affecting the quality. It is easy to conduct and does not 

need trained listeners, but its sensitivity for high quality speech is low. 

 In DCR or DMOS test, the quality is rated with respect to a reference phrase [257]. 

The stimuli in the form of phrases are presented in a randomized order as pairs (A-B) or 

repeated pairs (A-B-A-B) where A is a the reference stimulus and B is the test stimulus. The 

reference serves as an anchor for the subject’s judgments. The subject rates the quality of the 

test stimulus on a 1-5 scale (1: degradation is very annoying, 2: degradation is annoying, 3: 

degradation is slightly annoying, 4: degradation is audible but not annoying, 5: degradation is 

inaudible). A few null pairs (A-A-A-A) can also be included in the test sequences to assess 

the quality of anchoring of the listeners' judgments [126]. As the test uses an annoyance scale 

and a high quality reference before each judgment, it is considered as suitable for evaluating 

good quality speech [258]. 

 In preference test, also known as the paired comparison test or the AB test, pairs of 

stimuli in the form of phrases (A and B) are presented to the subject. The subject responds 

after each presentation by choosing the better signal. The percentage of presentations in 

which the test signal is the preferred signal is the preference score. The main advantage of the 

test is that it involves a binary judgment and hence it gives precise results. However, it is 

difficult to judge between a pair of speech signals with different types of degradation. 

 

Identity tests 

Opinion test and XAB test are conducted for quantifying the identity of the speaker. In 

opinion test, the subject rates the similarity of each pair of speakers on a 0-9 scale (0: 

identical and 9: very different) [37] or 1-5 scale (1: similar, 2: a little similar, 3: no-judgment, 

4: a little dissimilar, 5: dissimilar) [20], [57], [91], [140], [148]. In a variant of this test, the 

subject has to decide if the voices come from different speakers on 0-4 scale (0: bad, 4: 

excellent) [255], [256]. In XAB test, for evaluating voice conversion, a set of triads of phrases 

are presented to the listeners. Stimulus X may be the source, target, or the modified speech 

stimulus. Stimuli A and B are either from the target or the source speaker. Speakers A and B 

use the same sentence which, in general, may be different from the sentence uttered by X. The 

subject selects either A or B as being more similar to X [20], [57], [259].  
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C.3  Objective evaluation 

The objective methods for quality evaluation estimate the difference between the test and the 

reference speech signals using computational methods. As the difference is affected by the 

degree of time-alignment of the corresponding frames in the test and the reference signals, the 

two signals should be accurately aligned. 

 

Spectral distance 

It has been used with many variants, such as magnitude spectral distance, log spectral 

distance, or distance between feature vectors (e.g. MFCCs, log area ratios) [34], [116], [260]-

[263]. Frame-wise distance between the test spectrum tS  and reference spectrum rS  is given 

as  
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Frame-wise distance measures may be combined to obtain average RMS spectral distance. 

For example in [18], RMS magnitude spectral distance is estimated using N frames
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In perceptually weighted distance (PWD), the spectra are normalized for equalizing areas 

under log spectra and the distance measure is calculated as 
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where rS and tS are the normalized power spectra of the reference and test signals, 

respectively and  W k is a weighting function for perceived loudness of different spectral 

components. It has been reported that the measure produces results consistent with published 

subjective perceptual results on formant frequency difference limens [116]. 

 For log spectral distance (LSD), the distance over a frame is calculated as 
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An average RMS log spectral distance [254], [138] over frames of an utterance is given by  
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A multiplication by 20 can be used to express the distance in dB. The results of this measure 

are not as consistent as that of the PWD based measure [116]. The average LSD based 
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measure between two identical utterances spoken by the same speaker can vary by 5−10 dB, 

while the distance between two different speakers would normally be 13−20 dB [36]. 

 The log area ratios (LAR) measure estimates the absolute deviation in the log area 

ratios which are uniquely related to the reflection coefficients obtained from LPC analysis, 

and possess flat or uniform spectral sensitivity [264]. Let  tg n and  rg n be the log area 

ratios of the target t and reference speaker r for the section n of the vocal tract, the distance 

between them is defined as 
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 An objective measure based on cepstrum coefficients [126], [265], [266] has been 

defined as 
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In this measure, the cepstral distance is limited in the range [0, 10] to minimize the number of 

outliers. Some of the other methods for defining cepstral distances [2], [20], [113], [142], are 

as the following 
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By defining a cepstral distance vector  (1) (2) (3) ( )i i i i id d d d pd for frame i 

with ( ) ( ) ( )i t rd n c n c n  , the cepstral Mahalanobis distance is given as [267]-[271] 
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(C.10) 

where  the covariance matrix calculated over all the frames. The distances over the frames 

can be used to obtain an average distance 

   T 1

1

1
,

N

i i
i

D t r
N





  d Σ d  (C.11) 

Mahalanobis distance has been reported to be an efficient measure for multidimensional 

pattern comparisons [268]-[270], [272], and has been often used for distance in parametric 

space in speech research [271], [273]. 

 In [274], the distance values were averaged across frames for getting a single speech 

quality score using an energy dependent weighting function. This weighting function was 

estimated by assuming that the frame errors in low energy regions have a smaller influence on 

quality than those in high energy regions. With  W i  as the weighting function denoting the 
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speech signal frame energy per sample in dB computed over 2 ms, the distance was computed 

as rth mean over N frames by using 
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As the perceived quality may be influenced by the presence of even a small number of frames 

with large errors such as those that are perceived as pops or glitches, a simple arithmetic 

average computed for r=1 may not correctly give the quality measure. Use of a larger value of 

r emphasizes the effect of frames having large errors. A composite score was also calculated 

by combining the simple arithmetic mean (  ,aD t r ) and average of the top 10% of the frame 

errors (  ,bD t r  ) estimated from (C.12) with r=1.  

      1, , , a bD t r D t r k e D t r
 (C.13) 

where 1k  is a constant, and   is the skewness factor estimated from statistics of the frame 

distances [274] 
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 Three distance measures, namely PWD, LSD, and LAR have been compared in 

[274]. The results of LAR using (C.12) and PWD using (C.2) were found to be inferior to 

those of LSD using (C.4) and LAR using (C.6). The composite score calculated using (C.13) 

was reported to be a superior method of combining frame errors. 

 As the absolute distance between target and the transformed source does not indicate 

the perceptual distance of the transformed speech to the actual target speech, the relative 

distance may be estimated for evaluating the performance of the speaker transformation 

system [61] using 
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where t, t′, and s denote the speech signals of the target, transformed source, and source 

speakers, respectively. In order to have a normalized error across different speaker 

combinations, Kain and Macon [24] defined a performance index (PI) as 
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Log likelihood ratio 

Log likelihood ratio (LLR) or objective XAB uses a speaker recognition system to measure 

the closeness of a given speech to a given speaker. If the system is trained for two speakers 

‘A’ and ‘B’, the system results in negative value when the input speech is closer to that of 

speaker ‘A’ and a positive value if it is closer to that of speaker ‘B’ [35], [50], [275]. For a 

given input utterance X, the LLR of the speaker ‘B’ to the speaker ‘A’ is defined as 
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where B  and A  are the speaker models for ‘A’ and ‘B’, respectively. Speaker models may 

be built using several techniques. In GMM-UBM technique [235], [254] a universal 

background model (UBM) is estimated from the training involving hundreds of speakers and 

then speaker-specific models B  and A  are built using maximum a posteriori (MAP) 

adaptation. For performing an objective XAB test, the given stimulus X is evaluated against 

the trained UBM, and the top scoring mixture components are found. The degree of similarity 

between the input X and the predefined models of the speaker ‘A’ and ‘B’ is computed only 

for the top scoring mixture components. Finally, the log-likelihood ratio is computed as 
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The statistics of the scores for a large number of utterances X allows improving the 

robustness of the performance estimation by calculating 
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where A , B , and X are the mean values of the distributions for the scores of the speaker 

‘A’, speaker ‘B’, and the input utterances referred as X, respectively.  

 

PESQ 

Perceptual evaluation of speech quality (PESQ) is a procedure for objective evaluation of 

speech quality using auditory mechanism of the brain and has been found to perform better 

than the other objective measures [247], [248]. It is a narrow-band speech quality assessment 

and it gives accurate predictions of subjective quality in a very wide range of conditions, 

including those with background noise, analogue filtering, and variable delay. It has been 

incorporated as the ITU-T P.862 Recommendation [231]. For estimating the PESQ score, 

both test and reference signals are adjusted to a standard listening level. The signals are time 

aligned assuming the delay introduced by the transmission system as piecewise constant. 

Frame-by-frame delays are estimated using envelope and fine correlation histogram-based 
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delay identification. The perceived loudness in each time-frequency cell is estimated from the 

Bark spectrum. The frame-by-frame distance between the two input signals is estimated by 

disturbance processing and cognitive modeling. The distance is multiplied by a weight 

inversely proportional to the instantaneous energy of the reference signal, raised to the power 

0.04, for giving slightly greater emphasis on weak sections. It is multiplied by another weight 

which accounts for the effect of short-term memory in listening. Generally, the signals of 5−8 

s duration are used in the PESQ evaluation. For signals longer than 16 s, the weightage to the 

frame disturbance is reduced linearly from 1.0 at 16 s to 0.5 at 60 s. Finally, a non-linear 

averaging representing cognitive modeling is used to generate the score indicating subjective 

mean opinion score. Maximum value of the score, for a signal being compared with itself, is 

4.5. Ma et al. [276] reported the effect of white noise on the PESQ-MOS on speech signals 

from a male and a female speaker (duration: 8 s, sampling: 8 kHz). As shown in Fig. C.1, the 

score decreased sharply from 4.5 to 2.56, and 4.5 to 2.28, for male and female speech 

respectively, indicating that the measure is very sensitive to low levels of additive noise. 

Decrease in the score for SNR value lower than 15 dB is gradual. 

 

C.4 Summary 

Several communally used subjective and objective evaluation methods have been briefly 

described. Informal listening tests showed that voice conversion resulted in perfectly 

intelligible speech, leading to the conclusion that test for intelligibility are not needed. 

Therefore listening tests for the evaluation of voice conversion were carried out for two 

measures: MOS for the quality of the converted speech and XAB for the identity of the 

converted speech. Objective measures PESQ-MOS and cepstral-based Mahalanobis distance 

were used in the intermediate stages of investigations. 

 

Fig. C.1 Effect of white noise on the PESQ-MOS on male (M) and female (F) speech signal, 

adapted from Fig. 2 in [276]. 
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Appendix D 

 

INSTRUCTIONS FOR XAB-MOS TEST  

 

 

The listening tests are being conducted for research related to voice conversion. The test 

involves presentations of sets of three speech sentences marked as X, A, and B and your 

responses to the presentations. In each set, the three speech sounds correspond to the same 

sentence but may be from different speakers. The first task is to match the voice of X as being 

close to that of A or B. The second task is to assess the quality of X on 1-5 scale: 1- bad, 2 - 

poor, 3 - fair, 4 - good, 5 - excellent). For response, quality of A and B may be considered as 

excellent. 

 The test will be conducted using a computer for presenting the test sounds as well as 

for noting your responses. You will have a trial test to become familiar with the sounds and 

the method. Be relaxed and attentive throughout the test. 

1. The speech will be presented through a speaker connected to the computer and the level 

of the sounds will be adjusted to the most comfortable level for you. You will be giving 

your responses by clicking the mouse on the buttons displayed on the screen. 

2. The screen will have the following buttons 

a) Play X, Play A, and Play B: Press these buttons to listen to speech sounds X, A, and 

B. After carefully listening to the sounds, you have to match the speaker identity of 

speech X either to that of A or B. You can listen to each of the three sounds more 

than once. Give your response by clicking on “Identity” button for the speaker 

identity and on “Quality” for the quality of the speech presented as X.  

b) Identity: When you press this button, a vertical list will appear with two options 

labeled as A and B. If the speaker identity of the speech X is closer to that of A, then 

click on option A otherwise click on option B. 

c) Quality: When you press this button, a vertical list will appear with five options 

corresponding to the quality of the speech on 1-5 scale (1: bad, 2: poor, 3: fair, 4: 

good, 5: excellent). Click on the option corresponding to the quality of speech X.  

d) Next: After giving your responses for identity and quality, press this button for the 

presentation of the next set of sounds.  
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3. The test will be continued until all the sets of sounds have been presented and your 

responses noted. At the end of the test, “Test is over” will be displayed on the screen. 
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