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Abstract

Localized small delay defects (SDDs), for example degraded transistor drive strength caused by under-

grown fin(s), are a growing concern in current FinFET and emerging gate all around (GAA) technologies.

These SDDs may appear either during manufacturing process steps, such as ion implantation, etching,

photo-lithography etc., or due to aging effects over the period in MOS transistors and interconnects

under certain workload. This thesis addresses the shortcomings of conventional approaches to target

SDDs, and is broadly divided into two parts. First part of the thesis discusses a new test methodology

to cover SDDs more efficiently to reduce pattern volume and automatic test pattern generation (ATPG)

runtime as compared to traditional techniques. We also modifies the definition of conventional SDD

metric to improve confidence in covering small timing defects. In order to uncover distributed timing

defects in a circuit, it is utmost important to identify a set of performance limiting paths whose timing

delay closely matches silicon behavior. Second part of the thesis introduces a new approach of identifying

a set of long paths that may limit the circuit performance under spatial or temporal statistical variations.

Gross-delay defects which are typically targeted by transition delay fault (TDF) based ATPG is

ineffective in targeting small timing defects. This is due to the fact that it excites and propagates the

fault effect through easy to control short or intermediate structural path instead of choosing longest

timing path of a circuit. On the contrary, timing-aware (TA) ATPG uses circuit level timing information

to sensitize longest testable path. Typically due to this reason, it is fairly effective in targeting small

distributed delay defects. However, TA-ATPG is expensive in pattern volume and runtime. As the

requirement of sensitizing longest timing path for each fault puts constraints on ATPG during reduced

pattern set generation. The behavior of sensitizing longest path for each fault prunes the ATPG efficiency

of covering many faults through a single pattern using fault simulation and implication approaches.

Path delay fault (PDF) based ATPG can target distributed small delay defects, assuming a set of

timing critical paths is well defined. The practical issues with PDF-based ATPG are low path coverage

and test application time which grows exponentially with increase in circuit size. In order to address

the demerits of conventional SDD detection approaches, we propose a new test methodology. Our

approach exploits path delay test generation to develop better TDF test, which efficiently generates

ATPG patterns to cover SDDs more effectively. For a suite of benchmark circuits, our test methodology

ix
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resulted in approximately 12% reduction in pattern volume, 35% reduction in ATPG runtime and a

5% improvement in delay test coverage (DTC) as compared to the commercially available TA-ATPG

approach.

The extra small delays caused by distributed defects would be absorbed on those paths which have

higher slack margin and would never result in erroneous circuit response. In order to target SDDs, it

is utmost important to identify long paths of a specified circuit. Usually, static timing analysis (STA)

is used to identify such paths in a circuit at specified worst-case corner(s). The principal reason of

using STA for design sign-off is that, it is substantially faster in estimating path delays as compared

to dynamic timing simulations. However, it adds pessimism during delay calculations which typically

results in additional number of paths to be categorized under performance-limiting paths. More number

of critical paths overburden the timing-aware ATPG which generally results in increased pattern volume

and ATPG runtime. Dynamic or SPICE level simulations can reduce the extra pessimism added by

STA, however, they are much slower, non-exhaustive and input pattern dependent.

This thesis addresses the issues in identifying real timing critical paths that are the potential can-

didates for SDD testing. We discuss a new timing estimation algorithm that is reasonably accurate and

substantially faster than commercially available SPICE level simulators. By using this new approach,

we have showed that an approximately 50% of the unwanted additional paths added by pessimistic STA

can be removed. Furthermore, nearly 94% accuracy in worst-case path delay estimation is achieved and

compared with dynamic timing simulation results obtained from various benchmark circuits such as

ITC’99, IWLS’2005 and ISCAS’89. We also validated the algorithmic complexity and its performance

on various benchmark circuits. It is found that our approach is approx. 10-15 times faster than SPICE

level simulations in identifying critical paths under worst condition.
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Chapter 1

Introduction

Today’s IC design involves dealing with complex VLSI systems and increasingly large

number of design constraints. Modern technology demands techniques for efficiently de-

signing high-performance low-power integrated circuits while requirements for shorter

time-to-market push down the design time. Apart from design cycle time reduction,

these circuits demand technology scaling from planar to 3D FinFETs structure to im-

prove transistor propagation delay and associated static/dynamic power. Technology

scaling beyond 28nm node comes with a penalty of more number of localized small

delay defects (SDDs) which typically originates from spatial and temporal statistical

variations in the circuit. SDDs are growing concern in current FinFET and emerging

gate all around (GAA) technologies [4, 5]. Hence, the testing of circuit with millions of

design components relies on effective and efficient test techniques for reliably screening

the timing defects.

Deep-submicron integrated circuit manufacturing technology nodes are suffering from

inherent within-die (intra-die), die-to-die (inter-die), wafer-to-wafer and lot-to-lot pa-

rameter fluctuations for both gates and interconnects [3, 5–10]. The changes in physical

parameters usually impact the circuit performance and may result in permanent as well

as temporary faulty response. The complementary metal-oxide semiconductor (CMOS)

circuit reliability issues can be broadly categorized into two dimensions: space and time.

The spatial unreliability can be defined as unintended changes in physical parameters

1
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of the circuit when it is fabricated on different or the same wafer at distance apart.

Whereas temporal unreliability is defined as unintended changes in physical parameters

of the circuit over a period of time under certain environmental conditions and specified

workload. Before we discuss the importance of testing for integrated circuits, electronic

components and electronic systems, let us take a look at various dominant spatial and

temporal statistical variations and how easily they can be detected.

Figure 1.1: Categorization of reliability issues in CMOS circuits

1.1 Spatial CMOS Unreliability

The spatial reliability issues can be observed just after the chip production and can

be classified into random and systematic variations as shown in Fig. 1.1. Systematic

variations are usually layout dependent such as design rules for manufacturability, e.g.

interconnect minimum width spacing (pitch) at different metal layers, polysilicon thick-

ness (width) etc. Integrated circuit fabricated in nanometer technology nodes usually

suffer from subtle additional delays due to process variations on both gates and inter-

connects [6, 9, 11]. The interconnect parameter fluctuations dominate the systematic

process variations and usually have a smaller impact on circuit delays as compared to

delay variations on transistors [11]. However, recent study shows that the interconnect

delays are becoming dominant on sub-28nm CMOS technology nodes and assume to be

more critical for future fabrication nodes [5]. Interconnect resistance changes either due
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to structural and morphological effects [10] or during multi-step chemical mechanical

planarization (CMP) [7, 8] process which typically results in dishing and erosion [8]. In

order to improve the chip manufacturability and overcome metal thickness variations,

dummy metal fills are used to fill vacant space on the specified metal layer. The dummy

fill insertion alone can change the total interconnect capacitance by more than 10% [7, 8].

The variations in implanted dopant concentration, which forms the conducting chan-

nel in NMOS or PMOS transistors, is typically known as random dopant fluctuations

(RDF). As the transistor size is getting reduced, a minimal dopant concentration is re-

quired [12–14] to build conducting channel in the transistors. Thus, even if fewer number

of impurity atoms get added or deleted in the channel, it usually results in more than

expected threshold voltage variations. In [15], it is shown that an approximately 60%

of the total random variations in transistors, built on 45nm and 65nm planar CMOS

technology nodes, are dominated by RDF. On planar CMOS technology nodes, RDF

is assumed to be the major contributor of device mismatch when the transistors are

fabricated on the same wafer. The standard deviation on threshold voltage is typically

represented by [14],

σ(VTH) ∝ tox
εox

4
√
N√

WeffLeff

(1.1)

where tox and εox are the effective thickness and permittivity of the oxide respectively.

N is the number of impurity/dopant atoms in the channel while Weff and Leff are

the effective channel width and length of the transistor. It can be seen in Eqn. 1.1

that the absolute values of N and tox/εox would reduce with transistor miniaturization.

However, the reduction in VTH deviation is offset by reduction in the multiplication

factor of Weff and Leff in planar CMOS technology nodes. With the introduction of

three dimensional (3-D) FinFET structure, it is found that VTH can be adjusted by

tuning the retrograde body doping depth [13]. In nanometer technology nodes, RDF

continues to be the dominant contributor of overall random variations in the planar

CMOS and 3-D FinFET structures [16].

Line edge and line width roughness (LER and LWR) originate from photo-lithographic
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techniques while transferring the gate patterns on silicon using sub-wavelength lithog-

raphy. The effects of LER and LWR are getting dominant as the transistor gate length

and width [17] continue to shrink with technology scaling. The percentage variations

in line edge and width of polygate result in increased sub-threshold current conduction,

threshold voltage variations and short-channel effects [18, 19]. LER and LWR are ex-

pected to be more dominant in 3-D FinFET CMOS technologies and also expected to

overcome the dominance of RDF in random variations [16]. However, we will not discuss

the details of device level effects of LER and LWR on transistors. Our main focus is to

translate the random variations in device parameters into percentage change in VTH of

transistors. This would certainly help us in identifying performance-limiting paths of a

circuit which is discussed further in chapter 5.

1.2 Temporal CMOS unreliability

Aging is a phenomenon of gradual circuit degradation when it is operating under certain

workload at specified environmental condition over the time. Unfortunately, the catas-

trophic failures or change in circuit performance due to aging (temporal effects) can not

be observed just after the chip production. The devices which fail early in life or during

stable operating life follow a failure curve that is typically known as the bathtub curve

[20]. The failure curve helps in predicting the life cycle of such devices by broadly cat-

egorizing it into three periods: early, stable, and wear-out. The bathtub curve can also

be broken down as per user’s criteria. It defines the allowed failure rate of acceptable

product by defining the allowed failure rate over a defined period of life. Typically, one

requirement is for the failure rate during Early Life Failure Rate (ELFR) period [21],

and the other requirement is for the failure rate over the longer period of life known as

High Temperature Operating Life (HTOL) period [22].

Before we review the other aspects of integrated-circuit aging mechanism and its

modeling, it is necessary to discuss the most important reliability issues, such as Bias

Temperature Instability (BTI) and Hot Carrier Injection (HCI), observed in sub-32nm
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CMOS technology nodes. NBTI (negative BTI) and PBTI (positive BTI) are the key

reliability issues in PMOS-FETs and NMOS-FETs when negative-bias voltage is applied

across MOS gate. HCI is an issue in NMOS-FETs when gate voltage is comparable to

drain voltage [16, 23, 24] at elevated temperature. As holes are heavier than electron,

they do not participate in hot carrier injection rather than tunnel into oxide defects and

contribute in generation of oxide-silicon interface states. Nevertheless, NBTI and HCI

remain a major reliability concerns for PMOS-FETs and NMOS-FETs respectively. The

reliability concerns continue to exist as DC supply voltage scaling is much slower than

the transistor size scaling for sub-32nm technology nodes [16]. A geometrical unification

of the theories of NBTI and HCI are well studied and elaborated for planar MOSFETs

and multi-gate field-effect transistors, e.g., MuFETs and FinFETs [25, 26] which will be

discuss in chapter 5.

To guarantee the correct device operation over a defined period, usually burn-in

stress tests are used to age the circuits in shortest duration of time without waiting

for years to see final aging effects. Burn-In (BI) stress test is used in manufacturing

flow to screen out weak units associated with process anomalies, assembly imperfections,

gate oxide sensitivities, etc. If the BI tests are not performed on the devices shipped

to customer then typically there is a high chance of chip failure in customer application

boards. Device return from customer contributes to increased defective parts per million

(DPPM). The objective of BI test is to toggle as many on-chip elements as possible and is

typically needed for device qualification to begin full production. Depending on process

maturity and required product quality, production BI time is defined per individual

device conditions. For product qualification, there are two types of BI effects to be

monitored:

1. Early life failure rate (ELFR) is exercised for validation of suggested manufactur-

ing BI time and Weibull analysis [27](Weibull analysis is a tool that can be used

to classify failures and to model failure behavior) is performed to estimate ELFR

rate.

2. High temperature operating life (HTOL) is used in engineering mode to assess
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long-term reliability of the product and its often called Life Test.

Both stresses are performed in the BI Oven, where a statistical valid sample size of units

are loaded into BIB (burn in board) and stimulated by special pattern driven from the

board driver. BI device conditions could differ from product to product and technology

node to technology node.

Identifying a set of long paths, that potentially can fail or degrade the circuit per-

formance during HTOL period, in stipulated design cycle time is a real challenge for

system-on-chip (SoC) designers. The temporal reliability issues in CMOS circuit have

attracted many researchers and engineers to develop more accurate models of BTI and

HCI to predict failure rate of various circuits under different workloads and environmen-

tal conditions. Most of the previous work [23, 25, 28, 29] either aims at developing an

accurate model to fix key reliability issues in terms of threshold voltage shift (or change

in substrate current) or discusses the impact of aging on circuit level designs.

1.3 Importance of Testing

After discussing the causes of statistical spatial and temporal variations, let us find out

the requirements of CMOS circuit testing. In early 70’s, none of the circuit designers

were worried in generating hierarchical test patterns to target manufacturing defects of a

circuit. At that time, the circuits typically consist of few hundreds to thousands of tran-

sistors on the die. The small circuits are guaranteed to work based on functional patterns

and it is potentially possible because the number of primary inputs are relatively small

which can be covered exhaustively. The Moore’s law has changed the paradigm of

circuit testing after the integrated circuit (IC) manufacturers started putting double the

transistors on same silicon area every 18 months and it is still going on below 14nm tech-

nology node. The whole process resulted in adding more than several million flip-flops

on the same die that is currently reported for state-of-the-art multicore communication

processor built by NXP TM [30].

More number of transistors on a die enables more deteriorating interactions that
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may result in faulty response due to power supply noise, cross-talk, single event upset,

electromagnetic interaction etc. Apart from this, we already discussed the fluctuations

in circuit parameters when the circuit is fabricated on the same wafer or on different

wafer. The state-of-the-art ASIC/SoC usually consists of 200-600 inputs or outputs or

bi-directional pads (primary input/output) and thus, it is impossible to test the circuit

at-speed by conventional functional patterns using primary inputs. In order to cover all

such potential issues that may result in circuit malfunction due to manufacturing defects,

we must have a ad-hoc or hierarchal testing approach to ensure good devices are shipped

to the end users. In the absence of such testing methodologies, no one can guarantee

the operating life of the fabricated circuits over the time at user’s end. Currently all

commercial chip design houses sell their chip with desired defect coverage which usually

shows the confidence of covering different class of faults (such as stuck-at or transition).

This is very important in those application areas where embedded circuits are deployed to

save human lives from accidental threats. Today, testing is being carried out at different

levels to ensure the reliability of complete system. It starts from intellectual property

(IP) design verification, IC level testing using automatic test equipment (ATE), printed

circuit board (PCB) testing using joint-test action group (JTAG) standards, and system

level testing etc. This thesis covers standalone IC testing approach using structural test

patterns applied through ATE based drivers. The present work can be extended easily

to target those delay defects which are yet not modeled in 3D FinFET structures.

1.3.1 Ad-Hoc and Structured Test Approach

Testability is a design attribute that measures how easy it is to create a program to

comprehensively test a manufactured circuit. Traditionally, design and test processes

are kept separate, with test considered only at the end of the design cycle. However in

contemporary design flows, test merges with design much earlier in the process, creating

what is called a design-for-test (DFT) process flow. Testable circuitry must have con-

trollable and observable intermediate nodes either by replacing a normal flip-flop with a

scanable flip-flop (discussed later in this section) or inserting test points in combinational
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logic part of the circuit. In a testable design, specific values are applied on the primary

inputs which results in some values on the primary outputs and based on the circuit

behavior, it is decided whether or not the internal circuitry worked properly. To ensure

maximum testability, designer must employ special DFT techniques at specific stages in

the development process of integrated circuits. At the highest level, there are two main

approaches to DFT: ad hoc and structured. Ad hoc DFT implies using good design

practices to enhance a design’s testability without making major changes to the design

style. Some ad hoc techniques include:

• Minimizing redundant logic

• Minimizing asynchronous logic

• Isolating clocks from the logic

• Adding internal control and observation points

Using these practices throughout the design process improve the overall testability of a

design. However, in practice, employing ad-hoc techniques during design-phase of com-

plex SoC is cumbersome. Therefore, to avoid additional complexity, structured DFT

techniques are used early in the design cycle. Structured DFT techniques can enhance

the testability much higher than comparable ad-hoc techniques as it did not require any

specialized circuit designer or experienced test engineer to improve testability. If the

prerequisites of the structured test approach are followed during initial circuit synthesis

then the pattern generation and test pattern conversion to ATE format are reasonably

fast using commercially available automatic test pattern generation (ATPG) tools. For-

tunately, structured DFT techniques are fully supported by various commercial tools.

Structured DFT provides a more systematic and automatic approach to enhance

design testability with some additional changes in the circuit that never influence the

functional logical operations. The main objective of structured DFT approach is to

increase the controllability and observability of the intermediate nodes in a circuit such

that it does not impact the functional behavior. The most common is the scan design
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technique, which modifies the internal sequential circuitry of the design as shown in Fig.

1.2.

Figure 1.2: Normal and scanable D flip-flop

A normal D flip-flop usually consists of two inputs, D as data input and CLK as clock

input, and an output Q. Assuming the flip-flop shown is positive edge triggered which

captures the D input on each positive edge of clock CLK while it continues to restore the

previous value of data D for negative clock edges as shown in the truth-table. In order to

make D flip-flop 100% controllable and observable, a multiplexer is being added on data

input of flip-flop whose control is SE (scan enable) and SDI as scan data input. If the SE

is at logic 0 then flip-flop would work as usual sequential element, however, if SE is kept

at logic 1 then SDI would be captured into the sequential element at each positive edge

of clock CLK. The scanable flip-flip is the most adopted technique for chip testability

by SoC/ASIC designers and DFT engineers as it is completely supported by the highly

optimized tools at each design phase. There are multiple structured test approaches are

available such as,

• Scan design [31] technique which ideally requires all sequential elements (except

sequential elements inside embedded memories) to be 100% controllable and ob-

servable. This helps in achieving maximum test coverage using ATPG tools.
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• Built-in Self-Test (BIST) [32], which requires inserting testing hardware within the

device itself. This broadly categorized into two mainstream techniques: Memory

BIST to test embedded memories using March algorithm [33] and Logic BIST [34]

to test logic except memories.

• Boundary scan [35], which increases board level testability by adding circuitry to

the IO pads of a chip. Essentially, boundary scan register (BSR) cells are added

between external chip pad and core logic with an objective to control and observe

the data going into or out of the chip during functional mode of operation. The

BSR cells are stitched into a single chain which can be accessed through system

JTAG controller [36]. It can also be optionally used to control or observe the data

of internal functional registers during device normal mode of operation.

This thesis discusses a new test methodology viable for scan design only and does not add

any extra hardware or logic while generating defect oriented test pattern for a specified

circuit.

1.3.2 Understanding Scan

Scan is a design methodology that intend to replace all sequential elements (excluding

embedded memories) in the design with their scannable equivalents, as discussed in Fig.

1.2, to increase intermediate node observability and controllability. In order to make

use of scanable cells in effective and efficient manner, flip-flops are stitched (connected)

into a single or multiple scan chains based on the design requirements. Fig. 1.3 shows a

circuit which consists of 20 D flip-flops and various combinational logics to achieve certain

functionality. In order to test the above circuit for manufacturing defects then it would

require 2(6+4) functional vectors, where 6 refers to the number of primary inputs and 4 to

the sequential depth. If we replace all sequential elements with corresponding scanable

versions then it would certainly help in increasing the intermediate node coverage. This

can be achieved as shown in Fig. 1.4.

Now we have four scan-data input (SDI[0:3]) and scan-data output (SDO[0:3]) with
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Figure 1.3: Normal representation of the circuit

a dedicated scan control SE broad-casted to each D flip-flop. Scan operation are divided

into two modes. First is Shift Mode, in which the external driver shifts-in pre-identified

values into multiple scan chains via scan data inputs SDIs of the circuit. Second is Cap-

ture Mode, in which flip-flop captures the functional data launched from an another set

of flip-flops. In scan mode, scan chains behave as serial-in, serial-out shift registers dur-

ing scan data load/unload (shift mode) while it work as parallel-in, parallel-out registers

during capture mode. The idea is to control and observe the values of design’s sequential

elements such that test generation and fault simulation tasks can be simplified. This

would certainly help in leveraging the combinational ATPG to cover maximum interme-

diate nodes for defect coverage. A higher coverage can only be achieved if the data input

and out of sequential elements are controlled through external driver.

1.4 Delay Fault Models

To begin with, it is fairly important to understand the various nomenclatures tradition-

ally used in the literature on testing. Defect, error and fault are the common words used

interchangeably by various engineers [37]. Defect can be defined as an unintended differ-

ences between the desired design and implemented hardware which may or may not result
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Figure 1.4: Scan representation of the circuit

in erroneous circuit response. The origin of defect can be categorized under one of the

following: material defect (bulge, cracks, crystal imperfection etc. in semi-conducting

material), process defect (random dopant fluctuation, line edge/width roughness etc.),

packaging defect (edge crack, increased inductive/capacitive interaction between bond

etc.) and aging defect (degradation due to bias temperature instability, hot carrier injec-

tion etc.). The defects which incorporate into device during fabrication or packaging can

be tested just after the chip production using ATE or test bed. While few of them may

appear over the period of time under certain workload and environmental conditions,

which require various aging models to identify a probable set of timing critical defects.

Error can be defined as the incorrect logical response of the circuit due to various

defects. The model of a defect at an abstract functional level is called fault model.

In other words, if a physical defect can be described or modeled in terms of logical

function(s) then it can be defined as fault. Some defects are catastrophic such as stuck

faults which result in intermediate circuit nodes either stuck at logic 0 or logic 1. Whereas

the resistive bridges, resistive opens, transistor stuck-open/stuck-short etc. translate to

increase in gate or wire delays which must be tested at rated functional frequency.
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1.4.1 Stuck-at Fault

Figure 1.5: Fault Modeling

The stuck-at fault model assumes that a specified node is either shorted to power

supply VDD or ground GND through an unintentional resistive path that affects one

node at a time [38]. Fig. 1.5 shows a two input NOR gate with physical, electrical and

logical views. In physical view, a low resistive path can be observed between output Z

and ground GND rail. If we translate this defect at circuit level then a resistive path

connects the output to ground and similarly in logical view, output Z of two input NOR

gate must be tested for the presence of stuck-at 0. A scanning electron microscope (SEM)

image can be seen in Fig. 1.6 where voltage supply (FA Vdd) rail and metal layer M9 are

connected through unintentional resistive bridge during device manufacturing processes.

This results in stuck-short to power supply while a case of stuck-open can be observe in

Fig. 1.7. It clearly shows a void formation between via and metal layer, due to which two

metal layers are virtually disconnected. In order to test the stuck-at fault at any node,

it must be excited through an opposite value and propagate the fault effect through one

of the sensitizable path.
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Figure 1.6: Stuck-short Defect: A SEM cross-section shows a short bridge between power

supply (FA Vdd) and metal layer (M9)

1.4.2 Transition Delay Fault

The transition delay fault model [39] (TDF) assumes that the delay defect at a specified

circuit node is large enough such that any signal transition passing through this node will

be delayed past the clock period. TDF is sub-divided into slow-to-rise and slow-to-fall

faults which require a two-pattern sequence <V1, V2> to initialize and launch transition

through the specified node. Vector V1 initializes the intermediate nodes which fall in the

fan-in cone of target faulty node of the circuit. Whereas V2 creates the desired transition

to excite and propagate the fault effect to observable output or pseudo-output (scanable

flip-flop). Fig. 1.8 shows a logical view of a circuit, having slow-to-rise transition fault

at intermediate node A, with the circuit having three primary inputs IN1, IN2, IN3 and

two primary outputs OUT1, OUT2 respectively. In order to initialize the circuit to test

TDF at node A, vector V1 drives IN1, IN2 to logic 0 and IN3 to logic 1. Thus vector

V1 initializes the node A to 0. Vector V2 creates the transition 0 to 1 at IN2, and hence

to node A which propagates the fault effect to an observable primary output, OUT1 in

our case. A resistive bridge between the metal layers can slow down the signal transition

which typically results in increased propagation delay across the victim interconnect.
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Figure 1.7: Stuck-open Defect: A SEM cross-section shows a void formation between

Metal 2 and Via1

One such case can be seen in Fig. 1.9 where a unintentional high resistive bridges can

be observed across the M9 metal rails.

In today’s state-of-the-art networking/automotive/mobile chips, TDF is most preva-

lent fault model in the industry usually because, 1) number of TDF faults increases

linearly with increase in number of gates [37], 2) ATPG algorithm and stuck-at fault

simulator can be easily modify to cater transition delay faults, 3) it can potentially de-

tect delay defects like shorts, coupling defects, opens etc. that are missed by stuck-at

tests, and 4) fault lists, coverage metrics are similar to stuck-at faults. However, the

main disadvantage of using TDF based ATPG are, 1) it may miss distributed small de-

lay defects as fault propagation typically sensitizes short or intermediate paths [38], 2)

it assumes delay fault only affects one gate at a time which is not practical, and 3) it

does not choose structurally longest path to propagate fault effect.

1.4.3 Path Delay Fault

Instead of targeting individual nodes or gates in a circuit, Smith [40] has introduced path

delay fault (PDF) model that targets specified path of a circuit as shown in Fig. 1.10. A
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Figure 1.8: Transition delay fault: logical view

Figure 1.9: Resistive Bridge Defect: A SEM cross-section image showing incomplete

metal polish (over M9), shown in red arrows

path can be defined as an ordered set of gates and interconnects traversing from primary

or pseudo-primary input to primary or pseudo-primary output. The pseudo primary

input or output refers to scanable D flip-flop. In Fig. 1.10, the transition starts from

input IN2 and propagates along the target path that terminates at output OUT1. Since

PDF covers the complete path, it has capability to target distributed small-delay defects

(SDDs) that fall along it. An erroneous response of the circuit, while targeting path

delay faults, points to a fact that the timing delay(s) of path(s) is(are) more than the

specified clock period of the circuit. PDF is most capable fault model to target SDDs,

however, it has issues in practical adoption.

Before the shortcomings of PDF are being discussed, it is important to differentiate
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Figure 1.10: Path delay fault: logical view

Robust and Non-robust pattern generation criteria. If the sensitization of the fault

through a target path is independent of off-input signal arrival time such that it never

blocks the fault effect propagation then it is categorized as robust test. In case, the

fault detection is dependent on off-input arrival time then the test pattern belongs to a

non-robust category. We will further discuss the pattern generation criteria in section

2.1.3. The major problem with adoption of PDF based ATPG is, the number of target

faults grow exponentially with increase in circuit size. This becomes unmanageable from

ATPG runtime and pattern volume perspective. This specific problem can be solved by

generating patterns for limited set of paths such that we do not loose any valid small

timing defects on performance limiting paths. The another problem is, low path delay

fault coverage even if the non-robust test patterns are used to target a limited set of

paths. In order to partially fix this issue, Heragu et al. have proposed segment delay

fault [41] model which is discussed in next sub-section.

1.4.4 Segment Delay Fault

If a complete path can not be tested robustly or non-robustly then it is fairly a good

approach to atleast robustly test a part of the path to improve confidence of covering

small timing defects. A segment of a path may consists of one or more than one gates

depending on the chosen segment length. The segment delay fault [41](SDF) model is a

trade-off between transition delay fault model and path delay fault model while targeting
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delay defects. Assume that the segment length is denoted by L and the maximum

combinational depth is Lmax. If the chosen segment length is 1 then the SDF based

approach reduces to TDF model based testing, while choosing a length of Lmax scaled

to PDF model based testing. Even though, the segment delay model combines the

advantages of TDF and PDF model, its major limitations are, the number of segment

faults to be considered while targeting long paths that usually results in increased test

pattern volume and higher test generation time. Even though the number of faults (while

considering segment delay model) is less than the TDF based approach, however, it is

still expensive due to the constraints on ATPG while fault sensitization and propagation.

The segment based ATPG test generation is discussed further in section 2.1.4.

1.5 Yield and DPPM

So far we have discussed the timing defects originated due to spatial and temporal statis-

tical variations in CMOS circuits along with motivation to test the circuit for manufac-

turing defects using structured approach. It is always expected that few manufactured

ICs to be faulty due to defects incorporated during device fabrication, packaging and ag-

ing over the period under certain workload and environmental conditions. As discussed

earlier, spatial variations in the circuit can be screened just after the chip fabrication

while aging related variations can be observed during device operation over the time.

Typically, stress test (burn-in) is performed to promote temporal variations much faster

which results in electrical failures and helps in screening defective devices. The yield

can be defined as the number of devices that qualify the test program which include

functional and DFT related test patterns, from a set of devices under test. For example,

assume that 900 devices passed the test program from a set of 1000 manufactured parts

received from fabrication house, then the calculated yield is 90%.

The yield can be categorized as per users application and the manufacturing stage

at which defects are observed on the device. Usually the chip manufacturer claims a

natural yield of the packaged parts which are shipped to design houses. The chip
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manufacturer does not use any dedicated test program (or automatic test equipment)

to claim any desired test yield. However, they use undisclosed techniques to screen

for imperfections present on silicon wafer such as pre-production wafer handling, active

device patterning and metal routing issues etc. Based on the screening techniques, chip

manufacturer provides natural yield number.

Once the packaged parts arrive at design house, they use dedicated test programs to

test the packaged parts through ATE for functional or silicon defect related failures. Ad-

ditionally, probe (or wafer) testing is also performed to ensure the health of wafers (with-

out package), initial test program bring-up and enhance the maturity level of program

for packaged parts. Once the test program matures, test engineers first claim functional

yield and after circuit level repairing of few more devices, they claim production yield.

The circuit level repairing may include logic as well as embedded memories, however,

only memory repair is mostly adopted due to a well defined structural approach of testing

them using March algorithm[42]. There is another terminology used which is called

parametric yield typically defined at various bins at different frequencies.

Let us take an example to understand the definition of yield at different stages.

Assume that the chip manufacturer fabricate 1200 dies on a single wafer. Out of 1200

wafers, 1100 dyes are screened to be healthy while 100 did not qualify the screening test.

The natural yield, as defined by the chip manufacturer, would be 91.6% (1100/1200).

Now these 1100 devices are shipped to design houses for further testing on ATE. Now

further assume that the test program categorizes all device to be “good” if they pass a

functional rated frequency of 800MHz. The test engineers found that out of 1100 parts,

only 950 passed the test then functional yield is now 86.3%(950/1100). However, by using

different repair techniques, they are able to revive 50 more parts such that the production

yield get to 90.9%(1000/1100). Now, the parametric yield can be defined for three bins.

BIN1 assumes a set of all devices which can work at 1200MHz, BIN2 and BIN3 assume

to work at 1000MHz and 800MHz respectively. Assume that 300 devices qualified for

BIN1, 500 devices qualified for BIN2 and 200 devices for BIN3, then the parametric

yield at 1200MHz (BIN1), 1000Mhz (BIN2) and 800Mhz (BIN3) are 27.4% (300/1100),
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45.4% (500/1100) and 18.1% (200/1100) respectively. Hence, the production yield is the

summation of all parametric yield at different bins. For above example, parametric yield

is only valid with an assumption that the customers are available to buy the devices at

each bins and that is how a yield of 90.9% is calculated. DPPM (Defective Parts Per

Million) is a measurement used by many engineers to measure quality performance. One

DPPM means one (defect or event) in a million or 1/1,000,000. In the past a good chip

maker supplier would have a defect rate of less than 1%, (10,000 DPPM). If a yield of

90.9% is obtained then it can be translate to DPPM as (100 - Yield(%))/100 which is

0.091.

1.6 Small Delay Defects

Small delay defects (SDD) can be defined as the distributed small timing defects in a

circuit which add up enough propagation delay on one of the path such that device start

showing erroneous response at rated functional frequency. Usually such type of defects

escape untested as the traditional fault excitation and propagation techniques are timing

unaware. It typically chooses easy to control paths for fault effect propagation and easy

to observe for response capture. Timing tests that screen ICs for SDDs have been of

interest for over a decade [1, 2, 4, 43, 44]. In order to target them, typically the fault

effects are propagated through paths with least setup slack. This is being done as it

guarantees the detection of small timing defects and improves defect coverage. SDDs are

assumed to add a small localized delay to a switching transition propagated along the

target path which may exceed the functional clock period. The primary sources of SDDs

in earlier technologies are believed to be resistive vias, gate oxide breakdown, increase

in interconnect resistance or capacitance etc. However, the introduction of FinFET

transistors at the 22nm node by Intel, and most other foundries at 16/14nm, have given

rise to a new type of physical defect in ICs - the broken fin defect. In a FinFET, the

conducting channel is in the thin vertical fin which makes the device three dimensional

(3D) as can be seen in Fig. 1.11.
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Figure 1.11: 3D Tri-Gate FinFET transistor can have multiple fins connected together

to increase total drive strength for higher performance

Increasing the drive strength of a transistor (equivalent to increasing device width

Wf of a traditional planar transistor) requires increasing the height (Hf ) of the fin [4].

However, this is not very practical from a manufacturing perspective. For structural

strength, FinFET transistors are fabricated with a fixed and relatively small fin height

[45]. Multiple FinFETs of this fixed size are connected in parallel to achieve the desired

drive strength of a gate [46]. The 3D structure of FinFET transistor can be seen in

Fig. 1.11 that consists of three fins to increase drive strength. A single broken fin or

under-grown fin does not generally result in catastrophic failure of the circuit. Only

the gate drive strength is degraded, causing an increase in gate delay. For example, the

loss of a single FinFET out of three parallel FinFETs driving the output of an inverter

would increase the driving resistance and gate delay by approximately 50%. This would

manifest as a small delay defect (SDD). Logic circuits designed in emerging gate all

around (GAA) transistor technology, for 7nm and beyond, are also expected to display

similar SDDs from transistor failures.

Now assume a circuit as shown in Fig. 1.12 with three primary inputs (IN1, IN2,

and IN3) and two outputs (OUT1 and OUT2) respectively. Assuming one of the fin of

OR gate, with orange color background, is not grown properly which resulted in 0.6ps

increase in propagation delay across the gate at worst-corner. For sake of clarity, the
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Figure 1.12: Small Delay Defect: logical view

small timing defect is not distributed and can be propagated along three possible paths

(Path 1, Path 2, and Path 3) which are shown clearly in above figure. If the ATPG is

able to excite and propagate the fault effect along least slack path Path 2, then only

it guarantees the SDD detection during production test. If ATPG chooses Path 1 or

Path 2 then the generated test patterns would never guarantee the defect detection at

functional clock period of 10ps. This puts challenges to any of the test methodology

because if valid small timing defects are untested then it may start limiting the circuit

performance in customer applications. The customer device return typically results in

increased defective parts per million (DPPM). In order to select the longest path through

an identified delay fault, ATPG needs to be more intelligent by taking decision based

on the timing delays of gates and interconnects. The timing-aware ATPG [47] has been

introduced a decade back by commercial CAD tool vendors [48, 49] and it did reasonably

good in targeting small timing defects. However, a higher SDD coverage is achieved at

an expense of 10-15 times more pattern volume with relatively larger runtime.
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1.7 Conventional Critical Path Identification Tech-

niques

This subsection is dedicated to discuss a fact that the small-timing defects are true only

if they fall along the performance-limiting paths that typically have least timing slack.

There might be a case such that delay defects may disappear after a modest increase in

functional clock period. On contrary, many defects start limiting the circuit performance

after a modest decrease in functional clock period. An actual and realistic SDD coverage

can only be claimed if the chip designers know a probable set of long paths which is

going to limit the circuit functional operating frequency under spatial and temporal

statistical variations. Usually, a set of critical paths are identified by two approaches:

one is dynamic timing simulation [50, 51] and another is static timing analysis [52]. Even

though, there are few more techniques like statistical static timing analysis [53] which

represents the slack in terms of probability density function (PDF). PDF accounts for

the variability of all process factors being modelled. Such kind of methodology targets

a specific percentage yield for timing analysis and optimization. However, it is not yet

adopted in practice because of the requirement of specialized timing library files and

high tool runtime.

1.7.1 Dynamic timing simulation

Dynamic timing simulation or SPICE level simulation is very accurate in estimating

timing delays. It uses statistical analysis that typically combines process deviations and

device mismatch with circuit optimization capability. In order to capture the effects of

interconnection’s resistance and capacitance variations, it uses distributed RC network

as obtained by RC extraction tools. However, the only drawbacks are, 1) they are input

vector dependent and hence, 2) non-exhaustive and very slow, even for a subset of design.

For complex designs, SPICE level simulation atleast requires subset of a circuit which

include fan-in and fan-out logic cone of the target path, which needs to be analyzed for

timing estimation in reasonable simulation time. Even if a complete circuit is provided to
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the simulator, it would work only on a subset of a circuit and this is potentially a reason

to call it non-exhaustive. Identifying a set of input vectors for bigger design is usually

tedious and not well defined which typically consumes much more time in estimating

paths delays of a circuit.

1.7.2 Static timing analysis

Since the last few decades, static timing analysis (STA) is widely accepted technique in

validating the circuit timing such that the design can be signed-off to meet customer’s

timing specifications. STA reads,

• Gate level netlist created by synthesis tool

• Timing libraries that usually contain timing information in ASCII format of all

standard cells, blocks and IO pad cells etc.

• Timing constraints and boundary conditions such as input/output delays, slew

rates, false path, multi-cycle path etc.

• Parasitic data for more accurate timing analysis using a standard parasitic exchange

format (SPEF) file [54].

• Physical data such as placement, floor plan, routing etc.

For large designs, STA is very fast in meeting timing specifications as it is vector-less,

exhaustive in nature to cover all structurally possible paths of a circuit that guarantee

circuit performance on a specified PVT corner. It works on two fundamental assumptions

[55]:

1. Single input switching assumption: while performing timing estimation, it enables

a signal transition (logic 0 to logic 1 or vice-a-versa) on the primary input of the

target path with user-defined worst absolute transition time. The transition time

can be defined as the time taken by the signal to rise from 10% to 90% or fall from

90% to 10% of the supply voltage. This assumption greatly reduces the complexity
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and enhances the computational efficiency at the expense of adding pessimism in

delay estimation.

2. Least propagation algorithm: while estimating multi-input gate delays, the input

signal with latest arrival time would be selected to extract the propagation delay

from the timing library. The propagation delay is measured from 50% of the input

signal voltage swing to 50% of the output signal voltage swing across any specified

gate or interconnect.

Due to such assumptions, typically STA provides more pessimistic timing delays as

compared to dynamic timing simulation techniques such as SPICE level simulations [51].

The pessimism may also be added while extrapolating the delays (in the timing library

files) due to out of range input slew (or transition time) or output capacitance [56].

The another source of pessimism is, “the parasitics data used for interconnect delay”.

The SPEF file used by STA for delay estimation typically contains a lower granular

level details of resistance and capacitance values which are being captured for wires.

In contrast, SPICE level simulations uses detailed standard parasitic format (DSPF)

[54] which includes all resistance and capacitance distribution over the wire. In the

next sub-section, we have compared the outcome of STA and SPICE on few benchmark

circuits under controlled simulation environment. Based on the experiments and already

published data [55, 56], it is fair to conclude that STA is much faster than dynamic

simulation techniques for large circuits, however, at the expense of added pessimism in

estimating path delays.

1.8 Motivation

Given the increasing concern over small delay defects originated due to spatial and tem-

poral unreliabilities in CMOS circuits, as discussed in Subsection 1.1 and 1.2, there is a

strong motivation for developing a new test methodology that must be viable, scalable,

efficient and effective in comparison to conventional SDD detection techniques. As dis-

cussed in Subsection 1.4.2, transition delay fault based ATPG is ineffective in targeting
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small delay defects as it does not have capability to choose longest structural path. On

contrary, timing-aware (TA) ATPG uses circuit level timing information due to which, it

is reasonably effective in targeting SDDs at an expense of increased pattern volume and

ATPG runtime as discussed in Subsection 1.6. In nutshell, TA-ATPG [48, 49] may be

a viable option, however, the major drawbacks are ATPG runtime and pattern volume

which is 10-15 times more in comparison to traditional timing-unaware ATPG which

makes it hard to adopt in practice.

We performed experiments on ITC’99, IWLS’2005 and ISCAS’89 benchmark circuits

to evaluate the contribution of TA-ATPG in total pattern volume and ATPG runtime

while targeting small delay defects. Now assume that a circuit has total k number of

nodes that can be divided into two sets, 1) timing-critical nodes (lets say m) that fall

along the long paths that must be target by TA-ATPG to claim SDD coverage, 2) non-

timing critical nodes (lets say n) that must be targeted by conventional TDF based

ATPG. In this work, any path whose absolute timing delay exceeds 80% of the total

clock period is categorized as long path or critical path. It is a user-defined value that

is chosen based on statistical data or circuit designer obligation.

Fig. 1.13 shows the percentage of total number of nodes either being categorized as

timing critical or non-timing critical nodes. The figure shows the average data being

captured from twelve different benchmark circuits. It can be seen that 37% of the

total nodes are critical (shown under Critical Nodes) that must be targeted by TA-

ATPG. Similarly, 63% of the total number of nodes are non-timing critical (shown under

Non-Critical Nodes) that must be targeted by TDF based conventional ATPG. An

approximately 7% of the total number of nodes that belong to critical category are not

covered by TA-ATPG. Similarly, an approximately 12% of total number of nodes, belong

to non-critical category, are not covered through traditional ATPG and hence, must be

categorized as untestable faults. In order to cover 30% of the total number of nodes which

belong to critical one, timing-aware ATPG on an average contributes 57.4% and 70%

of overall pattern volume and ATPG runtime for a suite of benchmark circuits. If the

TA-ATPG is expensive to cover just 30% of the total nodes then there is an opportunity
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Figure 1.13: Percentage of circuit nodes as covered by timing-aware ATPG and conven-

tional ATPG

to improve the effectiveness with better efficiency. This motivated us to explore a new

test methodology that must be introduced to reduce the burden on TA-ATPG to cover

timing-critical nodes.

The SDD coverage can only be reported for 37% of the total timing-critical nodes,

which are isolated based on the circuit timing information read by TA-ATPG. Typically,

the circuit level timing information is captured in standard delay format (SDF) file [57],

IEEE standard for the representation and interpretation of timing data for use at any

stage of an electronic design process, generated at specified PVT corner. The SDF files

are generated by static timing analyzer (STA) that inherently adds pessimism while

delay calculations as discussed in subsection 1.7.2. Lets take an example to pinpoint the

issue with the delay estimations on a path as shown in Fig. 1.14.

The circuit has three primary inputs, one primary output and three gates. The
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Figure 1.14: Path delay estimation by dynamic timing simulation and static timing

analysis

path shown in the Fig. 1.14 is a part of a circuit synthesized to work at 100ps with

an assumption that TA-ATPG would generate patterns for all those paths whose path

delay exceeds 80ps (user-defined critical path delay threshold). The delay estimated by

dynamic simulation (Fast SPICE) [51] and STA [58] are shown clearly in Fig. 1.14,

where first absolute delay belongs to dynamic simulation result while second absolute

delay (highlighted in red) belong to STA result. The worst-case path delay estimated by

SPICE level simulation, PDsp
max, would be 75ps (30ps + 30ps + 15ps) while path delay

as estimated by STA, PDsta
max, would be 83ps (32ps + 35ps + 16ps). Everything looks

good until we realize that PDsta
max is 1.5% more than PDsp

max and user-defined critical

path delay threshold value of 80ps would enable this path to be included in timing-

aware ATPG analysis. A path which must be non-critical as pointed by dynamic timing

simulation, is considered as critical by STA due to its inherent pessimistic nature.

To further validate the pessimistic behavior of STA during path delay estimation,

we performed experiments on various benchmark circuits, as shown in Fig. 1.15. The

benchmark circuits shown in the figure are synthesized and timed at 1000ps with user-

defined critical path delay threshold limit as 800ps. A set of timing-critical paths, as

identified by STA, is compared against the dynamic timing simulation results for the

same value of user-defined critical-path delay threshold value on each benchmark circuit.

The X-axis shows the various benchmark circuits while Y-axis denotes the percentage

of total number of paths which are categorized as timing critical (delay greater than

or equal to 800ps) on a specified circuit. It can be observed that for the circuit b15 1,
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Figure 1.15: Critical path identification by dynamic timing simulation and static timing

analysis

21.2% of total number of paths are isolated as timing critical by SPICE level simulation

(Nspice) while STA identifies 26.2% of the total number of paths to be critical (Nsta).

Typically we observe a 20-25% more paths are being categorized as critical by STA in

comparison to dynamic timing simulation. These extra paths which are not worthy to

be included for ATPG analysis must be removed. This motivates us to explore a new

timing estimation approach that should be simple and fast in compare to SPICE level

simulation, with improved accuracy in comparison to STA estimated delay.

In order to reduce the additional timing-critical paths being added by pessimistic

STA, we need to identify a new approach that must include the strength of each tech-

nique, dynamic timing simulation (in terms of path delay estimation accuracy) and static

timing analysis (in terms of fast runtime). This will certainly help in achieving objec-

tive of improving the overall effectiveness and efficiency of our test methodology and

discussed further in Chapter 3. Fig. 1.16 shows the requirements of new path delay es-

timation approach. The shortcomings of the conventional techniques motivate to define

a new path delay estimation approach whose accuracy should be more than STA based

techniques, and must be substantially faster than dynamic timing simulation techniques.

By accomplishing the above two objective, we would be able to reduce the number of
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Figure 1.16: Defining the requirements of new timing estimation approach

additional timing-critical paths being added by STA. It is worth to mention that our new

path delay estimation approach should not be used as standalone design sign-off timing

analysis method.

1.9 Summary of The Thesis

This thesis, in general, addresses the shortcomings of conventional approaches to target

SDDs. The thesis is broadly divided into two parts. First part discusses a new test

methodology to cover SDDs more efficiently to reduce pattern volume and ATPG runtime

as compared to traditional techniques. Our proposed test methodology for the first-time

exploits path delay fault (PDF) test generation to not only generate the timing tests more

efficiently, but the resulting TDF test sets are also more compact and perform better on

commonly used delay test coverage metrics. This is because all TDF faults along a PDF

targeted timing-critical path can be detected efficiently by generating a single PDF test.

This efficiency is not explicitly exploited by node oriented TDF test generation even

when the TDFs are targeted along the longest paths. We demonstrate the effectiveness

of our methodology for a range of benchmark circuits by comparing the results from a

commercially available TA-ATPG with our new approach that efficiently exploit PDF
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tests wherever possible. Our proposed approach results in approximately 12.5% reduction

in pattern volume, 35% reduction in ATPG runtime and also a 5% improvement in delay

test coverage (DTC) when compared to existing TA-ATPG approaches. We also modified

the conventional SDD metric definition to improve confidence of covering small timing

defects through critical paths.

To uncover small timing defects of a circuit, it is important to identify a set of perfor-

mance limiting paths which closely matches silicon behavior. In the second part of the

thesis, we address the issues in identifying real timing critical paths that are the potential

candidates for SDD testing. We discuss a new worst-case timing estimation algorithm

that is reasonably accurate and substantially faster than commercially available SPICE

level simulators. By using this new approach, we show that an approximately 50% of

the unwanted additional paths added by pessimistic STA can be removed. Furthermore,

nearly 94% accuracy in worst-case path delay estimation, as compared to dynamic sim-

ulations, of critical paths is observed on various benchmark circuits such as ITC’99,

IWLS’2005 and ISCAS’89. We also validated the algorithmic complexity and its per-

formance on various benchmark circuits and found that our approach is approximately

10-15 times faster than SPICE level simulations.

In order to explain the effectiveness of adopted test methodology which is used to

generate a compact set of ATPG patterns in lesser time as compared to TA-ATPG, Fig.

1.17 is included in contrast to Fig. 1.13. It is mentioned in the previous Sub-section

that the TA-ATPG on an average contributes 57.4% and 70% in overall pattern volume

and ATPG runtime to cover 30% of the total number of nodes which are critical in

various benchmark circuits. In earlier approach, all 30% of the total number of nodes

are covered by TA-ATPG that seems to be very expensive in pattern volume and runtime.

To improve the effectiveness and efficacy, we first aim to target a set of timing-critical

nodes using path-based ATPG. As shown in Fig. 1.17, even if a modest 10% of the total

number of critical nodes are covered by path delay fault based ATPG then this would

result in 12.5% and 35% reduction in pattern volume and ATPG runtime respectively,

which is further discussed in Chapter 3.
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Figure 1.17: Percentage of nodes as covered by timing-aware ATPG, Path-based ATPG

and conventional ATPG

Due to the pessimistic nature of STA, it adds many additional timing-critical paths

while writing standard delay format (SDF) file which is used directly by TA-ATPG during

pattern generation. In order to facilitate the understanding of core objective, we need

to understand the distribution curve as shown in Fig. 1.18. Y-axis shows the fractional

number of chips which include the same path fabricated on different dies whose arrival

time (path timing delay) is shown on X-axis (typically follows Gaussian distribution).

PDsta
min and PDsta

max are the best and worst timing delays as estimated by static timing

analysis for a specified path. Similarly, PDsp
min and PDsp

max are the best and worst

timing delays as estimated by SPICE level simulation under best PVT (PV Tbest) and

worst PVT (PV Tworst) for the same path as mentioned earlier. The difference between

PDsta
max and PDsp

max shows the delay estimation gap between STA and dynamic timing
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Figure 1.18: Path delay distribution over number of chips

simulation. Our yet another objective is to reduce the pessimism added by STA, provide

a reasonable accuracy with respect to SPICE simulator, and must be substantially faster

than dynamic timing simulation.

In this work, we explore an opportunity to use a new worst-case timing estimation

approach to identify a set of realistic long paths that may become critical under spatial

and temporal variations, with an aim to effectively and efficiently target the small timing

defects in a circuit using a new test methodology. This thesis makes the following

contributions,

1. Proposes a new test methodology [4] that for the first time exploits path delay

fault based test generation for the timing-critical paths to generate timing tests

for many of the targeted timing-aware transition delay faults. We demonstrate the

effectiveness of our methodology for a range of benchmark circuits by comparing

the results obtained from commercially available timing-aware ATPG [48, 49] with

our new approach that efficiently exploit PDF tests wherever possible.

2. Adopting new test methodology resulted in approximately 12.5% reduction in pat-

tern volume, 35% reduction in ATPG runtime and also a 5% improvement in
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delay test coverage when compared to existing commercially available TA-ATPG

approaches.

3. Proposes a new path based heuristic approach [3, 5, 59] that uses abstract level

timing models to estimate worst-case delay of the target path under intra-die vari-

ations and aging effects. The path delays as estimated by the proposed algorithm

have shown strong correlation with delays obtained using dynamic timing simula-

tions on worst-case PVT corner.

4. The new path delay estimation algorithm is 10-15 times faster than the SPICE

level simulation, with an approximately 94% accuracy in estimating timing delays

at worst-case PVT corner.

5. Adopting the proposed path delay estimation technique reduces the number of

extra timing critical paths, added due to pessimistic behavior of STA, by 50%.

1.10 Organization of The Thesis

It is worth to point-out that our aim is not to replace industry standard multi-corner

STA analysis to sign-off the circuit database for fabrication. Instead we intend to identify

a set of parameters that have major impact on the circuit performance and use them

intelligently to identify a set of long paths that may become critical over time. These

identified paths can be used for: a) running ad-hoc test to improve test quality after

production, b) periodically monitoring the aging effects by functional testing of the paths,

c) running dedicated scan-based test using Logic BIST every time the chip boots. The

basis of using SPICE simulations as benchmark lies in the fact that the foundries provide

SPICE models to accurately simulate the spatial and temporal unreliabilities in CMOS

integrated circuits. Chapter 2 discusses the traditional fault detection approaches, their

corresponding advantages and disadvantages respectively. The chapter also includes the

closest prior test methodologies published in literature and subsequently discuses the

enhancements required while targeting SDDs. Chapter 3 elaborates the procedure used
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to develop the new test methodology to target small timing defects. It also discusses

a step-by-step procedure to adopt our proposed methodology and further supported

by experimental results obtained from a suite of benchmark circuits. Chapter 4 and

Chapter 5 discuss the worst-case path delay estimation algorithm under spatial and

temporal variations in CMOS circuit respectively. It also discusses a worst-case path

delay estimation algorithm whose efficiency and performance is compared against the

conventional approaches. Chapter 6 concludes the thesis with future work to improve

the effectiveness and efficiency of the proposed test methodology.

− ∗ − ∗ −



Chapter 2

Previous Work

This chapter briefly discusses the origin of various automatic test pattern generators

to cover fault models discussed in Section 1.4. Now the objective is to understand the

basics of ATPG pattern generation, delay fault oriented testing steps and how it can

be improved to get an optimal conditions for effective small delay defect coverage with

reduced ATPG runtime and pattern volume. At the end of this chapter, we outline two

closest test methodologies available in literature to compare with our approach in this

thesis.

2.1 Traditional Fault Detection Approach

This section discusses the traditional delay defect detection techniques with their advan-

tages and disadvantages. In structured test approach which is the broad area targeted

in this thesis, circuit designers uses ATPG techniques to generate input test vector se-

quences to target classified faults in the circuit. Typically ATPG works in three main

phases: a) excite the target fault, b) propagate the fault effect to the observation point

through an identified path, c) justify the values of off-inputs without causing a contra-

diction. The goal of ATPG is to generate a set of patterns in order to achieve a desired

test coverage. Test coverage can be defined as the percentage of total number of faults

being detected using the generated pattern set out of initial target fault list. ATPG

36
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usually targets the faults in two main steps: 1) generating fault-oriented test patterns

and, 2) performing fault simulation to determine a list of faults being detected using

the generated test patterns. The state-of-the-art ATPG tools automate these two steps

into a single operation while pattern generation. The ATPG flow typically results in

patterns, you can then save with added tester-specific formatting that enables a ATE to

load the pattern data into a chip’s scan cells. In order to achieve this, the normal flip-

flops are replaced by D-MUX based scanable flip-flops (discussed in Sub-section 1.3.2) to

provide 100% observability of data input and 100% controllability of data output from

a flip-flop. Next, these flip-flops are stitched into a single chain or multiple chains based

on the number of pads available on the device to perform test. The stuck-at fault model

Figure 2.1: Scanable flip-flops in a chain

is, as discussed in Sub-section 1.4.1, assumed to be the most common fault model while

performing fault simulation. It is being used because of its effectiveness in finding many

common defect types. The stuck-at fault model captures the behavior that occurs if the

terminals of a gate are either stuck at logic high (stuck-at-1) or logic low (stuck-at-0).

Figure 1.5 and 1.6 of Sub-section 1.4.1 show the physical existence of stuck type defects
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in silicon.

Figure 2.2: Circuit initialization during shift mode and response capture during func-

tional mode

2.1.1 Stuck-at fault based ATPG

Assume a circuit shown in Fig. 2.1 which consists of three flip-flops, and one two input

AND gate. The port name ipt si and ipt so correspond to scan input and output of

the circuit which allow user-defined data of length 3 to be shifted whenever ipt se, scan

enable, is asserted. It can be seen that flip-flops are stitched into a single chain, shown in

bold red connections, and assume that a stuck-at 0 defect exist after circuit fabrication.

The fault site can be seen clearly in Fig. 2.2 and defect detection is divided into two

parts, Initializing Nodes and Response Capture. Refer Fig. 2.3 to further understand the

timing sequence which helps in explaining the circuit operation during scan mode. Once

SE is asserted, fan-out from ipt se, then all flip-flops would behave as serial-in serial-out

register whose data shifting is controlled by pulsing shift clock CLK, fan-out from clk.

In order to initialize the stuck-at fault at A, a set of ATPG defined values are shifted-

in so that they appear at output of flip-flops SDFF1 and SDFF2 whose values are shown

inside rectangular boxes under Initializing Nodes in Fig. 2.2. Likewise, the shifted data
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Figure 2.3: Scan timing sequence for stuck-at ATPG

y3, y2, y1 through the scan chain can be seen during Scan Load of Fig. 2.3. After

data shifting, SE is de-asserted so that functional circuit response can be captured in

the flip-flops after forcing primary inputs to some specified values. A capture pulse is

issued from external clock driver to capture the response through data input of all flip-

flops. After circuit responses are captured into the flip-flops during functional mode,

scan enable SE is asserted again to shift the response data out which can be seen as R3,

R2, R1 in Fig. 2.3. The cycle number can also be seen in timing sequence which clearly

shows the number of external clocks issued by automatic test equipment. The stuck-at

fault based ATPG is commercially known as DC Scan operation as it uses a single vector

to statically initialize and propagate the fault effect to the observation point.

The main advantages of using stuck-at fault based ATPG are, 1) the number of faults

increases linearly with increase in circuit size, 2) the state-of-the-art ATPG uses stuck-

at fault test generation and simulation which can be easily modified for handling other

at-speed delay defects, 3) diagnosis of defect locations in the circuit is reasonably well

defined. However, as the circuit response capture is done statically, it is not capable of
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targeting those defects which are timing sensitive.

2.1.2 Transition delay fault (TDF) based ATPG

In this sub-section, the focus would be on those defects which manifest themselves as

delay defects and are sensitive to functional clock period of the circuit. The timing defects

include gate drive strength variations due to random dopant fluctuations, resistive gate-

oxide shorts, open or resistive vias, resistive bridges between the metal rails on same

layer etc. The traditional TDF based ATPG [39] typically choses easy to control and

easy to observe path with an assumption that extra delay caused due to a defect is large

enough such that it can be observed at any of the circuit outputs. As it does not use

circuit-level timing information while choosing the forward fault effect propagation path,

therefore, it does not necessarily excite faults through timing-critical paths. As stuck-at

fault CAD tools can be easily modified to target transition faults, it is the TDF based

ATPG that is commonly used today to enhance stuck-at and transition fault tests in

structural (scan based) testing of modern IC designs. In contrast to path delay fault

based ATPG that covers distributed defects, which will be discussed in next sub-section,

TDF tests target localized “lumped” delay faults at the circuit nodes as discussed in Fig.

1.8.

Defect that causes a node to become slow-to-rise or slow-to-fall are modeled as two

separate and independently occurring faults by the TDF fault model. In order to achieve

high coverage, TDF tests aim to cover all such faults in the circuit. Note that just as

in stuck-at fault testing, it is the individual nodes in the circuit that are targeted by

TDF tests. Therefore, the growth of TDF test set with increasing circuit size is similar

to that for stuck-at tests. The size of the TDF test set is typically about 3-5 times the

size of the stuck-at test sets. This is orders of magnitude smaller than PDF test set for

a large circuit which makes TDF tests much more attractive. Also, distributed delays

from random process variations, which are much better detected by PDF tests, are still

mostly handled with timing margins. As TDF based ATPG conventionally choses short

or intermediate paths for fault effect propagation, the generated ATPG patterns are
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ineffective in targeting distributed small delay defects.

The TDF based ATPG also commercially known as AC scan which implies, testing

gross-delay defects at functional speed. A transition delay test is being launched from

primary input or data output from scanable flip-flop to sensitize delay defect and the

fault effect being captured at primary output or data input of scanable flip-flop. The

fundamental difference between the DC scan and AC scan is the addition of timing

while launching and capturing the circuit response. Usually the transition delay tests

are generated using two different methods: launch-on-capture (LOC) and launch-on-shift

(LOS).

Launch-on-Capture (LOC) based delay test

Figure 2.4: AC scan operation: Launch-on-capture test generation scheme

As we have discussed earlier, TDF based test requires a vector pair <V1,V2> where

V1 is the vector which initializes the circuit and then V2 launches a transition that need

to be captured at-speed. This implies that we eventually require functional at-speed

clock cycles, one to launch the transition and second one to capture the circuit response.
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The timing sequence of LOC can be explained with the help of Fig. 2.4 where it broadly

sub-divided into Scan load, Functional capture, and Scan Unload respectively. Assuming

a chain length of 3, the ATPG derived data would be scan-in in three cycles with data y3,

y2, and y1 respectively. The last cycle N+2 initializes the circuit and then, scan enable

SE is de-asserted to allow data capture through functional paths. The first at-speed

clock launches the transition whereas second clock captures the response at functional

clock frequency. It must be observed that the launch value is derived from the preceding

sequential depth associated combinational logic at that stage. It can also been seen in

Fig. 2.4 that the cycle number of two capture cycles are not listed. This is being done

to show that the capture pulses are not issued from an external ATE except in a case

where shift frequency matches with circuit functional frequency.

Launch-on-Shift (LOS) based delay test

Figure 2.5: AC scan operation: Launch-on-shift test generation scheme

After discussing LOC based delay test generation, it is essential to take a look at

launch-on-shift procedure which usually applied to fill TDF coverage gap in complex
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circuits. Fig. 2.5 shows the timing sequence which is similar to Fig. 2.4 except that

the scan enable SE is de-asserted at-speed between two functional clock cycles. The

second last shift, which belongs to cycle number N+1, initializes the circuit and last

shift launches a transition which needs to be captured at-speed on subsequent rated

frequency clock pulse. The fundamental design issues of LOS in comparison to LOC are:

a) scan enable must be treated as at-speed clock which certainly require more inverters

and buffers to meet the timing requirements, b) more logic means more static as well as

dynamic power dissipation during scan capture mode, c) high level of power consumption

requires over-design of power rails. Now, lets take a look at ATPG outcome with respect

to LOC and LOS test generation scheme. As the initialization and launch are done

through second-last and last shift on flip-flop of scan chain, LOS is faster in runtime and

easier for ATPG to generate compressed set of patterns to get maximum coverage. On

the other side, LOC requires initialization through preceding sequential depth associated

combinational logic. It generally takes longer time to generate timing tests and results in

less pattern compression in the presence of on-chip compressor/decompressor logic. LOS

is required to fulfill hazard-based detection conditions [60] that enhances the coverage of

delay faults using the standard scan test application methods. In nutshell, LOC helps in

generating quality patterns for delay testing at an expense of more runtime in comparison

to LOS based testing. Whether we use LOC or LOS, the mainstream AC scan has an

issues of not sensitizing and propagating the fault effect through longest paths. Until,

the TDF based ATPG does not read the timing information of the circuit to choose the

structurally longest path for fault effect propagation, it is not possible to target small

delay defects.

2.1.3 Path-based ATPG

Instead of targeting gross-delay defects, path-based ATPG [61–63] targets predefined

paths which usually consist of gates and interconnects, as discussed earlier in section

1.4.3 using Fig. 1.10. The generated ATPG patterns ensure that if timing defects, exist

either on gates or interconnects, occur on the target path such that the arrival time
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exceeds the clock period then it would result in erroneous circuit response. Tests for the

path delay fault model can detect distributed timing defects caused by temporal and

spatial variations in transistors and interconnects. However, there are several practical

issues that have greatly limited the adoption of PDF testing [64–68]. Before the pros and

cons of PDF based testing are further discussed, it is important to understand several

classes of path delay fault model. A category of PDF based timing test is decided on how

the path of a circuit is being sensitized: robust, non-robust and functional sensitizable.

A detailed explanations of PDF categorization based on path sensitization criteria can

be found in [37, 38, 69], however, this thesis defines an easiest way to classify path delay

faults at circuit level. The next three sub-sections would help in isolating the PDF timing

tests into designated category.

Robust test

Figure 2.6: Robust test pattern generation
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Now assume that the path shown in bold line is to be target by ATPG for slow-to-

rise and slow-to-fall transition. Robust detection keeps the gating of the path constant

during fault detection and thus, does not affect the path timing. Because it avoids any

possible re-convergent timing effects, it is the most desirable type of PDF detection. For

this reason, ATPG algorithm always first tries to generate robust patterns. However,

ATPG cannot use robust detection on many paths because of its restrictive nature and

once it is unable to create a robust test, will automatically try to create a non-robust

test which is described in next sub-section. In nutshell, if the off-input paths remain at

non-controlling value either during circuit initialization or during transition propagation

then such kind of pattern can be categorized under robust test. This can be clearly seen

in Fig. 2.6 that off-input of OR gate on target path remains at non-controlling value.

Non-robust test

Figure 2.7: Non-robust test pattern generation

Non-robust detection does not require constant values on the gating inputs used to



Chapter 2. Previous Work 46

sensitize the path. It only requires the proper gating values at the time of the capture

event. Notice that due to the circuitry, in Fig. 2.7, the gating value on the OR gate

changed from 1 to 0 during transition propagation. Thus, the proper gating value is

required only at the OR gate during capture event. In short, if the off-input paths are

at non-controlling values during signal transition (fault propagation) even the off-inputs

earlier driving controlling values during initial state, then the pattern can be categorized

under non-robust test.

Functional sensitizable test

Figure 2.8: Functional sensitizable test pattern generation

Functional detection further relaxes the requirements on the gating inputs used to

sensitize the target path. The gating of the path does not have to be stable as in robust

detection, nor it have to be non-controlling at the capture event, as required by non-

robust detection. Functional detection requires only that the gating inputs does not

block propagation of a transition along the path. Fig. 2.8 gives an example of functional
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detection for a rising-edge transition within a sample path. Notice that, due to the

circuitry, the gating (off-path) value on the OR gate is neither stable, nor sensitizing at

the time of the capture event. However, the path input transition still propagates to the

path output.

The key problem with PDF based ATPG is the size of the test set, and resulting test

application time, which grows dramatically faster with increase in circuit size compared

to stuck-at tests. Also, if numerous random delays from process variability in a circuit

are to be reliably tested then the PDF tests must be robust [70]. This means that the

PDF test for a target path that is faulty (unacceptably slow) should not be potentially

invalidated because of additional delays occurring in some other path that converges

with the target path. It gives rise to an invalidating hazard at the observed output

on the capture clock edge. Robust PDF tests ensure a reliable test for the target path

irrespective of other delays in the circuit. Unfortunately, it has long been known that no

robust PDF tests exist for many paths in a large circuit. Therefore, both robust [40] and

non-robust [70] PDF test generation are widely supported by commercial ATPG tools

[48, 49]. Due to above stated issues, path delay tests have been adopted in practice only

to a very limited extent.

2.1.4 Segment delay fault based ATPG

It has been observed that most of the paths in a circuit are sensitizable neither through

robust nor non-robust test generation criteria. A segment delay fault model tries to

bridge the fundamental issues of testing a complete path by structurally choosing a

segment of a path such that it can be covered by relaxing the robust or non-robust

sensitization criteria. Segment delay fault model [41] is discussed earlier in Section 1.4.4

which clearly represents a better option than TDF and PDF fault models. Now assume

a segment e-f-g-h as shown in Fig. 2.9 where the input cone and output cone represents

the fan-in and fan-out cone respectively. The test pattern generation is divided into three

phases: transition launching in A, fault excitation in B and fault effect propagation in C

as shown in above figure. Transition launching requires the first node e of segment e-f-g-h
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Figure 2.9: Test pattern generation for segment delay fault

to observe a transition with or without a hazard. This allows ATPG to choose robust

or non-robust or functional sensitizable path from PI to e of part A. Fault excitation

requires robust or non-robust transition propagation along the segment e-f-g-h while fault

effect propagation chooses the same sensitization criteria as used to sensitize the target

segment. ATPG can choose any path from h to PO of part C such that the propagation

conditions are more relaxed than single sensitization criteria used for path delay fault

based testing.

Choosing segment delay fault is potentially a good trade-off between TDF and PDF

models. Instead of targeting gross-delay defects, it is much better way to club a number

of gross-delay faults to make a segment and use various sensitization criteria similar to

TDF based testing. In comparison to PDF based ATPG where path coverage is signif-

icantly low in most of the complex circuits, identifying various testable segments with

varying length would potentially help in covering distributed timing defects. However,

covering randomly occurring defects, of small sizes which fall on timing-critical paths,

using segment based approach may miss many such small delay defects. The another

problem is, segment based ATPG does not aware of the longest paths during transition

launching and fault effect propagation while targeting segment fault. Hence, reasonable
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number of SDDs can not be covered efficiently using segment based ATPG.

2.1.5 As late as possible transition fault (ALAPTF) based ATPG

Figure 2.10: Test pattern generation for ALAPTF fault

In order to target segments through longest path during transition launching and

fault effect propagation, a new as late as possible transition fault (ALAPTF) [71] is

being introduced. Fig. 2.10 is similar to Fig. 2.9 except few changes are proposed to

cover most of the distributed defects more effectively. It can be seen that transition

observed by node e of segment e-f-g-h now can be sensitized using robust or non-robust

or functional criteria. However, the path chosen by ATPG for transition launching must

be longest so that if any small-timing defects exist then it must be covered by ALAPTF.

In short, the objective is to delay the transition seen by first node of a target segment such

that distributed timing defects accumulate over the path to show erroneous response. In

this approach, instead of using robust or non-robust test criteria, only robust criteria is

used for fault excitation. While the fault effect propagation uses all sensitization criteria

to allow transition to be propagated along the longest path starting from fault site and
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to be captured at PO.

ALAPTF model addresses the shortcomings of segment delay fault model by sensi-

tizing longest path for transition launching at the fault site and chooses longest robustly

testable segment to target small delay defects more effectively. In order to identify the

longest path, ALAPTF approach uses unit level gate delays to structurally decide the

longest path and that is potentially a reason that it is more effective than segment based

approach. However, for nanometer technology nodes, identifying longest paths based of

unit delay model is not justified as interconnect delays are getting dominant over gate

delays for few paths. Hence, it can be concluded that ALAPTF may be better approach

than using segment based delay testing, however, it has a major shortcoming of not

sensitizing the real long paths for fault detection.

2.1.6 N-detect transition fault based ATPG

Figure 2.11: N-detect transition fault based ATPG: logical view

In conventional TDF based ATPG, if a fault is detected through a test pattern then

it is necessarily dropped from the target fault list so that ATPG makes effort in targeting

rest of the faults. However, in N-detect ATPG [72, 73], the fault is not dropped from the

target fault list until it is being detected N times through different ATPG test sequences.

In order to explain this at circuit level, we have used Fig. 2.11. The circuit consists of

four gates, three primary inputs (IN1 to IN3) and two primary outputs (OUT1 and



Chapter 2. Previous Work 51

OUT2). Now assume that node A has to be tested for slow-to-rise transition fault and

ATPG is programed not to drop the fault until it is being detected 3 times. The fault at

node A can be detected through three different paths namely Path1, Path2 and Path3

respectively. Even though the longest timing path is Path2, however, it is not guaranteed

that ATPG would choose the longest timing path, out of three chances, to excite and

propagate the fault effect. This is due to the fact that it does not uses circuit-level timing

information while propagating the transition along the target path.

N-detect ATPG can be static in nature as studied in [72] where authors have a unique

chip fallout of approximate 3.8% over basic stuck-at, bridge and functional tests on Intel

Pentium 4 processors. However, static N-detect ATPG can not detect at-speed timing

defects as transition launch and capture must be done at functional frequency. Later,

authors of [73, 74] have discussed the effectiveness of N-detect transition delay fault

based ATPG. Several major shortcomings of using N-detect ATPG are: a) its effort in

detecting same fault N times which makes in expensive in ATPG runtime and pattern

volume, b) no guarantee that the fault is sensitized through the longest testable path

as it does not uses circuit-level timing information, and c) no small-delay defect (SDD)

coverage metric to claim defect free circuit. In short, if a set of distributed small timing

defects are need to be covered then it is essentially required to first identify real timing-

critical paths. This can be done either using enhanced ATPG algorithm which can read

circuit-level timing information or use same timing analysis approach to identify a set of

long paths that can potentially fail under spatial or temporal variations on chip.

2.1.7 Timing-aware ATPG

To ensure detection of small delay defects, TDF test generation can be made “timing-

aware” such that each target TDF fault is possibly propagated along the longest sen-

sitizable path of a circuit. We have used the same circuit, of Fig. 2.11, to explain the

test generation steps of timing-aware ATPG which now uses gate delays as shown in Fig.

2.12. For the sake of clarity, interconnect delays are ignored while path delay estimation.

Assume that a node A needs to be tested for slow-to-rise fault and there are three paths
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Figure 2.12: Timing Aware (TA) ATPG: logical view

available to ATPG for fault propagation namely Path1, Path2 and Path3 respectively.

It can be seen that Path2 is longest with absolute delay of 9.5ps while rest of two paths

Path1 and Path3 have delays of 8ps and 6.5ps respectively. TA-ATPG would first try

to sensitize the fault through Path2 and in case it is unsuccessful, would then try to

sensitize the fault through Path1 and so on until a user-defined fault dropping criteria

is not reached. TA-ATPG maximizes the SDD detection chances, however, it signifi-

cantly increases the test set size and test generation time because of ATPG’s ability

to use circuit-level timing information while sensitizing the longest path. The increase

in test cost has been a limiting factor to the adoption of timing-aware TDF tests [47],

although this is expected to change as more number of SDDs are encountered in FinFET

technology.

So far we learn that timing-aware ATPG reads timing information from a Standard

Delay Format (SDF) file and tries to generate patterns that detect transition faults using

the longest sensitizable path. Now lets discuss few important terms that would influence

the TA-ATPG’s outcome. Slack is equal to the setup margin between the path delay

or path arrival time and functional clock period. Slack of a target path represents the

smallest delay defect that can be detected by applying timing-aware ATPG generated

pattern. Fig. 2.13 illustrates slack calculations of various paths which are classified as

longest, medium and shortest. Assume there are three paths that can detect a same
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Figure 2.13: Timing slack of various paths (example only, not to scale at specified tech-

nology node

target fault. The paths are having 9.5ns, 7.5ns and 7.0ns delay, respectively. The clock

period is 10ns and slacks for the paths are calculated as 0.5ns, 2.5ns and 3ns, respectively.

For the longest path, which has a 0.5ns slack, the smallest delay defect can be detected

is 0.5ns. Similarly for the path with 2.5ns, the smallest detectable delay defect is 2.5ns.

You can detect smaller delay defects by using a path with least slack. Any path that

is longer than the clock period is a false path which functionally does not require any

timing constraints.

Delay test coverage

ATPG effectiveness is generally measured using defect coverage metric called Delay Test

Coverage (DTC). It determines the quality of the test patterns in terms of ATPG’s

ability in sensitizing longer or longest path while fault detection. The delay test coverage

is automatically included in the ATPG statistics report when timing-aware ATPG mode

is enabled. DTC (in percentage) for a specified fault can be defined as,

Delay Test Coverage =
Longest Testable Path Delay

Structural Longest Path Delay
× 100 (2.1)
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Using the path example as discussed in Fig. 2.13, if ATPG uses path R2 then the delay

test coverage is calculated as: 7.5ns / 9.5ns x 100 = 79%. If ATPG used the longest

path (R1), then the delay test coverage would be 100%. Undetected faults have a delay

test coverage of 0%. DI faults (Detected by Implication) have a delay test coverage of

100%. Chip-level delay test coverage is calculated by averaging the delay test coverage

values for all faults which are timing critical.

Timing-critical transition faults

Timing critical faults are those transition faults which fall along timing critical paths or

long paths. Unlike PDF based testing, a transition fault can tested along a longer path if

not testable through longest path. This gives TA-ATPG an opportunity to find multiple

long paths, based on the circuit-level timing information, to sensitize the target critical

fault. As the timing information is available to ATPG, it can isolate a set of transition

faults into two category, one is timing critical and another is non-timing critical based

on the following condition,
Tfunc − PDs

f

Tfunc
< λ (2.2)

PDs
f is the longest path delay through a transition fault f and Tfunc is the functional

clock period at which fault f need to be targeted at-speed. The user-defined parameter

λ is a real number between 0 and 1. If any fault follows the condition mentioned in Eqn.

2.2 then it must be categorized as timing critical transition fault which is suppose to be

targeted by timing-aware ATPG while rest of the faults would be covered by conventional

ATPG. For example, assume there are two faults (F1 and F2) with static longest path

delay of 8.5ns and 9.5ns respectively. The clock period is 10 ns, and if we specify λ = 0.1

then F2 would be selected (with calculated value of 0.05) and F1 would not (calculated

value of 0.15). In this thesis, all TA-ATPG oriented experiments use a value of λ =

0.2, however, it is not hard-coded and user can pick any value based on the test pattern

volume or test quality.
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Fault dropping criterion

Once a set of timing-critical transition faults exists then TA-ATPG can be invoked to

generate timing tests, however, it would not be straight forward. Now assume a case

where a timing critical transition fault lies along four paths with path delay of 9.5ns,

8.5ns, 7.5ns and 6.5ns respectively. As we discussed earlier, TA-ATPG would first try to

sensitize the fault through 9.5ns path and then rest of the paths sequentially. This would

start limiting the TA-ATPG performance in terms of algorithm runtime and certainly

we need to limit the TA-ATPG to drop the fault from the list if it goes beyond a user-

defined fault dropping criteria. In dropping based on slack margin (DSM), a fault is

being dropped and categorized as undetected if it satisfies the below condition:

Ta − Tms

Ta
> δ (2.3)

where Ta is the slack used by the ATPG for fault sensitization and Tms is the minimum

slack as estimated structurally with respect to clock period. δ is a user-defined real

number between 0 and 1. For TA-ATPG, δ = 1 is equivalent to traditional fault dropping

criteria while δ = 0 invoke deterministic test generator which covers faults sensitized only

through longest paths. In this thesis, all TA-ATPG oriented experiments use a value of

δ = 0.5 which is suppose to be optimum as published and explained in [47, 75].

Timing-aware ATPG versus Traditional ATPG

In recent years, many work have been published [47, 75–77] which compares TA-ATPG

and conventional ATPG results. In this thesis, an industrial design is chosen to compare

the results in three dimensions: pattern volume, delay test coverage, and ATPG runtime.

The circuit has following characteristics:

• Deign size: 2.67 million gates

• Number of flip-flops: 75,243

• Functional clock frequency: 1.8GHz
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Table 2.1: Testcase to compare TA-ATPG and Traditional ATPG results

ATPG Pattern Transition Delay Test CPU Memory

Runs Count Coverage Coverage Runtime Requirement

Trad. ATPG (1 detect) 12079 98.17 55.67 9889 20GB

Trad. ATPG (7 detect) 24987 98.17 60.34 27013 20GB

TA ATPG (δ = 1) 14508 98.16 75.34 37345 80GB

TA ATPG (δ = 0.5) 35415 98.16 89.67 129735 110GB

TA ATPG (δ = 0) 95767 98.17 92.31 220123 140GB

• Number of clock domains: 2 [both asynchronous clocks are generated using on-chip

PLL, one is locking at 1.8GHz and another is locking at 600MHz]

• 402 seconds to read the SDF file that has 12,678,213 lines, generated at worst PVT

corner

Table 2.1 compares the timing-aware ATPG and conventional ATPG results on the

circuit whose characteristics mentioned above. We choose to run five different ATPG

runs which are shown in column 1 of the above table. The first two runs invoke traditional

ATPG with 1 and 7 transition fault detection mode respectively. The last three runs

invoke timing-aware ATPG with DSM criteria, δ, of 1, 0.5 and 0 respectively with timing-

critical transition delay fault parameter λ = 0.2. For ease of use, lets call row 2 to row 6 of

column 1 as ATPG1 to ATPG5 respectively. In the experiment, we ensure that whether

we use traditional or TA-ATPG approach, the transition fault detection coverage should

remain the same which can be seen in column 3. The delay test coverage is also reported

for traditional ATPG approaches and can be observe that even the conventional technique

covers the timing-critical transition faults through mid-size paths. The N-detect ATPG

(ATPG2) additionally improves the DTC by 4.7% by generating approximate 2 times

more patterns and consuming 2.7 times the ATPG runtime of conventional ATPG. The

ATPG3 which uses conventional fault dropping criteria increases the DTC by 19.7%

with merely 1.2 times the pattern volume of ATPG1, however, runtime blows to 3.7
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times which is expensive. Similarly, ATPG4 and ATPG5 get even more expensive in

pattern volume (which is 3 times and 8 times more than ATPG1) and ATPG runtime

with reasonably good SDD coverage. In short, timing-aware ATPG is expensive even if

a limited set of transition faults are targeted through it. Below is the list of timing-aware

ATPG limitations,

1. Circuit-level timing information is parsed through SDF [57] files which is typically

generated using static timing analyzer [52, 55, 58]. Due to the pessimistic behavior

of STA while estimating worst-case path delays, it inherits into ATPG analysis

as well. The additional timing-critical paths added due to pessimistic behavior

severely impacts the ATPG analysis in terms of pattern volume, runtime, and

sometime SDD coverage as well.

2. The transition test coverage of TA-ATPG may be lower than traditional ATPG.

This is because timing-aware ATPG tries to detect a fault with a longer path, and

it is more likely to hit the abort limit before being detected.

3. ATPG run time for timing-aware is about eight times slower [48, 49] than the

normal transition fault ATPG. However, it depends on the circuit complexity which

may gets even worse.

4. A large combinational loop may slow down the analysis to calculate the static slack.

It also makes the actual delay analysis less accurate.

5. False and multi-cycle paths are defined by synopsis design constraint (SDC) files.

SDC usually adds more constraints to ATPG while pattern generation which start

impacting ATPG runtime. The slack for false and multi-cycle paths is rounded to

zero, and the delay test coverage is 0% as well.

6. If the compressor and decompressor hardware logic are used on chip then TA-ATPG

slows down the pattern re-ordering which is optimized for test coverage.
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2.2 Small Delay Defect Detection Methodology

So far we have discussed various standalone approaches of targeting small delay defects

in the circuit. This section includes test techniques which are close to our proposed

test methodology and need to be examined for pros and cons. Once the prior published

methodologies [1, 2] are covered in next two sub-sections, we will conclude this section

to re-define the objective of SDD detection more effectively with enhanced efficiency

in pattern generation. The problem of targeting SDDs can be solved by either using

standalone circuit-level timing information first and then use the extracted intermediate

information to guide traditional ATPG for pattern generation or using timing-aware

ATPG techniques which are fully supported by the majority of CAD tool vendors.

2.2.1 Prior Test Methodology 1 [1]

Methodology 1 is proposed in 2006 by Ahmed et al. [1] which presented a technique of pre-

processing slack information associated with each flip-flop to generate cell constraints.

By doing this, it can guide existing timing-unaware ATPG tool to behave as slack-based

ATPG tool. A complete flow diagram of methodology 1 is shown in Fig. 2.14 which

broadly covered in five steps, namely step1 to step5. It begins with using commercially

available STA tool which helps in identifying top timing-critical paths and also identifies

a set of flip-flops which act as an observation point or end-points for these critical paths.

Obviously, there would be a list of overlapping flops which can also behave as end-points

for intermediate or short paths as well. In order to avoid intermediate paths and short

paths under step1, Tool 1 is utilized to generate static cell constraints during shift in

such a way that ATPG tool never excite the fault through intermediate or short paths.

Tool 1 not only helps in generating ATPG cell constraints, however, it also identifies the

list of timing-critical transition faults and corresponding path delay faults (equivalent to

long paths identified by STA).

In step 2, the PDF faults are targeted by path-based ATPG and it is worth to remind

that it would not result in significant path coverage as discussed earlier in Sub-sections
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Figure 2.14: Automation flow of methodology 1 [1]

1.4.3 and 2.1.3. The generated path-based ATPG patterns are fault simulated with TDF

faults as isolated by Tool 1. A final list of undetected TDF faults are exposed to timing-

unaware ATPG enabled with 15 detect to generate patterns. It must be remembered, as

discussed earlier in Sub-section 2.1.6, that 15-detect ATPG usually results in 3-4 times

more pattern volume as compared to traditional ATPG approach. It also results in few

more paths being exercised through intermediate paths which must be screened out.

Step 3 calls for an another tool, Tool 2 which can perform the path delay distribution

analysis, followed by masking end-points which sensitize the intermediate paths. Tool

2 helps in pattern re-ordering to maximize fault coverage and fault grade with a set of

patterns which maximizes the SDD coverage. Below is the list of major shortcomings

that can be considered to make it more effective and efficient,

1. Generating least slack information per scanable flip-flop is overhead for STA tool,

additionally, generating static cell constraints during shift can only be achieved

effectively if the circuit size is small.



Chapter 2. Previous Work 60

2. Adding cell constraints to ATPG in order to avoid short or intermediate paths

usually results in increased ATPG runtime and pattern volume with lower test

coverage.

3. Pattern re-ordering technique for smaller circuits which do not use on-chip compres-

sor/decompressor logic usually works well. However, with many cell constraints in

the presence of on-chip compressor/decompressor logic results in lower test cover-

age. This certainly results in increased overall runtime during pattern re-ordering

or fault-grading.

2.2.2 Prior Test Methodology 2 [2]

Methodology 2 is proposed in 2009 by Goel et al. [2] for generating timing-aware tran-

sition fault patterns that target small delay defects. It uses timing-aware ATPG to

cover a subset of transition faults while rest of them would be targeted using traditional

ATPG approach. Fig. 2.15 shows an outline of Approach 1 and Approach 2 dedicated

to improve SDD coverage and reduce pattern volume respectively. In Approach 1, the

conventional transition fault based ATPG patterns are generated and then ATPG mode

is changed to “timing-aware fault simulation mode”. As discussed in Sub-section 2.1.7,

user defined parameters (λ and δ) are suitably defined before using fault grading tech-

nique with existing set of traditional ATPG patterns. After fault simulation, undetected

timing-critical transition faults are isolated and TA-ATPG is invoked to generate high

quality test patterns by using DSM criteria, δ, close to 0. Now, the top-off SDD patterns

must be used along with traditional TDF pattern sets to claim TDF coverage and delay

test coverage. This approach typically results in improved DTC coverage at an expense

of additional patterns added by TA-ATPG which is categorized as top-off SDD patterns.

One of the problem with this approach is, a specified timing critical transition fault may

be multiply detected by conventional ATPG pattern through shorter path first and then

the TA-ATPG generated SDD pattern through longer(or longest) path. This results in

additional patterns which are really not required and generated SDD patterns can be
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Figure 2.15: Automation flow of methodology 2 [2]

fault simulated to cover many traditional TDFs.

The Approach 2 is similar to Approach 1 except a fact that timing-critical and non-

timing critical faults are isolated earlier in the flow diagram shown in Fig. 2.15b. It can

be seen that top-off SDD patterns are fault graded with non-timing critical faults first

and then conventional ATPG is used to generate final set of TDF-based ATPG patterns

which is shown as “Top-off TDF patterns”. In short, the Methodology 2 outlines a

standard approach of using TA-ATPG much more effectively, however, there is a list of

short-comings which must be discussed and treated as possible enhancements:

1. Methodology 2 must explore the opportunity to use path-based ATPG, as adopted

in Methodology 1, before opting for TA-ATPG for targeting timing-critical transi-

tion faults. It is worth to remember that TA-ATPG is very expensive in runtime

and pattern volume.
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2. It is important to measure the correlation between circuit-level timing informa-

tion provided by static timing analyzer (in the form of SDF files) with respect to

more accurate dynamic timing simulation results. In general, STA is pessimistic

in estimating worst-case path delays and it is expected that it would add ad-

ditional paths as “timing-critical” which would eventually add more number of

timing-critical transition faults. This would certainly over-burden the TA-ATPG

for pattern generation as well as claiming SDD coverage.

This chapter has discussed the merits and demerits of two closest prior published test

methodologies to target distributed delay defects. Along with inefficiency of conventional

test approaches in pattern generation and runtime. In order to minimize the shortcom-

ings of traditional test approaches, next chapter introduces a test methodology [4] to

cover SDDs more efficiently to reduce pattern volume and ATPG runtime.

Next chapter also discusses the modification in conventional SDD metric definition to

improve confidence in covering small timing defects.

− ∗ − ∗ −



Chapter 3

A New Test Methodology to Target

Small Delay Defects

3.1 Introduction

Timing tests that screen ICs for small delay defects (SDDs) have been of interest for over

a decade [1, 2, 43, 44]. SDDs are assumed to add a small localized delay to a switching

transition at the output of the target gate due to the defect. The primary sources of

SDDs in earlier technologies were believed to be resistive vias and interconnects, and also

gate oxide breakdown. However, the introduction of FinFET transistors at the 22nm

node by Intel, and most other foundries at 16/14nm, has given rise to a new type of

physical defect in ICs - the broken fin defect. In a FinFET, the conducting channel is

in the thin vertical fin which makes the device three dimensional (3D). Increasing the

drive strength of the transistor (equivalent of increasing device width W of a traditional

planar transistor) requires increasing the height (H) of the fin. However, this is not very

practical from a manufacturing perspective.

For structural strength, FinFET transistors are fabricated with a fixed and relatively

small fin height [45]. Multiple FinFETs of this fixed size are connected in parallel to

achieve the desired drive strength of a gate [46]. Thus, a single broken fin does not gener-

ally result in catastrophic failure of the circuit. Only the gate drive strength is degraded,

63
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causing an increase in gate delay. For example, the loss of a single FinFET out of three

parallel FinFETs driving the output of an inverter would increase the driving resistance

and gate delay by approximately 50%. This would manifest as a small delay defect

(SDD). Logic circuits designed in emerging gate all around (GAA) transistor technology,

for 7nm and beyond, are also expected to display similar SDDs from transistor failures.

This is a key reason for the increased focus on timing-aware TDF [47] test generation in

industry.

The Transition Delay Fault (TDF) model targets slow-to-rise and slow-to-fall delay

faults at a gate output. The traditional TDF model [39] is timing-unaware, and therefore

only guarantees detection of a target fault if the extra delay due to the defect is “gross”

- large enough to overcome any circuit timing slack. To ensure detection of small delay

defects, TDF test generation can be made “timing-aware” such that each target TDF

fault is detected using the longest sensitizable path to a circuit output. While this

maximizes SDD detection, it also increases test set size, and significantly increases test

generation cost because of the need for ATPG to work with circuit timing information.

The increase in test cost has been a limiting factor to the adoption of timing-aware TDF

tests [47] so far, although this is expected to change if, as expected, more SDDs are

encountered as FinFET technology is widely adopted.

In first part of the thesis, we present a new test generation methodology for timing-

aware TDF tests that for the first-time exploits Path Delay Fault (PDF) test generation

to obtain tests for the targeted faults more efficiently, thereby reducing test generation

effort. Additionally, the resulting timing-aware TDF test set is more compact and per-

forms better over commonly used delay test coverage metrics. The results presented in

this paper using industrial commercial tools on benchmark circuits show that the tests

generated by the proposed approach achieves, on average, 12.5% and 35% reduction in

pattern volume and runtime. It also gives 5% higher delay weighted test coverage in

comparison to traditional TA-ATPG. The rest of this chapter is organized as follows.

Section 3.2 discusses the basics of path delay and transition timing tests to develop

the background and motivation. Section 3.3 presents an overview of the adopted new
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approach. Section 3.4 describes the proposed methodology in detail and Section 3.5 val-

idates the effectiveness of the proposed methodology on IWLS, ITC’99 and ISCAS’89

benchmark circuits. The last section concludes the chapter.

3.2 Background and Prior Work

Timing tests are two pattern tests [78, 79] that propagate switching transitions through

the circuit and check if all outputs stabilize within the required clock period. Arguably,

ideal timing tests are PDF tests that propagate transitions along individually targeted

circuit paths to evaluate the timing of the complete path from an input to output.

Such tests can detect delay defects at individual circuit nodes, as well as timing failures

caused by an accumulation of extra delays that may be distributed among the gates and

interconnections along the path. The distributed timing delays, from random process

variations, are becoming an increasing concern at advanced technology nodes and it

ideally require the use of PDF tests.

There are several practical issues that have greatly limited the adoption of PDF

testing [64–68]. A key problem is the size of the test set, and resulting test application

time, which grows dramatically faster with increase in circuit size compared to stuck-at

tests. Also, if numerous random delays from process variability in a circuit are to be

reliably tested, the PDF tests must be robust [70]. This means that the PDF test for

a target path that is faulty (unacceptably slow) should not be potentially invalidated

because of additional delays occurring in some other path that converges with the target

path. It gives rise to an invalidating hazard at the observed output on the capture

clock edge. Robust PDF tests ensure a reliable test for the target path irrespective of

other delays in the circuit. Unfortunately, it has long been known that no robust PDF

tests exist for many paths in a large circuit. Therefore, both robust [40] and non-robust

[70] PDF test generation are widely supported by commercial ATPG tools [80]. Due to

above stated issues, path delay tests have been adopted in practice only to a very limited

extent.
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It is the transition delay fault (TDF) that is commonly used today to enhance stuck-

at tests in structural (scan based) testing of modern designs. In contrast to path delay

tests, TDF tests target localized “lumped” delay faults at the circuit nodes. Faults that

cause a node to become slow-to-rise or slow-to-fall are modeled as two separate and

independently occurring faults by the TDF fault model. High coverage TDF tests aim

to cover all such faults in the circuit. Note that just as in stuck-at fault testing, it is the

individual nodes in the circuit that are targeted by TDF tests. Therefore, the growth in

the TDF test set with increasing circuit size is similar to that for stuck-at tests - the size

of the TDF test set is typically about 3-5 times the size of the stuck-at test set. This is

orders of magnitude smaller than PDF test set for a large circuit which makes TDF tests

much more attractive. Also, distributed delays from random process variations, which

are much better detected by PDF tests, are still mostly handled with timing margins.

The primary target of timing tests are manufacturing defects which typically cause

isolated and localized delays at some circuit nodes. These can be effectively targeted by

TDF tests. However, a serious drawback of traditional TDF tests is that they are gen-

erated based only on the logical analysis of the circuit netlist, without any consideration

of circuit timing. Consequently, such TDF tests will only detect a targeted delay fault in

practice if the extra delay from the defect exceeds the timing slack (margin) in the path

along which the transition is propagated to a circuit output. Smaller delay defects are

absorbed in the timing slack and remain undetectable at the output on the capture clock

edge. This problem is accentuated by the fact that for ease of test generation, ATPG

programs often tend to use short and intermediate paths with relatively large slacks to

detect the target TDFs. As a result, many small or even medium delay defects at a node

can remain undetected in practice, even though the node is theoretically covered by the

TDF test.

To maximize detection of such small delay defects (SDDs), “timing-aware” TDF test

generation has been introduced in the past decade [75, 81, 82]. Timing aware tests

target each TDF fault using the longest sensitizable path to a circuit output. This

minimizes timing slack and causes smaller delay defects to exceed the clock period and
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thus be detected. However, timing-aware tests require the ATPG to work with gate and

interconnect timing information which greatly increases test generation time and cost.

Given the increasing concern over gate drive strength degradation in FinFET designs,

there is strong motivation for developing methods that more efficiently generate timing

aware TDF tests.

In this thesis, we present such a methodology that for the first time exploits PDF test

generation for the long paths to generate tests for many of the targeted timing-aware

TDF tests. This not only saves test generation time, but because multiple TDFs along a

path are detected by a single two-pattern test, also yields a more compact timing-aware

TDF test set that can save test application time. Additionally, some of the target TDFs

are detected through longer paths with lesser slack which enable the detection of smaller

delay defects. However, not all transition delay faults can be covered by PDF tests

along long paths. These remaining TDFs, not covered by the proposed PDF based test

generation approach, are targeted using conventional TDF test generation to maximize

test coverage.

3.3 Overview of the Proposed Approach

Any physical path that consists of gates and interconnects can be defined as an ordered

set of intermediate nodes {g0, g1, g2, ..... gL−1} on a path p with length L. Let p:a0→a,0
denotes the path delay fault that corresponds to the structural path p sensitized by

applying a transition initialized to a0 = 0 (rising transition at input) or 1 (falling tran-

sition). To cover distributed delay defects along a target path, a transition a0→a,0 at g0

(launch event) should be propagated along the path to the last node gL−1 and must be

captured at a scan cell or primary output. The transition seen at any node gi, where 0 <

i < L, with respect to g0 depends on the inverting gates present in the sub-path between

g0 and gi. Different types of PDF tests require the transition to propagate along the

identified target path using robust [40, 70] and non-robust test [70] criteria. The path

delay tests, in particular robust PDF tests, are theoretically the most effective circuit
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timing tests, whereas their application to complex circuits is not very practical. Conse-

quently transition delay fault tests (including timing aware TDF tests) are widely used

in practice. TDF test generation programs are node oriented rather than path oriented,

since they target slow transitions at individual circuit nodes.

In this work, we show that PDF tests can be used efficiently to detect all the transi-

tion delay faults that fall along the same path with a single two pattern set. Thus PDF

tests can be exploited to improve timing-aware TDF test generation resulting in a more

compact test set with better coverage for small-delay defects. This section explains how

the test for a path delay fault covers a set of transition delay faults and with appropriate

timing-aware detection coverage. A complete description of our test generation method-

ology is presented in the next section. Consider the path shown in Fig. 3.1 which may be

the part of a bigger circuit. The circuit nodes are marked as a, b, c, d, e, f, g, h, i, j, k, l,

m. Each node is considered to be affected by gross-delay defect which is associated with

two transition faults: a slow-to-rise and a slow-to-fall fault. A set of nodes a-c-f-g-j-k-m

in Fig. 3.1 constitute a path p1. Nodes a and b in this example are equivalent as they

belong to primary inputs of the first gate of path p1. The target path is highlighted in

Figure 3.1: Transition delay faults covered by PDF based test

Fig. 3.1 which traverses through the set of nodes as shown inside the rectangular square

boxes. Now assume that there exist scan-based tests through path p1 to target respective

path delay faults. For rising and falling transitions, PDFs of path p1 can be written as

p1:0→1 and p1:1→0 respectively. Let T0(n) and T1(n) denote the transition faults for

slow-to-rise and slow-to-fall at a node n. By implication, PDF test for rising transition

inherently covers a set of TDFs T0(a), T0(c), T0(f), T0(g), T0(j), T1(k), T1(m) and for
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falling transition, it covers T1(a), T1(c), T1(f), T1(g), T1(j), T0(k), T0(m). It can be

observed that gross-delay defects (TDFs) associated with rising and falling transition at

any node that fall along the path p1 can be detected by path delay tests i.e. p1:0→1 and

p1:1→0. The PDF tests, generated for a set of identified long paths, can be used to detect

an ordered set of TDFs simultaneously along the specified long path in a timing aware

manner. Note that a single PDF test can only target half of the TDFs at intermediate

nodes that fall on the target path.

Definition 1: Speed-limiting transition delay fault (S-TDF) is defined as an ordered

set of transition faults that lie along an identified long path.

In this work, long paths are associated with a set of high timing variability paths [3]

that may become speed-limiting on silicon under statistical process variations and aging.

The core objective is to generalize the target list of S-TDFs beyond the traditionally

targeted timing-aware TDFs. It is important to note that the circuit timing commonly

used by the timing-aware ATPG is generated at a specified process-voltage-temperature

(PVT) condition using static timing analysis (STA). Usually, the chosen PVT condition

is the worst case corner as it is expected to cover all the long paths that may become

timing-critical on silicon. However, process variations and aging can degrade additional

paths to criticality as studied in [3, 5]. Apart from S-TDFs, the remaining non-timing

critical TDFs must be classified as non S-TDFs.

For any circuit C, assume that total number of TDFs, S-TDFs and non S-TDFs are

denoted as TDF(C), STDF(C), nonSTDF(C) respectively. Then, we can easily write

STDF(C) ⊂ TDF(C) and nonSTDF(C) ⊂ TDF(C) such that,

TDF (C) = STDF (C) + nonSTDF (C) (3.1)

Broadly, the total number of transition faults can be sub-divided into S-TDFs and

non S-TDFs. For S-TDF classification in the example circuit shown in Fig. 3.1, assume

that path p1 that traverses through nodes a-c-f-g-j-k-m is timing-critical. If the number

of nodes in example circuit is 13 then the total number of TDFs in this circuit is 2 x 13,
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whereas the number of S-TDFs is 2 x 8 (that lie on the path p1 where node a and b are

equivalent) and number of non S-TDFs is 2 x 5. The novelty of the proposed approach

is that it first targets the path delay faults which are associated with an ordered set of

identified long paths. Thereafter, it translates detected and undetected PDFs into detected

and undetected S-TDFs along the target path respectively.

It is important to define the conditions under which, an S-TDF can be classified

detected along the longest paths as required by PDF based test generation. Let ST0(gi)

and ST1(gi) denote slow-to-rise and slow-to-fall speed-limiting transition delay faults at

a node gi which belongs to an ordered set of nodes {g0, g1, g2, ..... gL−1} on a path

p with length L, where 0 ≤ i < L. There exists another path q which consists of an

ordered set of nodes {h0, h1,...hi−1, gi, hi+1,.....,hM−1} with length M, where 0 ≤ i < M.

Lets assume that node gi is common for paths p and q such that 0 ≤ i < Max{L, M }.

ST0(gi) and ST1(gi) are considered to be detected using the proposed approach if they

fulfill any of the following criterion (S-TDF detection criterion):

1. If even number of inverting gates exist on the sub-path between g0 and gi then

ST0(gi) is detected if the PDF based test p:0→1 exists for the target path p.

Similarly, ST1(gi) is detected if the PDF based test p:1→0 exists for the path p.

The conditions would be inverted if odd number of inverting gates exist on the

sub-path between g0 and gi that lies on the path p.

2. Assume that even number of inverting gates exist on the sub-path between h0 and

gi such that ST0(gi) is undetected through the target path p. If there exists a PDF

based test q:0→1 such that the node gi falls over it and common node for both

the path p and q, then ST0(gi) is detected. Under the same conditions, ST1(gi) is

detected if the PDF based test q:1→0 exists for the target path q. The conditions

would be inverted if odd number of inverting gates exist on the sub-path between

h0 and gi that lies on the path q.

In order to generate high quality PDF tests, we have used functional broadside [81]

or launch-on-capture (LoC) transition test to avoid overtesting that may occur due to
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unrestricted scan-based pattern generation. Usually, scanable flops allow the circuit to

initialize in arbitrary state that may not be reachable during the functional operation.

Any transition test consists of two vectors <v1p1,v2p2> where v1p1 is used for initializ-

ing the circuit and v2p2 is to launch a transition to target a list of faults. For LoC, v1 is

shifted-in through scanable flip-flops while primary input vectors p1 and p2 are applied

in functional mode. The state v2 is circuit response (if it exists) by applying primary

and pseudo primary inputs p1 and v1 respectively. If state v1 is functionally reachable

then state v2 is guaranteed to be reachable.

We are aware of the fact that identifying functional valid states in complex designs

is NP hard problem, hence it is fair to start with practical and optimistic assumption

that the state v1 is always reachable. With this assumption, LoC can be used to target

an optimistic set of functional paths which may limit the circuit performance. This also

helps in avoiding test pattern generation for those paths where v2 is not reachable even

with an assumption that v1 is reachable. This finally results in obtaining high quality

path delay fault based test patterns.

Figure 3.2: Example circuit synthesized to operate at functional clock period of 10ns



Chapter 3. A New Test Methodology to Target Small Delay Defects 72

Now consider a circuit as shown in Fig. 3.2. The circuit has five primary inputs IN1

to IN5 and two primary outputs as OUT1 and OUT2 respectively. The gate delays

are shown in ns and all intermediate nodes are marked from a to r. The circuit (under

discussion) is synthesized to operate at functional clock period Tsys of 10ns. Lets assume

that any path whose setup slack is less than or equal to 2ns can be categorized as timing-

critical. The identified critical paths can be seen in Fig. 3.2 from p1 to p4. As discussed

earlier, total number of TDF in the above circuit is 18 and by using S-TDF definition, the

number of transition faults that lie along the paths p1 to p4 is 15 which are associated

with nodes a, b, c, d, e, h, j, k, l, m, n, o, p, q, and r respectively. However, path p4

does not have robust or non-robust PDF test and by using S-TDF detection criterion,

only node p falls under undetected S-TDF category. Whereas, TDFs associated with

nodes f, g, and i are non S-TDF as they did not fall along the identified long paths and

can be targeted using traditional ATPG.

3.4 The proposed methodology

This section outlines the proposed procedure for efficiently generating a compact and

effective test set for timing faults. The complete methodology is broadly divided into

three phases which are named as Pass1, Pass2 and Pass3 respectively. Pass1 is defined

to exploit PDF based test generation to not only generate timing tests for identified paths,

but it also helps in targeting a set of speed-limiting TDFs that can potentially results in

more compact tests and perform better on commonly used SDD coverage metric. Pass2

uses TA-ATPG to target undetected S-TDFs of Pass1 while Pass3 targets all remaining

faults using traditional timing-unaware ATPG.

3.4.1 PDF Based Test Generation to target S-TDFs (Pass1 )

Fig. 3.3 shows the flow chart that needs to be adopted for Pass1. It starts with identifying

Nc number of long paths of a circuit C by using a user-defined parameter for setup slack

margin. In this work, we have used the procedure presented in [3, 5] to identify a set of
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Figure 3.3: Flow chart of the proposed methodology: Pass1

high variability near timing-critical paths under statistical process variations and aging

which would be discussed further in Chapter 4 and 5 respectively. However, the proposed

methodology is not limited to some specific approach for identifying long paths. User

can choose any method to identify such paths which also include procedures that involve

statistical static timing analysis (SSTA) and SPICE simulations. We use the following

criterion based on the user-defined parameter λ (0 < λ ≤ 1)[47]. A path is considered to

be near timing critical if (Tsys - Tp)/Tsys ≤ λ. Tsys and Tp are the functional clock period

and longest path delay based on structural or statistical timing analysis respectively.

For example, assume that there are two paths (p1 and p2 ) with longest timing delays

of 7.5ns and 8.5ns respectively. The clock period is 10ns and λ assigned a user-defined

value of 0.2 then path p2 is selected and path p1 is dropped. After identifying long

paths (whose number is Nc), convert them into path delay faults whose count is 2xNc

for rising and falling transitions. The fault list consists of all PDFs associated with
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identified long paths. These faults are targeted by path-based ATPG using sensitization

criteria: robust [40, 70] and non-robust [70]. The faults which are excited under these

criterion can affect the performance of the circuit and collectively named as functional

irredundant faults.

In order to avoid over-testing due to unrestricted scan-based tests, we are strictly

using launch-on-capture (LoC) test scheme with an optimism that initializing vector

(of two vector set) state is always functionally reachable for a circuit. Once path-based

ATPG is finished, translate each PDF with an equivalent set of S-TDFs and classify them

under detected or undetected category based on the S-TDF detection criterion as

discussed in the previous section. It must be noticed that, the at-speed patterns are

generated to target path delay faults not the associated S-TDFs. We use TCL scripts to

filter detected and undetected S-TDFs using PDF detection information available at the

end of ATPG run. The output of Pass1 are the PDF based timing tests for detected path

delay faults and a filtered set of S-TDFs which are associated with undetected PDFs.

3.4.2 Timing-aware ATPG to Target S-TDFs (Pass2 )

Fig. 3.4 shows the flow chart that must be followed to cover remaining S-TDFs through

the longest testable paths. Pass2 starts with a set of undetected faults (S-TDFs) of

Pass1. PDF based test patterns generated from Pass1 are fault graded for the S-TDFs

(which are undetected in Pass1 ) by setting ATPG in timing-unaware fault simulation

mode. Fault grading will help in reducing the final pattern count and in proposed

procedure, it is used without much penalty on tool runtime. Now, filter the undetected

S-TDFs at the end of fault grading and the updated fault list of S-TDFs is to be targeted

by TA-ATPG. The only reason to use TA-ATPG is to offset the huge runtime of path-

based ATPG in testing a larger set of path delay faults in the circuit and lower test

coverage. A better approach is to use path-based ATPG for an extremely limited set of

identified PDFs and remaining can be targeted by TA-ATPG.

Next, TA-ATPG reads circuit timing generated at worse PVT corner and uses struc-

tural timing information to guide the excited faults through the longest testable paths.
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Figure 3.4: Flow chart of the proposed methodology: Pass2

However, using detection as the only criterion to drop the faults from fault list does

not meet the requirement of near timing-critical path definition. Usually, commercial

TA-ATPG [80] uses a fault dropping criteria, named as Dropping based on Slack Margin

(DSM) [47], to trade-off between test generation effort and test pattern quality. We use

the following fault dropping criterion based on the user-defined parameter δ (0 ≤ δ ≤

1)[47]. A fault is dropped from the fault list if (Ta - Tms)/Ta < δ. Ta is the setup slack

used by TA-ATPG for fault detection while Tms is the minimum setup slack calculated

using structural timing analysis with respect to functional clock period.

For example, assume that there are two faults f1 and f2 that must be excited through

longest path p1 and p2, each having a minimum setup slack of 1ns (Tms). However, TA-

ATPG chooses path p,1 and p,2 to detect above faults with a slack (Ta) of 2.1ns and 1.9ns

respectively. If δ is assigned a user-defined value of 0.5 then fault f2 is detected and

fault f1 is dropped. It is worth to point out that δ = 1 tends to match traditional fault
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dropping criteria. At the end of Pass2, TA-ATPG is able to detect a set of S-TDFs

through longest possible path and contribute significantly to improve SDD coverage. In

the experimental section, the reported DTC accounts for S-TDFs only and for transition

delay faults (which may include S-TDFs as well), traditional TDF coverage is reported.

3.4.3 Traditional ATPG to Target remaining Transition Faults

(Pass3 )

Figure 3.5: Flow chart of the proposed methodology: Pass3

Fig. 3.5 shows the last step to target undetected S-TDFs (from Pass1 and Pass2 ) and

non S-TDFs using traditional timing-unaware ATPG through any testable path. This

helps in relying on industry’s most prevalent fault model to target gross-delay defects.

The procedure starts with generating a fault list which consists of undetected S-TDFs

of Pass1 and Pass2 plus non S-TDFs (non-critical transition delay faults) of the circuit.

The PDF patterns (obtained in Pass1 ) and timing-aware TDF patterns (obtained in
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Pass2 ) are fault graded for remaining faults by setting the ATPG in timing-unaware

fault simulation mode. Filter the undetected faults at the end of fault grading pro-

cedure that must be targeted by classical TDF based ATPG for pattern generation.

Traditional timing-unaware ATPG ensures that no fault has been escaped untested dur-

ing the proposed multi-step procedure. The final pattern count consists of PDF based

timing tests from Pass1, timing-aware TDF patterns from Pass2 and traditional TDF

patterns from Pass3. In next section, we demonstrate the validity of our method for a

range of benchmark circuits and compare the delay test coverage, pattern volume, and

runtime of timing-aware ATPG with our new approach that effectively and efficiently

exploits PDF tests wherever possible.

3.5 Experimental Results and Discussion

This section demonstrates the effectiveness of our proposed methodology by validating

the experimental results on ITC’99, IWLS’2005 and ISCAS’89 benchmark circuits. The

twelve circuits shown in Table 3.1 are selected on the basis of varying path length distri-

bution and complexity. The benchmark circuits are synthesized using 28nm library to

target functional clock period (Tsys) of 1ns and highly optimized for area using Cadence

RTL compiler [83]. Total gate and flip-flop count of each benchmark circuit are shown

in column 2 and 3 of Table 3.1. The total number of uncollapsed set of transition delay

faults are shown in column 4. We have used a commercial ATPG tool FastScan [80] to

target classical TDFs and the corresponding test coverage is reported under column 5.

The benchmark netlists did not include any compression or decompression logic and

having an optimal chain length of 120 (scanable flip-flops per chain). User can choose

any chain length, however this may results in increased test time. A Launch-on-Capture

(LOC) based transition test is used during ATPG pattern generation. The pattern vol-

ume and ATPG tool runtime (in sec) are shown in column 6 and 7 respectively. Table

3.1 is included to verify the number of detected TDFs (which is a super set of S-TDFs

and non S-TDFs) and corresponding traditional test coverage, against the proposed



Chapter 3. A New Test Methodology to Target Small Delay Defects 78

Table 3.1: Characteristics of Benchmark Circuits and Traditional TDF Coverage

Traditional ATPG

Ckt. #Gates #Flops #TDF Cov. #Pat RTime

b15 1 3581 449 33618 91.3 877 15.5

b17 1 10942 1415 103366 94.96 963 41.4

b18 1 29963 3326 271908 93.68 996 184

b19 1 56919 6654 523474 95.39 1035 344.5

dma 9100 2200 106802 89 867 17.6

usb funct 6382 1766 68118 91.91 276 5.8

ethernet 21379 10545 305462 97.57 1915 76.5

mem ctrl 3286 1144 39414 91.07 643 10.1

vga lcd 33377 17102 488376 93.76 3211 187.4

s35932 3268 1728 45390 80.02 57 2.6

s38417 3886 1564 49604 92.77 224 4.6

s38584 5504 1451 60112 88.63 306 5.2

methodology. Even though, timing-aware ATPG results are the actual candidates for

comparison, we want to ensure that classical TDF coverage is not impacted while adopt-

ing the new procedure. All ATPG runs are executed on a host system using a pool

of state-of-the-art servers with at least two processors available at all times with 8GB

memory on Linux platform.

Table 3.2 shows the results of commercial TA-ATPG [80] where a set of timing-critical

transition faults [75] (TCF), delay test coverage (TrdDTC), traditional TDF coverage

(Cov.), pattern count (Pat) and tool runtime (RTime) are listed in respective columns.

During pattern generation using TA-ATPG, if any transition delay fault f which can be

propagated along a longest structural path p such that (Tsys - Tp)/Tsys is less than a

user-defined value λ then it can be categorized as timing-critical transition delay fault

(TCF). Tsys is the minimum functional clock period, Tp is the longest static path delay
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Table 3.2: Test Patterns and DTC Results for Timing-Aware ATPG

Timing-aware ATPG (λ=0.2,δ=0.5)

Ckt. #TCF TrdDTC Cov. #Pat RTime

b15 1 14133 83.93 91.3 1188 155

b17 1 44900 86.82 94.9 1329 409

b18 1 133108 84.15 93.65 1469 1721

b19 1 248333 85.44 95.36 1574 3082

dma 38107 82.82 89 1320 212

usb funct 6301 89.61 91.9 360 34

ethernet 47957 89.44 97.57 2339 979

mem ctrl 8236 84.63 91.07 837 110

vga lcd 185701 91.51 93.74 4908 2694

s35932 23111 79.67 80.02 1334 254

s38417 9201 87.77 92.77 287 33

s38584 3711 83.57 88.63 398 36

through fault f and λ is a user-defined real number (as explained in Sub-section 3.4.2)

between 0 to 1. The timing-critical TDF coverage is estimated using delay test coverage

(DTC) metric proposed in [47] and defined below:

DTC =

Nf∑
i=1

(
Lt

Lmax

)× 1

Nf

× 100 (3.2)

where Lt is the longest tested path used by the ATPG and Lmax is the longest testable

path through any fault f. Nf is the total number of faults considered while estimating

DTC. We used fault dropping based on slack margin (DSM) criteria while performing

experiments with different values of δ, however the most optimum results are obtained

using a value of 0.5. An optimal value of DSM is referred from [75] and a detailed

example is discussed in Sub-section 3.4.2 to understand the concept of fault dropping.
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If user sets a DSM value of 0 then ATPG starts targeting the faults through longest

testable path else it drops without exploring any other less critical alternate path. While

value of 1 allows ATPG to target faults through paths starting from timing-critical to

non timing-critical, which is equivalent to traditional fault dropping criteria.

In order to minimize the test pattern count, TA-ATPG usually targets a subset of

TDFs while minimizing the impact on delay test quality. To further reduce the pattern

count and run-time along with improving commonly used delay test coverage metric, we

proposed an approach that can be referred in previous section. The complete procedure

consists of sequential steps namely Pass1, Pass2 and Pass3 which inherently uses path-

based ATPG, TA-ATPG and traditional ATPG respectively. Table 3.3 shows the results

Table 3.3: PDF based Test Generation to Target Speed-Limiting Transition delay faults

PDF based ATPG (Pass1)

#Det. STDF

Ckt. Nc #PDF #STDF STDF det
p1 CovPDF

b15 1 337 674 13903 2302 21.7

b17 1 1107 2214 43557 8933 23.6

b18 1 2365 4730 132219 13942 12

b19 1 4579 9158 247169 45527 17

dma 1646 3292 37622 11232 38

usb funct 333 666 6207 1652 28.4

ethernet 967 1934 47782 7291 21.5

mem ctrl 527 1054 8154 1114 19.54

vga lcd 15560 31120 184326 42067 19.1

s35932 1918 3836 22028 20391 92.6

s38417 207 414 9080 2660 29.7

s38584 179 358 3449 1778 55.9
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obtained by targeting a limited set of PDFs of various benchmark circuits listed in

column 1. Nc is the number of identified longs paths, using the procedure presented in

[3, 5], that may become speed-limiting under statistical process variations and aging.

However, user can choose any approach for long path identification. The number of path

delay faults are shown under column 3 and the count is twice the number of long paths

(Nc) in a circuit to target both transitions (rise and fall). In Table 3.3, column 4 shows

the total number of S-TDFs translated from PDFs (as discussed in section 3.3) which

is approximately 25% of the total number of TDFs. The PDF coverage (CovPDF ) of

each benchmark circuit is shown under column 6. The benchmark circuit s35932 shows

exceptionally high PDF coverage (which is 92.6%) while b18 1 shows the modest 12%

PDF coverage.

We will show later in this chapter that high PDF coverage likely to improve the

pattern volume saving, overall run-time and a relatively better DTC in comparison to

TA-ATPG. At the end of Pass1, the detected PDF information generated by ATPG is

used to filter out equivalent detected S-TDFs and is shown for each circuit in column

5 as STDF det
p1 . It is worth to point out that initial fault list consists of only PDFs and

once ATPG run is completed, detected and undetected PDFs are translated into detected

and undetected S-TDFs respectively. The generated pattern count and tool run-time are

discussed later in this chapter.

Table 3.4 shows the effectiveness of TA-ATPG in targeting undetected S-TDFs of

Pass1 using circuit timing at worse PVT corner. Before using TA-ATPG to generate

patterns, we must choose to perform fault simulation using generated path-based ATPG

patterns of Pass1. Fault grading is recommended if the non-robust fault sensitization

criterion is used during PDF based test generation. After fault grading, the number of

detected S-TDFs can be seen in column 2 of Table 3.4 as STDF fg
p2 . The fault simula-

tion helps in detecting an additional approx 1.4% of total undetected S-TDFs of Pass1,

before being targeted by TA-ATPG. For example, lowest S-TDF detection (only 0.3%)

is reported for circuit b17 1 where 101 S-TDFs are detected out of 34624 (43557 - 8933)

faults.
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Table 3.4: Timing-aware ATPG to target undetected S-TDFs of Pass1

TA-ATPG with δ = 0.5 (Pass2)

#Det. STDF #Target #Det.

Circuit (Fault Grade) STDF STDF CovDTC

STDF fg
p2 STDF fl

p2 STDF det
p2

b15 1 48 11553 10753 87.6

b17 1 101 34523 33291 86.83

b18 1 641 117636 114040 86.6

b19 1 776 200866 196831 84.9

dma 89 26301 26296 87.14

usb funct 71 4484 4484 88.8

ethernet 482 40009 39960 91.5

mem ctrl 107 6933 6820 84.91

vga lcd 617 141642 141637 92

s35932 101 1536 1536 97.5

s38417 57 6363 6363 87.04

s38584 55 1616 1611 78.89

The remaining faults that must be targeted by TA-ATPG is shown as STDF fl
p2 under

column 3 of Table 3.4. As the target fault list already exists, we do not need to set any

criterion (user-defined value λ) to identify timing-critical transition delay faults [75].

However, a DSM criteria must be set for TA-ATPG to avoid considerable runtime and

high pattern volume. After running TA-ATPG, an approx. 98.5% S-TDFs are detected

by choosing a DSM criteria δ = 0.5 which is a most optimal value as suggested in [75]

and further validated through our set of experiments. The number of detected S-TDFs

is shown as STDF det
p2 in column 4. TA-ATPG able to find long paths for 100% S-TDFs

of circuits usb funct, s35932 and s38417 with an average delay test coverage (DTC)

of approx 91%. DTC of each circuit in listed as CovDTC in the last column of the
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Table 3.4. The number of patterns generated using TA-ATPG and tool runtime will be

discussed separately later in this paper.

Table 3.5: Traditional ATPG to target remaining faults

Traditional ATPG (Pass3)

#Det TDF #Target #Det Final

Circuit (Fault Grade) TDF TDF CovTDF TDF

TDF fg
p3 TDF fl

p3 TDF det
p3

b15 1 1031 19484 16559 85 91.3

b17 1 2101 58940 53730 91.2 94.96

b18 1 15007 128278 111093 86.6 93.68

b19 1 14109 266231 242099 90.9 95.39

dma 1399 67786 56038 82.7 89

usb funct 4039 57872 52361 90.5 91.91

ethernet 22306 235423 228000 96.8 97.57

mem ctrl 1205 30168 26648 88.3 91.07

vga lcd 11001 293054 262579 89.6 93.76

s35932 1998 21364 12295 57.6 80.02

s38417 2089 38435 34849 90.7 92.77

s38584 1955 54713 47878 87.5 88.63

The patterns generated in Pass1 and Pass2 are now fault simulated for all undetected

faults (of Pass1 and Pass2 ) and non-critical TDFs. The number of detected faults after

fault grading is shown as TDF fg
p3 in column 2 of Table 3.5. An approx. 5.5% of the

total number of classical TDFs are detected through fault simulation and remaining

undetected faults are classified under a new fault list whose count can be seen in column

3 as TDF fl
p3 . In our ATPG runs, fault grading and pattern generation are not separate

steps as we have used in-built TCL scripts to handle fault filtering and updating the

fault list on the fly. Once the ATPG pattern generation is complete, the number of
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detected faults and TDF coverage with respect to target faults (TDF fl
p3) are shown as

TDF det
p3 and CovTDF in column 4 and 5 respectively. Now, the overall TDF test coverage

(FinalTDF ) is calculated as,

(STDF det
p1 + STDF fg

p2 + STDF det
p2 + TDF fg

p3 + TDF det
p3

#Total number of TDFs
(3.3)

where STDF det
p1 , STDF det

p2 and TDF det
p3 are the number of faults detected by path-

based ATPG, TA-ATPG and traditional ATPG in Pass1, Pass2 and Pass3 respectively.

STDF fg
p2 and TDF fg

p3 are those faults which are detected via fault-simulations using

scan-based patterns of Pass1 and Pass2. Estimating the TDF coverage at the end of our

three step procedure is an important step to confirm that no transition fault is escaped

during the whole process. We compared the obtained TDF coverage (of each circuit)

shown in column 6 of Table 3.5 against the coverage reported by traditional ATPG in

column 5 of Table 3.1. Next, the overall delay test coverage of S-TDFs is calculated as,

(STDF det
p1 × 1) + (STDF fg

p2 × 1) + (STDF det
p2 × CovDTC)

#Total number of STDFs
× 100 (3.4)

where CovDTC is the delay test coverage of faults STDF det
p2 . A weight of 1 is assigned

to a set of faults which is excited and propagated through long paths using path-based

ATPG. In DTC metric, weight assigned to a fault is the ratio of propagation delay of

the longest tested path and the delay of structurally longest testable path. In case, the

path-based ATPG chooses to propagate the fault effect through a longer path or if the

tool knows that the chosen path belongs to a set of near timing-critical paths, then the

weight assigned to that specific fault must be 1. The novelty of our approach is that, we

choose to propagate the fault effect at a node through one of the identified long path using

path-based ATPG (or during fault simulation using PDF tests) and assigns a weight of

1 during DTC analysis.

Fig. 3.6 shows the comparison between the proposed approach estimated overall DTC

(FinalDTC ) using Eqn. 3.4 and the traditional DTC (TrdDTC ) reported by commercial

TA-ATPG [80]. The percentage DTC improvement over the traditional TA-ATPG is

approx 5% whereas a maximum improvement of 25.3% is seen on circuit s35932. On
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Figure 3.6: DTC comparison between the proposed and traditional timing-aware ATPG

an average 3.1% DTC improvement has been obtained even if we exclude the utmost

contribution by circuit s35932. We performed an in-depth analysis on each benchmark

circuit to find out the probable reasons to enhance the DTC improvement which are as

follows,

1. Effectiveness of ATPG while targeting PDFs using various sensitization criterion.

A higher PDF coverage is likely to improve the overall DTC coverage.

2. The percentage of uniquely detected S-TDFs that are covered by path-based ATPG.

There might be a case where PDF coverage is high, however, the number of detected

PDFs translate to a lower count of S-TDFs that results in modest improvements.

3. Effectiveness of TA-ATPG in propagating the fault effects through longest testable

paths which can help in increasing the weight assigned to each fault during DTC

estimation.
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Figure 3.7: DTC improvement for each benchmark circuit

Fig. 3.7 shows the percentage DTC improvement of the proposed approach over com-

mercial TA-ATPG for each benchmark circuit. The DTC coverage (CovDTC) obtained

for each benchmark circuit during Pass2 is greater than 80% and almost flat as can be

seen in the above figure. Hence in most of the cases, the circuits having higher PDF

coverage (CovPDF ) in Pass1 translate to improved DTC coverage as well. For example,

dma, usb funct, s35932, s38417 and s38584 show more than or nearly equal to 30% PDF

coverage.

Using the new approach, it is assumed that these circuits get better DTC improve-

ments in comparison to others. However, the circuits usb funct and s38417 achieve

approx only 3% improvement which is lower than expected. After investigation, we

found that successfully detected PDFs translate to a lower than expected uniquely de-

tected S-TDF count. For example, 29% of total number of S-TDFs of circuit s38417 are

detected through path-based ATPG while rest of them are detected through TA-ATPG.

In conclusion, the maximum DTC improvement (for the proposed methodology) can only

be achieved if PDF coverage is high and maximum number of unique S-TDFs are detected

by PDF tests.

Fig. 3.8 helps in explaining the reasons behind the pattern volume reduction, where
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Figure 3.8: Pattern volume reduction (%) using the proposed methodology

we have normalized the pattern volume obtained in each step by the total pattern count

for each benchmark circuit. The primary Y-axis shows the percentage of pattern con-

tributed in each pass which is primarily associated with path-based ATPG, TA-ATPG

and traditional ATPG respectively. The secondary Y-axis denotes the absolute per-

centage change in pattern volume in comparison to TA-ATPG generated patterns. For

circuit b15 1 in Fig. 3.8, the pattern volume contributed by Pass1, Pass2 and Pass3 are

4.2%, 58.8% and 37% whereas the reduction in pattern volume is approx 5%. It must be

noticed that the patterns contributed by TA-ATPG dominates the overall pattern vol-

ume by 57.4% while the patterns generated by path-based ATPG and traditional ATPG

contribute to 8.3% and 34.3% respectively.

Our one of the objective is to generate PDF tests as much as possible under a con-

dition that it does not exceed TA-ATPG runtime in targeting a same set of distributed

defects. Typically, an increase in PDF test pattern count translate to a better pattern

volume reduction. However, it is dependent more on path length distribution and circuit

topology which finally decide the pattern volume and ATPG runtime. For example, cir-

cuits s38417 and s38584 show a lower than expected pattern volume reduction even the

PDF based pattern volume is significant. It is due to the fact that pattern volume is not
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dominated by the TA-ATPG patterns obtained in Pass2, instead the pattern generated

in Pass3 limits the improvement in Fig. 3.8. The most ideal condition can be seen in

circuit s35932 where Pass1 patterns successfully target most of the S-TDF which help

in reducing the pattern volume of Pass2 and further supported by a modest pattern sets

from Pass3. Overall an average 12.5% pattern volume reduction is obtained and after

excluding utmost pattern reduction contributed by s35932, an approx 9% reduction is

easily achievable for rest of the benchmark circuits.

Figure 3.9: Run time reduction (%) using the proposed methodology

After discussing the ability to curb pattern volume using the proposed approach, it

is important to evaluate the overall runtime in comparison to TA-ATPG. It is worth to

point out again that we may be successful in reducing the runtime, only if path-based

ATPG is being used to target a set of faults in effective and efficient manner. One of the

major limitations of path-based ATPG is that the number of long paths in complex design

increases dramatically even with the modest change in user-defined setup slack margin.

A better solution is to add minimal path delay faults in the target list so that path-based

ATPG outperforms to TA-ATPG in terms of runtime. Fig. 3.9 is similar to Fig. 3.8

in a sense that normalized pattern count is now replaced with normalized ATPG and

fault grading runtime respectively while absolute percentage change in pattern volume
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is replaced with respective runtime reduction.

The overall runtime is approximately 70% dominated by TA-ATPG (during Pass2 ),

which is evident from Fig. 3.9. The runtime reduction observed for circuit s35932 is

92.8% which is exceptionally good. It is due to the fact that the circuit has high PDF

test coverage (that may be correlated to ATPG runtime) which ensures a lower runtime

of TA-ATPG or traditional ATPG as they have to target lesser number of remaining

faults. However, the circuit vga lcd shows an opposite behavior with modest runtime

reduction of 1.1%. After investigation, we found that path-based ATPG consumed 36%

of total runtime and resulted in merely 19.1% PDF test coverage. As discussed earlier,

higher the number of uniquely detected S-TDFs associated with detected PDFs, better

would be the results in terms of SDD coverage, pattern reduction and runtime. Overall,

an approx 35% runtime reduction is observed for all circuits and without s35932, it is

approx 30%.

3.6 Summary

Tests to detect small delay defects (SDDs) in digital circuits have been developed and

applied, to a limited extent, for over a decade. With more widespread deployment of

FinFET technology, the need for SDD tests is growing. This is because logic gates

commonly employ multiple identically sized FinFET structures in parallel to mimic a

single transistor with sufficient drive strength; a broken fin in such a multi-fin transistor,

which is a commonly observed failure mode, results in degraded performance. Similar

concerns exist for the parallel structures in emerging gate all around (GAA) technologies

targeting the 7nm node and beyond. Currently, SDDs are typically targeted by timing-

aware TDF tests that propagate the fault effect along the longest sensitizeable path

to minimize timing slack that can absorb and hide SDDs. However, timing aware test

generation greatly increases test generation time, test set size, and at times, does not

provide the desired coverage. In this thesis, we have presented a more efficient timing

aware TDF test generation approach that exploits path delay (PDF) test generation to
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generate many of the targeted TDF tests. TDF tests are node oriented, and consequently

timing aware TDF test generation targets one node at a time. PDF tests for a long

path, on the other hand, can simultaneously target and detect many TDFs on the nodes

along the path in a timing aware manner. Exploiting PDF test generation thus helps

in obtaining a more compact TDF test sets, reduces ATPG runtime and even performs

better on commonly used delay test coverage metrics. The experiments presented in this

paper show that the new approach resulted in approximately 12.5% reduction in pattern

volume, 35% reduction in ATPG runtime and also a 5% improvement in delay test

coverage (DTC) on various benchmark circuits when compared to existing commercial

TA-ATPG approaches.

− ∗ − ∗ −



Chapter 4

Process-variation Aware Path Delay

Estimation

4.1 Introduction

Integrated circuit in deep-submicron technology usually suffers from subtle additional de-

lays due to process variations on both gates and interconnects [6, 9, 11]. The interconnect

process variations have a greater impact on circuit delay as compared to variations on

transistor [11]. Interconnect process variations are due to various effects like dummy fill

insertion to minimize chemical mechanical planarization (CMP) thickness variability [8],

dishing and erosion [8], structural and morphological, changes in electrical parameters

[10] and cross-talk effects [9]. Multi-step CMP alone can change the total capacitance

by a factor of over 10% while dishing and erosion phenomena can cause changes in the

total resistance of interconnects by a factor of over 30% [7, 8].

The delay for many short interconnects in integrated circuits are generally small

compared to gate delays. Thus, even as large as 30% variation in resistance of short in-

terconnects usually have minimal impact on overall path delays. However, a significant

impact on path delays can be observed on very long interconnects whose resistance can

be as high as a Kohm or even greater. More importantly, such long interconnects when

driven by high drive strength gates offer a much higher timing variability as compared

91
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to when they are driven by gates with medium or low drive strengths. We develop a

theoretical explanation for this using the Elmore delay model in Section 4.2. We demon-

strate the impact of process variations [7, 8] on the overall timing delay of segments using

Monte-Carlo simulations. In extreme process corners, the nominal delays of long inter-

connects, often comprising a significant fraction of the path delay, can exceed the timing

slack and cause timing failures. If such potentially slow paths are not properly tested

then, parts from slow process corners can escape to cause field failure and contribute to

increase DPPM.

Most of the previous works [1, 6] aim at finding the longest paths in a circuit to

detect delay defects caused by resistive shorts, resistive opens, resistive bridges and

process variations in the gates. Timing aware ATPG [47] has been proposed to improve

the test pattern quality at the expense of relatively high pattern count. To improve

on test pattern count without sacrificing much on delay test coverage (DTC), timing-

critical transition delay fault testing procedure [75] has also been proposed. Various path

selection procedures [84, 85] based on statistical timing analysis (SSTA) are introduced

to improve DTC by targeting a set of critical paths. The key objective of this chapter is

to identify high delay variability paths using delay prediction models (in the form of look-

up tables) which are developed using SPICE level simulations and formulate a heuristic

based path selection algorithm in Section 4.4 which identifies a candidate set of critical

paths under spatial statistical variations. We also propose “three pass” method with

the aim of developing delay timing tests to improve the overall DTC metric of complex

designs. Section 4.3 elaborates inaccuracy in estimating path delay measured using

timing libraries of standard cells versus actual silicon. The effectiveness of the proposed

algorithm is demonstrated in Section 4.5 on IWLS, ITC’99 and ISCAS’89 benchmark

circuits and Section 4.6 concludes the chapter.
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4.2 Key innovation of the proposed methodology

4.2.1 Segment Definition

Definition 1: A Segment is defined as the combination of a driver gate and an inter-

connect.

Segment is the smallest entity while defining a target path. Referring to Fig. 4.1, let

a target path be {g1, w1, g2,...wn−1, gn, wn}, where wi denotes the on-input interconnect

or wire driven by gate gi. Dash arrows show either fan-in or fan-out to a specified node

or gate. For any target path p, the following definitions are used to calculate path delay

under aging:

Figure 4.1: Defining a path using segment

• The maximum and typical absolute gate delay estimated by dynamic timing sim-

ulation (running SPICE level simulation) at worst and typical PVT corners are

GDsp
max and GDsp

avg respectively.

• Similarly, the maximum and typical absolute wire delay estimated by SPICE sim-

ulation are WDsp
max and WDsp

avg respectively.

• By Definition 1, a segment comprises of a gate and an interconnect (gi + wi). The

worst delay of a segment si is defined as:

SDsp
max(i) = GDsp

max(i) +WDsp
max(i) (4.1)
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• for any path pi, the maximum path delay is expressed as:

PDsp
max =

n∑
i=1

SDsp
max(i) (4.2)

1 ≤ i ≤ n, where n is the set of segments or gates in a path.

• The maximum path delay of any path pi under variability can be expressed as:

PDsp
max =

n∑
i=1

(GDsp
max(i) +WDsp

max(i)) (4.3)

Figure 4.2: CMOS driver gate and distributed RC load as Segment

4.2.2 Segment Delay Model

A segment consists of a driver gate (CMOS logic) and wire load which is modelled as

distributed RC network (T model) as shown in Fig. 4.2. PUN and PDN are the pull-

up and pull-down network with on-resistance Rp and Rn respectively. Cdiff is diffusion

capacitance of driver gate and Cfan is input capacitance of fanout gates. Wire length

L, with lumped resistance (Rw) and capacitance (Cw), is partitioned into N identical

segments with r and c as wire resistance and capacitance per unit length. The per unit

length rw and cw are given by rL/N and cL/N respectively.

In this work, driver gate of Fig. 4.2 has fixed fanout of 3 two-input NAND gates and

wire load has N = 30 intermediate sections for distributed RC network. An extensive
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work by Bowman et al. [86] and Lopez et al. [87] have been done on determining

the maximum delay of critical path identified in a microprocessor. Critical path can

be modeled as a chain of two-input NAND gates with each gate having a fan-out of

3 [86, 87]. It is worth to point out that the segment model presented in Fig. 4.2

can only be used during LUT generation as discussed in Sub-section 4.4.2. When the

wire time constant (RwCw) is comparable to driver time constant (RpCdiff ) then the

process variation effect on wires would have greater impact on overall timing delay. The

resistance of short interconnects typically have at most a few tens of ohms and are usually

driven by standard drive transistors with effective source (channel) resistance of one (or

a few) Kohm(s). Thus the impact of RC delay variability on timing paths is typically

unnoticeable in terms of percentage change in path delay variation due to interconnects.

On the other hand, very long interconnects whose resistance is in the range of a Kohm

and typically driven by high drive strength transistors (resistance in the range of 100

ohms) result in greater variability on timing paths due to process related variations.

4.2.3 Experimental Justification

In order to observe the timing behavior of interconnects when driven through different

drive strength gates, SPICE simulation is used on 28nm library to acquire detailed delay

information of all basic to complex gate types, including INV, NAND, NOR, MUX and

AOI. For experiments, we used the following typical (PV Ttyp) and worst (PV Tworst)

corners to measure the absolute percentage delay variations across the segments.

PV Ttyp:

• Process: TT

• Voltage: Vnom

• Temperature: +250C

• Threshold voltage change (∆V): 0%

• Wire resistance change (∆Rw): 0%
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• Wire capacitance change (∆Cw): 0%

PV Tworst:

• Process: SS

• Voltage: Vnom - 10%

• Temperature: +1250C

• Threshold voltage change (∆V): +30%

• Wire resistance change (∆Rw): +30%

• Wire capacitance change (∆Cw): +10%

The simulations are carried out for the following realistic wire loads: L1(50Ω,2fF),

L2(250Ω,10fF), L3(500Ω,20fF), L4(750Ω,30fF), and L5(1000Ω,40fF) as shown in Fig.

4.3. The naming convention used for the gate is <gate type, # inputs, drive strength>,

e.g. NOR2 X8 is a two input nor gate with drive strength 8. We calculated the percent-

Figure 4.3: Effect of delay variation on segments due to interconnect geometry
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age change in delay by comparing the absolute timing delay measured across a segment

without process variations (at PV Ttyp) with the measured absolute timing delay across

the same specified segment under process variations (at PV Tworst). The percentage

change in delay is calculated using below Equation,

SDsp
max − SDsp

avg

SDsp
avg

(4.4)

We run SPICE simulation at typical and worst process corners to perform timing delay

measurement. It can be observed in Fig. 4.3 that wire loads driven from high drive

strength gates display a relatively higher delay variation in comparison to low drive

strength gates. For same wire load L5, INV X16 have showed a delay variation of 42.3%

as compared to 17% delay variation with INV X1. We have not considered cross talk

and other aging effects.

4.3 Silicon Data analysis

Figure 4.4: Speed limiting path on silicon

This section demonstrates the unexpected process-related delay variability observed

in significant numbers of manufactured parts which resulted in lower frequency bins.

During the initial characterization of silicon wafers in a 28nm technology, it is noticed
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that a small number of paths have poor performance and behaved slower than expected.

One of the speed-limiting or critical path which consists of gates g1 to g14 is shown in Fig.

4.4. The interconnect physical parameters (physical length, resistance, and capacitance)

are mentioned in Fig. 4.4 for interconnects I1 to I15. In order to measure the delay

Figure 4.5: Timing comparison at various probes

of identified path on silicon, several contact-less probe points (Probe 1 to Probe 7 ) are

identified using Laser Voltage Probe (LVP) technique [88]. To find the root-cause of the

failure, delay is measured (see Fig. 4.4) from Ref Point to Probe 1, from Probe 1 to Probe

2, and so on at a temperature of +105oC with 1V power supply. There is no voltage drop,

ambiguous clock skew or other unacceptable variations are reported during Failure Mode

Analysis (FMA). SPICE and STA estimated delays are compared with silicon results as

shown in Fig. 4.5. PVT1 is the worse process corner which corresponds to slow-slow,

1V, +105oC.

Each probe points (on the Y-axis of Fig. 4.5) measures the absolute timing delay

from previous probe point. For example, Probe 4 measures the timing delay of two

inverters (g8 and g9 ) and two interconnects (I8 and I9 ) with respect to Probe 3. It can

be observed that STA estimated delays (STA PVT1 ) are always pessimistic as compared

to SPICE results (SPICE PVT1 ) at all probes. The STA analysis is able to predict the
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timing delays for segments related to Probe 1 and Probe 2, however it is not true in

case of long interconnect dominant segments which corresponds to Probe 3 to Probe 7.

Probe 4 offers the maximum delay variation of 38.5% between STA predicted delay and

real silicon results. The percentage variation is in-line with our predicted variation as

shown in Fig. 4.3 for basic inverter. The analysis demonstrates that discrete-valued

timing models may become invalid for estimating delays in few extreme process related

variations in deep sub-micron technology.

4.4 Path Selection Procedure

Figure 4.6: Flow diagram of the proposed methodology

4.4.1 Flow diagram of the proposed methodology

Before we start discussing a systematic flow to generate look-up-tables (LUTs), first

we introduce terminologies that will be used in rest of the paper. Tsys is defined as

functional clock period used to test the circuits at-speed. Ttgt is the absolute minimum

clock period for the circuits, assuming zero variations due to spatial device parameter

fluctuation. Tth is the long and intermediate path delay threshold limit that guides STA
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tool to identify probable set of paths that may show higher timing variability. In the

proposed procedure, Tsys is fixed for a synthesized circuit while Tth and Ttgt are user-

defined values. A simple relation among the variables are described earlier in [5] as Tth

< Ttgt < Tsys. A flow diagram of the proposed methodology is shown in Fig. 4.6 where

two step procedure is adopted.

STEP 1: In order to handle process variations, STA provides multi-corner analysis

to predict worse-case circuit delays. The key objective of this step is to identify a set

of intermediate and long paths whose delay exceed Tth (a user defined value). We have

used commercial STA tool (Cadence encounter timing system [83]) constrained with Tth

= 0.5Tsys in this step. Note that, the proposed procedure is not limited to some specific

static timing analyzer. It reads physical netlist, timing libraries, timing constraints

and physical data like placement, floorplan, routing etc. The PVT condition at which

static timing analysis has been done is an important factor to influence the results of

the proposed methodology. We will revisit this factor later in this chapter. The final

outcome from STEP 1 is path-based timing reports of all paths (lets say this number is

k) whose delays are greater than or equal to Tth.

4.4.2 Look-up Table (LUT) Generation for Standard Cells

Before we discuss STEP 2 in detail; it is important to understand, how the absolute

delay variations due to process variations are captured into LUTs. We first identify

different wire loads from intermediate metal layers using physical design database. These

identified wire loads range from smaller to longer interconnect size, e.g., W1(20Ω, 0.8fF),

W2(40Ω, 1.6fF), W3(80Ω, 3.2fF) with lumped resistance and capacitance progressively

increasing up-to W30(1160Ω, 46.4fF). By using the segment model explained in Sub-

section 4.2.2, each driver gate from 28nm library drives a specified wire load from W1

to W30 at a time, that finally translates to 30 different cases. The following procedure

is used to generate LUT corresponds to a standard cell,

• For each case of specified driver gate driving different wire loads (W1-W30), no

device parameter variations are applied. For every simulation at PV Ttyp, delay
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measured for gate, interconnect, and segment using SPICE simulator are GDsp
avg,

WDsp
avg, and SDsp

avg respectively.

• Now apply extreme parameter variations on transistors as mentioned in Sub-section

4.2.3. For a specified driver gate and using the same simulation setup, SPICE

simulation is performed at PV Tworst with each wire load (W1-W30). The maximum

delay measured across the segment is SDsp
max.

• Find the multiplication factor by using below Equation,

1 +
SDsp

max − SDsp
avg

SDsp
avg

(4.5)

The absolute delay variation which is defined above, is termed as delay multiplication

factor due to process variations (Mp
f ). While generating LUT for a specified standard

cell, we store WDsp
avg and corresponding delay multiplication factor Mp

f . For example,

a generated LUT for two-input NOR gate is shown in Table 4.1 with drive strength X1

and X8 respectively. The above table stores a delay variation factor Mp
f which is a delay

Table 4.1: Example Look-up Table for two input NOR gate

NOR2 X1 NOR2 X8

WDsp
avg (ps) Mp

f WDsp
avg (ps) Mp

f

1.4 1.016 0.7 1.089

7.2 1.069 4.8 1.182

16.1 1.115 12.2 1.273

27.4 1.146 21.5 1.322

41.3 1.165 32.7 1.353

multiplication factor that accounts for with-in die process related variations. In Table

4.1, WDsp
avg and Mp

f are shown in column 1, 3 and 2, 4 respectively. WDsp
avg is used as

input search data to LUTs to obtain Mp
f . If certain value of WDsp

avg is not found in the

LUT then an approximate values of Mp
f is calculated using linear interpolation method.
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It can be seen in Table 4.1 that an interconnect with wire delay (WDsp
avg) of 4.8ps

when driven by a NOR2 X8 gate results in Mp
f [5] as 1.182. This translates to 1.8%

absolute delay variation across the segment under extreme process-variations. While

LUT generation procedure, the PVT conditions under which the dynamic simulations

are carried out is a crucial factor.

4.4.3 Path Delay Prediction

STEP 2 outlines an algorithm that uses path-based static timing reports of k paths

identified from STEP 1. The path-based STA report consists of gate delays ( GDsp
avg)

and wire delays (WDsp
avg) that build the target path. In our case, it is worth to mention

that multi-corner STA and multi-corner SPICE results are well correlated at PV Ttyp

and thus, we use them interchangeably at this corner. For complete description and

implementation of the algorithm, refer next sub-section. In this step, inputs to the

algorithm are: a) generated LUTs for standard cell library as described in Sub-section

4.4.2, b) user-defined value Ttgt, c) path-based static timing reports. The proposed

algorithm uses the following equation to estimate worst-case path delay,

PDalgo =
n∑

i=1

(SDsp
avg(i) ∗ [Mp

f (i)]) (4.6)

0 ≤ i ≤ n, where n is the number of segments in a path. SDsp
avg is the segment delay

estimated by SPICE or STA at PV Ttyp corner. Each segment of a target path has its

own absolute delay variation. The proposed algorithm multiplies STA estimated absolute

delay (which does not include any variations) of each segment by delay multiplication

factor (obtained from LUTs) and finally, adds individual segment delay to estimate

worst-case path delay. At the end, any path whose delay is greater than or equal to Ttgt

would be categorized under m timing-critical paths (see Fig. 4.6).
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4.4.4 Implementation of Algorithm for Path Selection

This subsection outlines the pseudo-code for the proposed algorithm (Algorithm 1 )

which overcomes the problem of estimating pessimistic delays using STA timing models

under extreme process variations.

In order to achieve target yield, timing margins are built by the designers to ac-

count for process variation and other random effects to ensure functional silicon. The

exact value of timing margin is dependent on chosen technology node and manufactur-

ing foundry. Any path whose timing delay exceeds a predefined threshold value Tth is
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considered for delay variability computation by the proposed algorithm. The relation

among the variables is already discussed. For each segment in a path, the absolute value

of Mp
f is calculated through subroutine getdelayscalefactor .

If the computed path delay (PDalgo) is greater than or equal to Ttgt then the path can

be categorized as critical or speed-limiting. While delay computation, if the percentage

delay variation in a path exceeds a user-defined threshold value β then the algorithm

stores the specific path in a separate table. The list of high variability paths can be

considered for possible re-design, but Engineering Change Order (ECO) may be expen-

sive late in the design cycle. If the number of identified paths in the first pass is k and

the average number of segments in a path is n, then the time-complexity of the algo-

rithm is O(kn). As the calculation of path delay is independent of each other, it can be

parallelized to reduce the time-complexity to O(kn/T) where T is number of threads.

4.5 Experimental Results and Discussion

In this section, we present an experimental results for IWLS, ITC’99, and ISCAS’89

benchmark circuits to demonstrate the effectiveness of our proposed methodology.

4.5.1 Experimental Set-up

In order to make a relatively complex design, we used ten copies of each benchmark circuit

listed in Table 4.3. A commercial synthesis and physical design tool (Encounter RTL

compiler [83]) is used to optimize the design for aggressive area-optimization. Synthesis

is done at a target frequency (Ttgt) of 1.25GHz to achieve highest bin frequency (Tsys) of

1GHz after including process variation margin of 20%. We utilized six metal layers for

wire routing where M5 and M6 are considered as global routes while all other layers are

used for local routing. In final layout, the global routing dominates over local routing

for the following circuits:

In order to generate lookup tables for 920 standard cells available in 28nm library, we

carried out 110400 SPICE simulations (approx 22 hours) on a host system using a pool
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Table 4.2: Distribution of Local and Global Wires

Local Routing Global Routing

vga lcd 42.2% 57.8%

des perf 44.7% 55.3%

b19 45.5% 54.5%

s38584 47.3% 52.7%

Table 4.3: Three-pass test generation results for benchmark circuits

Timing-Aware Pass 1 Pass 2 Pass 3 Final Final Final

Circuit λ=0.2 δ=0.5 Path Delay Timing-Aware δ=0.5 Trad. TDF TDF DTC Pat.

TCov.(TA) DTC(TA) Pat.(TA) Paths PCov. Pat. TCov. DTC Pat. TCov. Pat. Cov.

s13207 90.27 82.84 420 102 70.1 21 99.5 81.36 94 89.6 303 90.26 91.02 418

s35932 79.79 98.4 68 5 100 10 - - - 79.9 56 79.78 100 66

s38584 88.64 84.8 386 809 74.17 117 99.85 84.26 156 86.94 326 88.63 93.82 599

s38417 92.8 90.45 277 747 79.18 101 99.96 87.58 85 91.67 216 92.8 96.31 402

b15 91.27 84.2 1118 423 42.67 74 97.27 81.62 317 89.98 816 91.26 88.15 1207

b17 95.15 85.44 1262 1213 50.16 237 95.59 81.69 329 94.8 942 95.15 89.73 1508

b18 93.68 83.83 1457 2857 37.12 282 96.36 81.2 412 93 949 93.68 87.69 1643

b19 95.66 83.63 1560 5777 44.93 280 97.28 80.71 462 95.23 983 95.65 87.58 1725

ac97 ctrl 97.4 97.73 179 807 98.14 52 92 79.5 15 97.25 169 97.4 99.01 236

pci 95.74 88.91 677 2587 63.7 173 99.87 82.56 345 95.11 465 95.74 93.46 983

des perf 97.05 97.19 231 1536 100 86 - - - 96.66 224 97.04 100 310

vga lcd 93.73 87.58 5166 16547 19.43 234 99.93 90.21 4689 92.67 3165 93.72 91.42 8088

of state-of-the-art servers with at least fourteen processors available at all times with

8GB of memory and running Linux. For generating lookup tables, each standard cell

requires 120 simulations to cover 60 cases. We used a commercial ATPG tool (FastScan

[80]) to generate timing tests using launch-on-capture (LOC) and launch-on-shift (LOS).

However, our proposed methodology is not limited to a specific ATPG for pattern gen-

eration.

4.5.2 Results

We present experimental results for the twelve benchmark circuits. The objective of the

proposed methodology is not only limited to identify the high variability delay paths,
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instead it is further extended to improve delay test coverage (DTC)[47] of complex de-

signs. We used path delay fault (PDF)[40], timing-critical transition fault (TCF)[75]

and traditional transition delay fault (TDF) based ATPG in three incremental modes

to show the DTC improvement with high quality top-up patterns. The results obtained

from the proposed methodology is finally compared with TCF based ATPG approach

[75].

In our experiments, δ[75] is a fault dropping criterion named as Dropping based on

Slack Margin (DSM) while λ[47] is a predefined limit whose value helps in determining

timing-critical paths. Any path whose static timing delay is greater than Tth, in our

case 0.7Tsys, is considered as the input data set for the proposed algorithm. The test

generation results are shown in Table 4.3. The results of timing-aware ATPG are shown

in column Timing-Aware (λ=0.2, δ=0.5 ) with TDF coverage, DTC, and pattern count

in sub-column TCov.(TA), DTC(TA) and Pat.(TA) respectively. The target clock period

Ttgt = 0.8Tsys corresponds to λ = 0.2. DTC is reported for only timing-critical transition

faults as all faults are not sensitive to timing. We performed the following experiments

using three pass method for pattern generation:

Pass 1: The proposed algorithm is used to find all paths whose delay under process

variation exceeds Ttgt (0.8Tsys). We used path delay fault (PDF) based ATPG to generate

high quality robust tests for the identified paths. The timing-critical faults which lie

on the paths covered by PDF based ATPG, accounts for 100% TDF and 100% DTC

coverage. The results of PDF based testing is shown in column Pass 1 of Table 4.3

presenting the total number of paths, path coverage and pattern count in sub-columns

Paths, PCov. and Pat. respectively.

Pass 2: Unlike path delay testing, a timing-critical transition fault (TCF) may be

testable even if the critical path on which it lies is untestable. In this incremental mode,

a timing-aware ATPG is used to target TCF faults which are left uncovered in Pass 1.

As lower DSM value can invoke deterministic test generator which may result in high

pattern count, we used DSM criterion δ = 0.5. The results of TCF based testing is

shown in column Pass 2 of Table 4.3 with sub-columns TDF coverage (TCov.), delay
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Table 4.4: Increase in DTC and corresponding top-up patterns by applying different

DSM criterion

δ=0 δ=0.1 δ=0.5

Benchmark ∆DTC ∆Pat ∆DTC ∆Pat ∆DTC ∆Pat

s13207 8.7 -4 8.54 -3 8.18 -2

s35932 1.8 -2 1.8 -2 1.6 -2

s38584 8.86 208 8.77 205 9.02 213

s38417 5.81 119 5.55 128 5.86 125

b15 4.22 76 3.99 79 3.95 89

b17 4.4 229 4.43 230 4.29 246

b18 4.1 203 3.9 160 3.86 186

b19 3.97 125 3.93 153 3.95 165

ac97 ctrl 1.09 58 0.63 58 1.28 57

pci bridge 4.75 284 4.92 304 4.55 306

des perf 1.03 74 1.27 76 2.81 79

vga lcd 2.81 3908 3.27 4476 3.84 2922

test coverage (DTC ) and pattern count (Pat.).

Pass 3: The last incremental mode is targeting all transition faults which are not

covered through Pass 1 and Pass 2. The aim of this last mode (Pass 3 ) is to create

traditional TDF patterns and match the TDF coverage reported by timing-aware ATPG

(λ=0.2, δ=0.5). The final TDF coverage, delay test coverage, and pattern count are

reported in column Final TDF Cov., Final DTC and Final Pat. respectively. It can

be seen that s35932 and des perf shows 100% DTC as all identified paths are covered

by PDF based ATPG. The increase in delay test coverage (∆DTC) and pattern count

(∆Pat) are computed as

• ∆DTC = Final DTC - DTC(TA)

• ∆Pat = Final Pat. - Pat.(TA)
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The ∆DTC and ∆Pat using different DSM criteria are shown under the columns δ=0,

δ=0.1, and δ=0.5 of Table 4.4. It is observed that the proposed three pass method

performs better while using DSM criterion δ=0.5. It offers an average increase in DTC

and pattern count by 5.11% and 26.29% respectively. However, the corresponding per-

centage increase in DTC and pattern count for DSM criterion δ=0 are 4.96% and 26.71%

respectively. This is expected as lower DSM criterion drops too many timing-critical

transition faults before targeting them explicitly by ATPG [75]. The circuits s13207 and

s35932 show an improvement of 8.18 and 1.6 in DTC at δ=0.5 without an increase in

pattern count.

Figure 4.7: Timing delay predicted by STA, MC simulation and proposed algorithm on

paths which offers worst delay variation

To investigate the effectiveness of the proposed algorithm in predicting timing delay

under process variations, we performed experiments to compare our results with Monte-

Carlo simulation and STA analysis as shown in Fig. 4.7. We selected a path from

each circuit which showed the highest delay variability as predicted by Algorithm 1

in subsection 4.4.2. The proposed algorithm (Algo) predicted timing delay of individual

paths are compared with MC simulation (MC + 3sigma) and STA analysis (STA).

MC (in Fig. 4.7) is the average value of 1000 Monte-Carlo simulations of each path
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using 3sigma as standard deviation. The algorithm predicted highest percentage delay

variation is observed for circuit b18 (15.62%) while a lowest is observed for circuit s35932

(9.76%). The error in delay prediction by the proposed algorithm is in the range of±10%.

The only exception is circuit b18 whose prediction error with respect to MC simulation

is 7.87%. This is due to the interconnect cross-talk effect which is not considered in the

proposed work.

4.6 Summary

We have demonstrated in this chapter that long interconnections are more susceptible

to significant process variations that can lead to timing failure. Such delays are not

always reliably detected by traditional TDF timing tests. We presented a heuristic

based path selection algorithm which uses the empirically developed models to predict

3σ variations and identifies the high variability delay paths. A “three pass” method

is proposed which uses different ATPG techniques to improve delay test coverage and

generates high quality top-patterns for identified critical paths. The experimental results

showed that the proposed methodology detects a significant number of timing critical

faults through longer paths which would have escaped using traditional TDF test.

− ∗ − ∗ −



Chapter 5

Aging Aware Path Delay Estimation

5.1 Introduction

Aging is a phenomenon of gradual circuit degradation over time which may results in

performance limitation [3, 89, 90] when the circuit is operating under certain workload

at specified environmental condition. Fortunately, the devices which fail early in life or

during stable operating life follow a failure curve that is typically known as the bathtub

curve [20]. The failure curve helps in predicting the life cycle of such devices by broadly

categorizing it into three periods: early, stable, and wear-out. The bathtub curve can also

be similarly categorized in three periods. It defines the allowed failure rate of acceptable

product by defining the allowed failure rate over a defined period of life. Typically, one

requirement is for the failure rate during Early Life Failure Rate (ELFR) period [21] and

the other requirement is for the failure rate over the longer period of life known as High

Temperature Operating Life (HTOL) period [22].

Before we review the other aspects of integrated-circuit aging mechanism and its mod-

eling, it is necessary to discuss the most dominant reliability issues, such as Negative-Bias

Temperature Instability (NBTI) and Hot Carrier Injection (HCI), observed in sub-32nm

CMOS technologies. NBTI is the key reliability issue in PMOS-FETs when negative-bias

110
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voltage is applied across the gate, whereas HCI is an issue in NMOS-FETs when gate

voltage is comparable to drain voltage [16, 23, 24] at elevated temperature. Nevertheless,

they remain a major reliability concern as DC supply voltage scaling is slowing down for

sub-32nm technologies [16]. A geometrical unification of the theories of NBTI and HCI

are well studied and elaborated for planar MOSFETs, as well as multi-gate field-effect

transistors, e.g., MuFETs and FinFETs [25, 26].

Temporal reliability issues in the CMOS circuits do not manifest immediately after

the chip production, whereas, spatial variations can be tested just after the fabrication.

To guarantee the device operation over a defined period, usually the burn-in stress tests

are utilized to age the circuits in shortest duration of time without waiting for years to

see final aging effects. Identifying a set of long paths, that potentially can fail or degrade

the circuit performance during HTOL period, in stipulated design cycle time is a real

challenge for system-on-chip (SoC) designers. The temporal reliability issues in CMOS

circuit has attracted many researchers and engineers to develop more accurate models of

BTI and HCI to predict failure rate of various circuits operating under certain workload.

Most of the previous work [23, 25, 28, 29, 91] either aims at developing an accurate model

to fix key reliability issues or discusses the impact of aging on circuit level. The following

procedures are available in the literature that may help in identifying long paths:

1. Static Timing Analysis (STA) [52] identifies top critical paths under specified user-

defined setup slack condition for path criticality with respect to target clock period.

2. Dynamic timing simulation (SPICE level simulator) [50, 51] accurately estimates

timing delays of various paths and a user-defined timing critical condition helps in

isolating a set of speed-limiting paths.

3. Statistical Static Timing Analysis (SSTA) [53] identifies the speed-limiting paths

based on the target yield. SSTA represents the delay in terms of path distribu-

tion function and invariably uses SPICE models to generate industry’s first open

standard effective current source model (ECSM [92]).
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However, all of the above procedures have limitation either in terms of path delay es-

timation accuracy or overall runtime. STA is faster than any of the timing-analysis

methods available in the literature. The only limitation is the pessimism in estimating

the timing delay due to which, it is not easy to identify a realistic set of speed-limiting

paths. The pessimism in delay calculation is due to the fact that it uses abstract level

models which provide pessimistic delays of gates and interconnects [83]. In order to time

circuit at worst corner, STA uses the extreme values of all physical parameters related to

MOS transistors and interconnects along with worst environmental conditions which are

unlikely to happen at the same time. That is why, when the parametric testing is per-

formed, it is not rare to observe that most of the devices perform better than expected in

terms of operating frequency. SPICE simulations are reasonably accurate in estimating

path delay with respect to delay measured on actual silicon. The Only drawback is the

simulation runtime of all paths in a circuit. It may work for smaller circuit, however,

simulation run time grows exponentially with design size.

This chapter first evaluates the applicability of NBTI and HCI geometry-oriented uni-

fied theory, that uses reaction-diffusion (R-D) model [93], in estimating threshold voltage

(Vth) degradation at specified technology node and correlates the theoretically obtained Vth

degradation with real silicon data of 28nm planar CMOS technology. Secondly, we obtain

a realistic set of physical and non-physical parameters that influence the device perfor-

mance at system level. The identified parameters are used to generate the two dimen-

sional (2D) look-up table (LUTs) for each standard cell of the library. Lastly, we explore

an opportunity to use the proposed algorithm (that uses LUT of each standard cell) in

estimating realistic worst-case path delay under 10 years of aging. In experimental re-

sults, we have shown that the proposed methodology outperforms SPICE simulation and

STA in terms of time complexity and timing-delay estimation accuracy respectively. The

critical paths identified using the proposed approach can be used to develop the functional

or structural-scan based test patterns to improve small-delay-defect (SDD[77]) coverage

or it can be periodically monitored for aging analysis under real workload.

Section 5.2 discusses the prior work published in the literature that broadly covers the
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impact of aging at device and system level. It is followed by the summary of the work that

covers the novelty of our approach. Section 5.3 discusses the framework which accepts

the unified model of NBTI and HCI presented by Kufluoglu et al. [26] to intelligently

choose a set of parameters that influence the circuit performance under aging. Addition-

ally, our single PVT corner based methodology makes valuable contributions when the

number of process corners (at which STA has been signed-off for design tape-out) grows

exponentially with the introduction of very deep sub-micron technologies. Section 5.4

formally defines a segment and its modeling that help in generating 2-D look-up tables

(LUTs) for each standard cell present in the library. Section 5.5 outlines an efficient,

simple and faster algorithm that estimates the timing delay of paths in close proximity

of SPICE simulated results within an acceptable delay estimation inaccuracy of 5.5%.

Section 5.6 measures the time efficiency of the proposed algorithm and compares the

timing delay estimation accuracy with SPICE simulated results. Section 5.7 concludes

the paper with future work.

5.2 Prior Work and Key Contributions

It is desired to fabricate the integrated circuits such that they continue to meet system

level specifications over time, and fairly important to address the temporal reliability

issues [16] in deep sub-micron (DSM) CMOS technologies. In the past 4 to 5 decades,

many researchers and reliability engineers have made efforts to understand and solve

the integrated circuit aging phenomenon. A slower voltage scaling in CMOS technology

nodes has emerged as a main source of aging-effects in planar and 3-D FinFETs [16]. A

comparatively higher operating voltage and shorter gate length give rise to hot carrier

effects such as HCI, which remain a major reliability concern for FinFET devices [25].

NBTI and HCI are fundamentally different from each other, however, both involve in

breaking Si-H bond at oxide interface followed by H2 diffusion into oxide [26, 28]. Both

these reliability issues can be modeled using reaction-diffusion (R-D) [26] and lucky

electron model [16]. R-D model uses threshold voltage shift to account for BTI and HCI
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effects while lucky-electron model uses peak substrate current to measure the device

degradation.

In a recent study [94], it is found that NBTI degradation in planar transistor is more

severe in comparison to multi-gate FinFET when both transistors are built on 16nm

technology node. In an another work [95], FinFET devices exhibit worst NBTI than

planar devices on wafers with standard orientation, due to the higher availability of Si

ends at the (110) oriented fin sidewalls. NBTI will remain a key reliability issue due

to higher hole concentration at the interface between the nitride gate oxide and the Si-

Fin surface. A broad investigation on reliability characteristics, in NMOS and PMOS

FinFETs, is performed in [23] and evaluated on 3-D FinFET fabricated on traditional

ULSI logic platform. An excellent PMOS NBTI lifetime has been predicted for the

device with wider fin width, and degradation is expected by scaling down the fin width.

Whereas interface state generation in an ultrathin nitrided gate oxide (14Å), self-heating

effect, and temperature dependent bandgap energy, play a significant role in hot-carrier

degradation.

In a recent work [3], an approach is proposed to identify a set of long paths that may

become speed-limiting on silicon over time. The authors have reported an inaccuracy

of approx 10%, in estimating worst-case path delays as compared to SPICE estimated

delays under temporal variations. For complex designs, a 10% inaccuracy in estimating

timing delays may qualify thousands of more paths to be considered for delay estimation.

Due to this reason, the authors of [3] concluded that their approach is useful for small

to mid-sized circuits only. The current work addresses the drawbacks of [3] by reducing

the inaccuracies in estimating path delays under 10 years of operational aging and at the

same time, must be scalable for complex designs fabricated at different technology nodes.

The following changes are proposed to improve the path delay prediction accuracy and

improving the overall methodology of [3] to address complex designs,

(a) Revisit segment model presented in [3, 5] by replacing the worst-case distributed RC

T-network with performance driven balance RC π-network [52, 96], which can be

optimized for standard fan-outs. This is a faster high-level approach for estimating
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path delays in a circuit and has very good accuracy.

(b) Adopts a unified aging model [25, 28] of NBTI and HCI degradation in terms of

threshold voltage (Vth) shift over device lifetime. The Vth shift and empirically

chosen realistic worst-case PVT corner avoids multi-corner delay estimation re-

quirement.

The authors of [26] modified the 30 year old R-D classical models of NBTI and

HCI by re-evaluating and establishing a new geometrical relation between them. They

explained NBTI and HCI using 1-D and 2-D diffusion equations. Their research outcome

has enabled the authors of [25] to re-establish the equations for 3-D FinFET structures.

However, the authors of [25, 26] are not alone who explained the performance degradation

(in terms of Vth shift) due to NBTI and HCI. As digital circuits may fail either due to

spatial unreliability (related to process variations) or due to temporal unreliability (aging,

electromagnetic induction etc), the authors of [29] have proposed a variation-aware aging

analysis to estimate the overall performance degradation. Their proposed model is not

straightforward and difficult to use at system level. Apart from this, a work by Ma et

al. [97] is introduced in 2013 that focused on developing a compact reliability model

for channel hot electron (CHE) and NBTI aging effects. The only drawback of their

standard solution is that it is not scalable to 3-D FinFET structures.

Our primary objective is to explore the opportunity to use the proposed methodology,

instead of using pessimistic STA or time-consuming SPICE for delay calculations at worst

PVT corner, to identify a set of realistic long paths that may become critical during device

life-time. This chapter makes the following contributions,

1. Predicts the maximum Vth degradation, due to NBTI and HCI, that can be ob-

served at specified process-voltage-temperature (PVT) corner. Theoretically esti-

mated Vth degradation based on reaction-diffusion (R-D) model, presented in [28],

is empirically compared with the results obtained from 1000 industrial production

parts fabricated on 28nm planar CMOS technology node.

2. Identifies the worst-case PVT corner that shows maximum temporal variations due



Chapter 5. Aging Aware Path Delay Estimation 116

to predicted Vth degradation.

3. Proposes an algorithm which is substantially faster than SPICE simulators [50, 51]

with an approx. 94% accuracy in estimating path delays at specified PVT corner.

4. Develops a methodology to identify a set of long paths that may fail or degrade

the circuit performance over time. The presented methodology uses the proposed

algorithm in isolating such speed-limiting paths that can be used to improve SDD

coverage. Alternatively, it can be used to periodically monitor the aging impact.

It is worth to point-out that our aim is neither to replace industry standard multi-corner

pessimistic STA analysis to sign-off circuit database for fabrication nor to develop the

standalone aging-aware timing library. As the outcome of the proposed methodology

and its sustainability are dependent on delay estimation by SPICE and STA based

approaches, it cannot be adopted as independent delay estimation technique. We intend

to offset the pessimism of STA in estimating timing delays by adopting the proposed

algorithm (discussed in Section 5.5) that uses reasonably accurate look-up-tables (LUTs)

as discussed in Section 5.4. We intelligently identify a set of parameters that has major

impact on the circuit performance and use them radically to identify a set of long paths

that may become critical over time. The identified paths can be used for a) periodically

monitoring the change in timing delay, using functional tests, to measure the impact of

aging over time, b) running dedicated scan-based tests using Logic BIST every time the

chip boots, and c) running ad-hoc test to improve test quality after production.

Furthermore, the proposed methodology can be used in identifying fast-aging paths

and generation of path delay distributions using clock sweeping techniques [98]. In

[99–101], the path delay distributions of fast-aging paths are used as fingerprints to

distinguish recovered integrated circuits (ICs which are used parts and being sold as

new) from a batch of fresh integrated circuits. Usually, the aging effect (due to BTI

or HCI) translates into threshold voltage Vth shift that varies with different technology

nodes. The path-delay fingerprinting technique [99–101] has a drawback of assuming
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the static Vth degradation of 5%, which is non-realistic and non-scalable to deep sub-

micron technology nodes. In this work, we have introduced a scalable methodology

to estimate Vth shift on a specified technology node under weibull statistical analysis

[27] based workload. The proposed work empirically correlates the estimated frequency

degradation (due to Vth shift) with statistical data obtained from 1000 industrial ICs. In

the experimental section, the basis of using SPICE simulated result as benchmark lies in

the fact that the foundry provides SPICE models to measure the impact of spatial and

temporal variations in path delay estimation.

5.3 Parameters that Impact Circuit Performance un-

der Aging

This section discusses the physical and non-physical circuit parameters that must be

chosen rationally such that it result in worst aging effects on circuit performance. This

section also explores the viability of establishing a relationship between theoretically es-

timated and experimentally obtained Vth shift. In an earlier work [3], the parameters

that influence the circuit performance under aging are defined completely on the basis of

empirical data obtained on specified CMOS technology node. This makes the method-

ology, presented in [3], less adaptive in estimating Vth degradation at different CMOS

technology nodes. To address one of the drawbacks of [3], it is required that unified-aging

model of NBTI and HCI [28] to be used in a reusable framework to estimate performance

degradation of circuits in terms of threshold voltage Vth shift.

5.3.1 Theoretical framework of Vth degradation under Aging

Before we further explain the temporal reliability issues at device level, it is important

to mention that the research outcome of [28] is used which seems to be computationally

efficient in estimating the Vth shift with an acceptable accuracy in comparison to [29, 97].

As mentioned earlier, NBTI and HCI are involved in Si-H bond breaking in oxide with
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holes and electrons displace hydrogen away from Si-oxide interface respectively. In NBTI,

Figure 5.1: Hydrogen diffusion into the oxide due to a) NBTI, 1-D diffusion b) HCI, 2-D

diffusion at drain end

holes in inversion layer tunnel into oxide that results in breaking of Si-H bond. The

released hydrogen diffuses away from Si/Si02 interface and results in trap generation for

holes. The holes are much heavier than electron, hence they participate in tunneling

rather than being “Hot” due to lateral electric field. Fig. 5.1a shows the NBTI diffusion

occurs in one dimension (1-D) governed by the diffusion equation, where Y-direction is

from silicon substrate to oxide while X-direction is along the channel away from drain

[26]. NH and DH are the hydrogen density at Si/Si02 interface at any time t and hydrogen

diffusion constant in oxide respectively. During hot carrier injection, as shown in Fig.

5.1b, electrons get sufficient energy due to lateral electric field so that they penetrate

through oxide layer and displace hydrogen away from Si/Si02 interface. As a result of

this displacement, interface charges get induced leading to threshold voltage Vth increase.

At any time t, the interface charge density generated due to NBTI [25] can be given as:

NIT,NBTI(t) =

√
KfNo

2Kr

(DHt)
1/4 (5.1)
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Similarly, the charge density generated due to HCI in 2-D is given as [25]:

NIT,HCI(t) =

√
ΠKfNo

12Kr

(DHt)
1/2 (5.2)

where DH is hydrogen diffusion constant, Kf and Kr are forward dissociation and reverse

annealing rate of Si-H bonds respectively, and No is initial concentration of Si-H bonds.

The detailed explanation related to above equations can be seen in [25, 26]. The change

in threshold voltage due to interface charge densities, using Eqn. 5.1 and 5.2, can be

written as,

∆Vth(t) =
qNIT (t)

Cox

=
qtox(NIT,NBTI(t) +NIT,HCI(t))

εoxWgLg

(5.3)

where tox is the gate oxide thickness, εox is the oxide dielectric constant, Wg and Lg

are gate width and length respectively. Eqn. 5.3 shows the threshold voltage shift

dependence on interface charge density due to NBTI and HCI over time. In order to find

Figure 5.2: Percentage change in threshold voltage Vth as a function of time at different

temperature

the absolute value of ∆Vth as a function of time (in sec), first we have to identify the

parameters whose values can be found directly from 28nm standard Vth cell based high

performance library. The parameters whose values are obtained by another experimental
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setup are DH , kf and kr. These are temperature dependent parameters, governed by

Arrhenius Equation, which depends on activation energies, EH , Ef and Er respectively.

The activation energies are used from the experiments performed in [95, 102, 103].

Fig. 5.2 shows the percentage change in threshold voltage (with respect to nominal

Vth of standard cell without aging) as a function of applied stress over time (in years).

An approx 7.5% and 4% threshold voltage degradation are observed at 105oC

and 27oC respectively after 10 years of device operation . The device parameters

are shown in Fig. 5.2 whereas power supply is accelerated to 1.3 times the nominal DC

supply voltage which is 1V in our case. It can also be seen that initial rate of Vth

degradation is comparatively high and stabilizes after some time. This is due to the

power-law of hydrogen diffusion rate that finally saturates over time.

5.3.2 Empirical framework of Vth degradation under Aging

In order to estimate the reliability of integrated circuits (IC), it is highly desirable to

perform burn-in stress test at accelerated voltage and temperature. Burn-in is an im-

portant reliability test of ICs to ensure a guaranteed performance till the end of circuit’s

life-time at customers end. As burn-in test time is usually in hours which is expensive,

substantial work has been published to reduce burn-in time through high voltage stress

test [104, 105] and weibull statistical analysis [27]. We have used weibull statistical anal-

ysis based workload during stress test. However, the workload may be different in real

applications, and cover all of them is out of scope of this work. We can guarantee for

those paths only which are covered under weibull defined workload. In this work, we

first perform functional or structural scan-test to determine highest frequency obtained

(Fmax) on packaged parts just after the production and then we perform burn-in stress

test on the same set of parts. Once burn-in is over, we again collect the Fmax data with

same set of patterns and circuits. This helps in estimating the absolute Fmax degradation

that can be further translated into absolute Vth degradation.

We have performed burn-in stress test on 500 typical and 500 slow parts chosen

randomly from different wafer lots. During stress-test, the DC power supply is scaled to
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1.3 times the nominal voltage, which is 1.3x1V in our case, and temperature is increased

up-to 105oC. The voltage and temperature acceleration must be identified carefully as

they directly impact the device manufacturability of final production lots. During burn-

in, all clocks are adjusted to run at 10MHz to ensure that the power dissipation during

test mode does not cross the maximum power limit. In order to avoid unwarranted static

stress in the device [89], it is fairly important to toggle each circuit node and maintain

the clock duty cycle at 50%. More than 95% toggling activity is achieved (dynamic

stress) for 48 hours of stress test to cover 10 years of circuit operation. The following

procedure is used to estimate Fmax degradation on a device:

(a) Identify a set of functional or scan patterns that results in identifying Fmax of

target device. Lets assume that F T0
max is the maximum frequency observed on a

device before applying burn-in test.

(b) Characterization of Fmax degradation is done at four DC supply voltages (Vmax,

Vnom, Vmin, Vxmin) and each voltage node has four temperature corners (−40oC,

−5oC, 27oC, 105oC). Finally we have to collect Fmax at 16 different combinations

of voltage and temperature which can be written as F T0
max (V,T) where V ∈ (1.1V,

1V, 0.9V, 0.72V) and T ∈ (−40oC, −5oC, 27oC, 105oC).

(c) Put the device into burn-in oven/chamber. Increase the supply voltage and tem-

perature as discussed earlier to promote NBTI and HCI effects on circuit. To

cover 5 and 10 years of operation, stress tests are conducted for 30 and 48 hours

respectively.

(d) Run the same set of patterns used to observe F T0
max (V,T). Now collect Fmax data

again at identified 16 corners (of voltage and temperature) after 30 and 48 hours of

stress-test respectively. The notations of 30 and 48 hours of burn-in can be written

as F T30
max (V,T) and F T48

max (V,T).
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(e) Now calculate the Fmax degradation at specified voltage and temperature as,

F T30
dg (V, T ) =

|F T30
max(V, T )− F T0

max(V, T )|
F T0
max(V, T )

× 100 (5.4)

where V ∈ (1.1V, 1V, 0.9V, 0.72V) and T ∈ (−40oC, −5oC, 27oC, 105oC).

(f) Eqn. 5.4 shows an absolute frequency degradation (in %) after 30 hours of burn-in.

The set of data can be collected for 48 hours of burn-in as well.

Figure 5.3: Fmax degradation observed on typical and slow devices at 105oC

Instead of showing all collected Fmax data over the experiment, Fig. 5.3 and 5.4 explicitly

compare the average Fmax degradation (in %) observed on typical and slow devices at

hot (105oC) and cold (−40oC) temperatures for 5 and 10 years of device operation

respectively. As we are looking for worst-case scenarios over longer duration of time, the

circuits fabricated at best corners are not qualified for Fmax degradation analysis.

Before we start discussing the outcome of our experiments, it is necessary to mention

that different set of patterns are identified to target logic timed at three different fre-

quencies on the same device. The experiments are performed on a system-on-chip (SoC)

which consists of a CORE and other related logic. CORE logic is signed-off to work at

1000MHz while rest of the logic is sub-divided into 500MHz and 250MHz respectively. It
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can be seen as CORE@1000MHz, SoC@500MHz and SoC@250MHz in Fig. 5.3 and 5.4

respectively. At hot temperature (Fig. 5.3), typical parts show highest Fmax degradation

for atleast 500MHz and 250MHz domain.

For sub-28nm technologies, low Vth standard cells based library show maximum delays

at cold rather than hot due to temperature inversion effect [106, 107]. The temperature

inversion is sometimes referred to as reverse temperature dependence, when drain cur-

rent (ID) increases with increasing temperature. Such behavior is shown by low Vth

standard cells, of sub-32nm CMOS technology nodes, that have relatively smaller gate

overdrives. On the contrary, high Vth standard cells that usually have large gate over-

drive follow normal temperature dependence where drain current (ID) decreases with

increasing temperature. However, nominal Vth standard cells can follow either reverse or

normal temperature dependence for drain current and hence, it is difficult to estimate

the PVT corner at which they show the worst delays.

The current production parts under discussion consist of low Vth standard cells and

expected to show the worst delay at lower temperature. This might be a reason that

the paths which are speed-limiting at 500MHz and 250MHz (at hot temperature) are

not gate dominant, rather they are interconnect dominant. However, the Fmax limiter

paths in CORE still belong to slow corner not the typical one. The experimental results

points to a interesting fact that speed-limiting paths for 500MHz and 250MHz frequency

domain are interconnect dominant at 105oC while critical paths of 1000MHz are still

gate dominant. Fig. 5.4 is similar to Fig. 5.3 except that the data are collected at

cold temperature (−40oC). It clearly indicates the fact that the real speed-limiting paths

exacerbated at cold and Fmax degradation analysis must be focused at this corner. The

results also give a clear indication that the speed-limiting paths at hot and cold did

not have much correlation for 500MHz and 250MHz frequency domain. In conclusion,

highest Fmax degradation is seen on circuits fabricated on slow-slow (SS) process corner

and tested at −40oC at 0.9V DC power supply. Their absolute Fmax degradations

are 3.72% and 4.3% for 5 and 10 years of operating life .

The next objective is to translate the absolute Fmax degradation to threshold voltage
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Figure 5.4: Fmax degradation observed on typical and slow devices at −40oC

Vth degradation. This is not straightforward to establish a one to one theoretical relation

as the obtained Fmax degradation does not belong to a single gate. However, we have

used a 2-input NAND gate driving the maximum load (lumped resistance and capaci-

tance) as defined in standard cell library to perform SPICE analysis and build a typical

relation between Fmax and Vth degradation. In order to fulfill the objective of identifying

maximum Vth shift, the absolute values of critical load resistance and capacitance [108]

are used that are driven by standard driver gates. A relation between Fmax degradation

and threshold voltage degradation is established in Fig. 5.5 where both degradations are

clearly marked. It is worth to mention that the highest absolute Vth degradation (due

to NBTI and HCI) is expected at high temperature and voltage. However, for low Vth

standard cells with modest Vth degradation at low temperature translate to much higher

performance penalty compare to the Vth degradation at high temperature and voltage.

Such observations are explained earlier as reverse temperature dependence [106, 107] of

drain current. It must not be confused with the absolute values of Vth degradation as it

is being calculated very similar to Fmax degradation of Eqn. 5.4.

In order to cover all paths that can escape our analysis using the proposed method-

ology, the relation between Vth and Fmax degradation as shown in Fig. 5.5 is plotted
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Figure 5.5: A typical relation between Fmax degradation and Vth degradation

at high temperature. The worst Fmax (or performance) degradation obtained at cold

temperature is mapped to Vth shift at hot. The Fmax degradation of 3.72% and

4.3%, as predicted from several experiments, translate to Vth degradation

of 6.3% and 7.2% respectively . Now locate the Vth degradation as obtained from

Fig. 5.5 on scatter chart of Fig. 5.2 in Sub-section 5.3.1. The Vth degradation obtained

from the experiments are labeled as diamond shaped markers at 5 and 10 years of device

operation.

The percentage difference between the Vth degradation obtained from the set of ex-

periments and as estimated from the theoretical work of [28] is less than 0.3%. This

gives us the confidence to use the outcome of Kufluoglu et al. [28] work in our proposed

methodology. It is fair to conclude a worst-case threshold voltage degradation of 7.5%

while performing aging analysis on 28nm planar transistors. This value can be scaled

depending upon the chosen technology nodes and type of standard cells used.

5.3.3 External parameters that Impact Aging analysis

In this sub-section, we focused on external parameters that must be taken into account

when the effects of temporal variations are worst. In last Sub-section, we collected Fmax
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Figure 5.6: Fmax degradation observed at different voltages and temperatures on 500

slow parts after performing stress-test

data at different combinations of voltages Vmax (1.1V), Vnom (1V), Vmin (0.9V), Vxmin

(0.72V) and temperatures −40oC, −5oC, 27oC, and 105oC respectively. As discussed

previously, the circuits fabricated on slow-slow corner have shown the worst performance

degradation and hence, Fig. 5.6 considers the experimental data of slow parts only. The

clustered column chart of Fig. 5.6 is prepared by considering the average values obtained

from each device at specified voltage and temperature. The figure clearly outlines the fact

that worst-case frequency degradation is seen at cold temperature and must be considered

for aging analysis. However, if the high Vth standard cells are used while synthesizing the

design then worst frequency degradation is expected at high temperature. Furthermore,

instead of using Vxmin (at cold) as worst-case scenario, we have used Vmin for worst-case

aging analysis. This is due to the fact the a very low DC supply voltage will be unable

to promote hot electron effects, time dependent dielectric breakdown etc. At the end

of this section, we are able to identify the worst-case threshold voltage degradation, DC

supply voltage and temperature at which, we can perform a realistic aging analysis.
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5.4 Segment Definition, Modeling and Look-up Ta-

ble generation

In the previous section, we have discussed a framework that must be used to estimate

maximum Vth degradation expected at a specified technology node and worst PVT corner

to be considered to evaluate aging effects. This section broadly covers: a) The definition

of smallest entity of a circuit, named as Segment, which are clustered together to form

a target path, b) introducing a segment delay model that consists of a driver gate and

interconnects, c) generation of two dimensional (2-D) look-up table (LUT) for each

standard cell in the library by using segment delay model.

5.4.1 Segment Definition and its Delay Model

Figure 5.7: Path definition using segments

Definition: A Segment is defined as the smallest entity of a circuit that can be used

to define a specified target path. It consists of a driver gate and a load, where load can

be modeled as lumped resistance and capacitance or distributed RC tree respectively.

For example, let’s assume a path “P” as shown in Fig. 5.7 where each node is a

driver gate (g1-gn) passing through the interconnects w1 to wn. The lines with respective

arrows which are going into or out-of the nodes are fan-in or fanout of a specified node,

i.e., gate g1 has fan-out of 3 and g2 has fan-out of 2. A path “P” is defined as an ordered

set of gates and interconnects as g1, w1, g2, w2,....gn, wn. Hence, any path in a circuit

can be defined using ordered set of segments. In this work, a path “P” includes all
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path between primary inputs to registers, registers to registers, and registers to primary

outputs. Now, by using the basic definition of Segment, we can define a path P as {s1,

s2,........sn} where segment s1 consists of g1 and w1, s2 consists of g2 and w2, and so on.

It is important to accurately model a segment that may be the part of multiple-paths

and helps in estimating the worst-case path delay that must be in close proximity of

SPICE simulated results. Fig. 5.8 shows a topology that is a hybrid approach of Kahng

Figure 5.8: Segment Model - driver gate and interconnects as load

et al. [96] and Lopez et al. [87] to offset the pessimism of [3, 5]. The merits of using the

proposed model of [96] are: a) use of lumped resistance and capacitance for intermediate

and long interconnects, b) reasonable accuracy for routing optimized circuit layouts,

c) faster in estimating the interconnect delays at system level. An extensive work on

identifying critical paths of the microprocessors has been done in [86, 87]. Their research

outcome suggests that a critical path can be modeled as a chain of two-input NAND

gates with each having a fanout of 3. In this work, we have merged the merits of both

approaches [87, 96] to define a scalable and fairly accurate segment delay model.

In the presented segment model, as depicted in Fig. 5.8, we have shown the circuit

topology of two-input gate-under-test (GUT) only. However, a similar topology can be

used for three or more inputs of the standard cells. As we know that CMOS circuits are
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highly sensitive to input arrival time, so we have targeted a single input pattern that

can create worst-case delay across segment (driver gate and interconnect). One input

of NAND gate remains at non-controlling static value while the other input is used to

create transition, and input selection is made on the basis of standard cell library timing

characteristics. It can also be seen that propagation delay (rising and falling) of segment

would be measured from PointA to PointB which is clearly shown in Fig. 5.8. CMOS

circuits are also sensitive to input transition time (0 to 50% of input voltage) and to

avoid additional complexities, we have used a typical value of transition time which is

approx 110 ps as suggested in data book of 28nm library.

5.4.2 Look-up table (LUT) generation for standard cells

Before we start discussion about the adopted procedure for look-up table (LUT) gener-

ation, it is important to understand the role of LUTs while estimating the path delays

under aging. Consider a normal distribution curve of Fig. 5.9 that shows a target path

delay distribution over the arrival time. The Y-axis is the fractional number of chips

and X-axis shows the path arrival time of a target path. As the target path shows dif-

Figure 5.9: Path distribution as a function of arrival time for a target path
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ferent delays on different chips of the same wafer due to spatial or temporal variations,

we have used the probability density function to explain it. PDsta
max and PDsta

min are the

worst-case and the best-case delays as estimated by STA to fix setup and hold viola-

tions. On the other hand, PDmc
max and PDmc

min are the worst-case and the best-case path

delays estimated using SPICE simulator and are supposed to be in proximity of real sil-

icon behavior. The absolute difference in PDsta
max and PDmc

max can be formally defined as

worst-case margin which is used frequently in industrial designs. It is worth to mention

that an intelligently chosen STA margin, backed by statistical data, helps in enhancing

the device performance along with improvements in overall power (static and dynamic

both) and silicon area [109].

In this work, long paths are identified under shaded area marked as B in Fig. 5.9

which corresponds to worst-case corner, PV Tworst. The only demerit of STA estimated

path delays is, they are over-estimated with respect to target clock period. In order to

offset the pessimism, we intend to identify a procedure that helps in estimating path

delays in close proximity of SPICE simulated results. The shaded area, marked as A,

under the curve of Fig. 5.9 is a set of those paths which have not shown much variability

and are close to SPICE simulated results at typical corner, PV Ttyp. As discussed earlier,

a target path is defined as an ordered set of segments and if the segment variations are

modeled correctly, we can roughly estimate the worst-case variations for the path as well.

Delay multiplication factor is introduced whose absolute value is used to scale the

typical segment delay to worst-case segment delay and its derived value is more realistic in

comparison to STA. As shown in Fig. 5.8, the lumped resistance (Rw) and capacitance

(Cw) are transformed into different realistic wire loads as W1(20Ω, 0.8fF), W2(40Ω,

1.6fF), W3(80Ω, 3.2fF) progressively increasing upto W30(1160Ω, 46.4fF). Each wire

load is assumed to be routed through intermediate metal layers such that it does not

exceed maximum wire length of 217 µm. The maximum limit on wire load is purely driven

by the standard library built on a specified CMOS technology node. The absolute values

of various parameters that corresponds to PV Ttyp and PV Tworst are shown in Table 5.1.

PV Ttyp is a typical-case corner which corresponds to middle of the bell-shaped curve
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Table 5.1: 2-D Example LUT for two input NAND gate

Process DC Supply Voltage Temp. Vth

PV Ttyp TT 1 V −5oC 200 mV

PV Tworst SS 0.9 V −40oC 215 mV

of Fig. 5.9 while PV Tworst is identified in Section 5.3 that closely relates to realistic

worst-case corner. The gate-under-test of segment model (shown in Fig. 5.8) would be

replaced by the standard cell, and timing characteristics are observed with each load,

i.e. W1-W30. The following procedure is used to generate LUT for each standard cell

of the library,

(A) For each wire load (W1-W30) that is eventually driven by a standard cell, measure

the typical-case average delay across the driver gate (GDtyp), interconnect (WDtyp)

and segment (SDtyp) for each combination of gate and wire load using SPICE

simulator. The circuit and external parameters are driven by typical-case corner,

PV Ttyp.

(B) Now change the typical-case corner, PV Ttyp, to worst-case corner, PV Tworst. For

each wire load (W1-W30), measure the worst-case average delay across the segment

using SPICE simulator that can be observed as SDworst.

(C) For each combination of driver gate and load (W1-W30), find the multiplication

factor by using below equation,

Ma
f = 1 +

SDworst − SDtyp

SDtyp

(5.5)

In Eqn. 5.5, Ma
f is defined as a delay multiplication factor to account for aging which

specifically include NBTI and HCI effects. Lets take an example of 2-D LUT generated

for two-input NAND gate with drive strength 1 (NAND2 X1) as shown in Table 5.2.

The GDtyp and WDtyp are used as input search data to a LUT of a specified standard

cell. Apart from Ma
f , the table also stores the delay multiplication factor to account
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Table 5.2: Example 2-D LUT for two input NAND gate

NAND2 X1

WDtyp(ps) GDtyp(ps) Mp
f [5] Ma

f

1.41 59.3 1.013 1.025

2.73 62.1 1.014 1.022

4.21 64.5 1.015 1.015

5.23 69.5 1.018 1.012

6.9 72.7 1.021 1.011

for process-variation shown as Mp
f [5]. Mp

f includes the random effects such as random

dopant fluctuations, line edge/width roughness, gate dielectric variations and systematic

variations related to interconnects. The present work is focused on analyzing the effects of

aging, hence, for the sake of clarity we prefer not to discuss the process-related variations

presented earlier in [5]. If the input search data (GDtyp andWDtyp) are not found directly

in the LUT then the linear interpolation method is used to find the corresponding absolute

values of Mp
f and Ma

f respectively. Assume that a two-input NAND gate (NAND2 X1

of Table 5.2) is driving a load of 2.73 ps than 2-D LUT would return Mp
f and Ma

f values

as 1.014 and 1.022 respectively. These values translate to 1.4% and 2.2% worst-case

variation on typical segment delay due to process-related and aging effects.

5.5 Path Delay Estimation and Critical Path Selec-

tion Procedure

Previous section has broadly covered the segment definition, its modeling and generation

of 2-D look-up table for each standard cell of the library. So far, we are well equipped

to estimate the worst-case scaling required on typical delays of the segment. In this

section, we will discuss how the segment delay multiplication factors help in estimating

the overall worst-case path delays and bottom-up approach in identifying a set of long
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paths that may be critical over time.

5.5.1 Path Delay Estimation

As discussed earlier, the segments are the smallest entity of a circuit and any path can

be defined using an ordered set of contributing segments. A segment can be a part of

multiple paths at the same time and each path uses the following equation to estimate

typical path delay,

PDtyp =
n∑

i=1

SDtyp(i) (5.6)

1 ≤ i ≤ n, where n is the number of segments in a path. SDtyp is the segment delay

estimated by SPICE simulator at typical-case corner. As can be seen in Eqn. 5.6, PDtyp

is the sum of all segment delays that constitute the target path. It is important to point

out that typical corner usually falls at the middle of probability density function of path

distribution curve of a circuit. Hence, the worst-case path delays can be estimated using

LUT-based approach by following equation,

PDworst =
n∑

i=1

(SDtyp(i) ∗ [Mp
f (i) +Ma

f (i)− 1]) (5.7)

Now we have introduced two additional terms Mp
f [5] and Ma

f in Eqn. 5.7 to account for

worst-case expected delay. These are delay multiplication factors to account for spatial

and temporal variations in CMOS circuits. It must be seen in Eqn. 5.7 that each segment

of a path uses its own Mp
f and Ma

f , that enables a dynamic scaling factor to be used

for every segment that defines a path. Use of dynamic scaling factors in our approach

definitely has an edge over traditional STA approach where designers use a static factor

to estimate worst-case delay. To further understand the proposed path delay estimation

approach, we have selected a random path from benchmark circuit s35932 as shown in

Table 5.3. The path starts from output Q of a flip-flop (SDFFRPQ X1M C35), tra-

verse through INTERCONNECT I1, and feeds input C of XNOR3 X0P7M C35. The
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Table 5.3: A random path from benchmark s35932 for worst-case path delay estimation

Standard Cell Name Timing Arc Delay SDtyp Mp
f +Ma

f -1 SDworst

SDFFRPQ X1M C35 CK↑ → Q↓ 64.2

INTERCONNECT I1 0 64.2 1.01 64.8

XNOR3 X0P7M C35 C↓ → Y↓ 96.3

INTERCONNECT I2 5 101.3 1.015 102.9

NOR2 X1A C35 A↓ → Y↑ 46.8

INTERCONNECT I3 12 58.8 1.025 60.3

AOI211 X1M C35 B0↑ → Y↓ 36.6

INTERCONNECT I4 8 44.6 1.023 45.6

OAI211 X1M C35 B0↓ → Y↑ 54

INTERCONNECT I5 2 56 1.014 56.8

SDFFRPQN X2 C35 D↑ 0

output Y of XNOR3 X0P7M C35 is driving input A of NOR2 X1A C35 through IN-

TERCONNECT I2 and this way, the path traverse through other gates/interconnects

before being terminated at input D of flip-flop (SDFFRPQN X2 C35). For sake of clarity,

interconnects between the standard cells are shown as INTERCONNECT I1 to INTER-

CONNECT I5 in column 1 of Table 5.3. However, standard cell library does not have

any predefined model for interconnects. Timing arc, of column 2, represents the timing

relation (transition 0 to 1 or 1 to 0) between the input and output ports of a standard

cell. Column 3 of Table 5.3 shows the typical delays (in ps) of individual gates and

interconnects which are referred as GDtyp and WDtyp as discussed in Sub-section 5.4.2.

Column 4 shows the segment delay for each combination of driver gate and intercon-

nect. The individual delay multiplication factors for each segment are given in column 5

which are extracted and approximated from generated LUTs as discussed in Sub-section

5.4.2. The column 6 shows the worst-case delay estimated under circuit parameters fluc-

tuation. By using Eqn. 5.6 and 5.7, we can easily calculate PDtyp and PDworst as 324.9
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ps and 330.4 ps respectively. Hence, we can conclude that an overall delay variation

of 1.7% is expected on the target path as mentioned in Table 5.3. In the experimental

section, we will demonstrate the accuracy of the proposed methodology in comparison

to SPICE simulated results and also compare the results with pessimistic STA on such

paths.

5.5.2 Path Selection Procedure

In previous sub-section, we have discussed the approach that helps in estimating worst-

case path delays if the order of segments, type of driver gate (of each segment) and its

typical timing characteristics are known using LUTs. This section broadly covers the

Figure 5.10: Block diagram of the proposed methodology

methodology which can help in identifying a set of long paths that may become critical

over time due to circuit unreliabilities. The complete methodology is divided into two

steps which can be seen in Fig. 5.10. We first introduce few terminologies that will be

used in rest of this paper. Tsys is defined as the minimum target clock period at which

the circuit is expected to work. T1 is user defined value which sets the limit to identify

those paths whose worst-case path delays need to be re-estimated using the proposed
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methodology. It can be seen in Fig. 5.10 that T1 helps STA to isolate only those paths

whose timing delays exceed it’s absolute value which is 0.8Tsys in our case. T1 can assume

any value based on the intermediate path definition as suggested by the circuit designer,

0 < T1 < Tsys.

T2 is an another user defined value that formally sets the lower bound limit on the

absolute path delay such that if any path whose timing delay exceeds this limit then

it can be categorized as speed-limiting path. In our case, we have used T2 = 0.9Tsys

to isolate a set of timing critical paths and a formal relation among these user defined

values is 0 < T1 < T2 < Tsys. It can be seen in Fig. 5.10 that T1 helps in isolating those

paths, using STA, whose timing delay require pessimism removal and re-estimating the

path delay with reasonable accuracy to match SPICE simulator estimated worst-case

delay. Once the path delays are estimated again in STEP 2, a user-defined value T2 sets

the lower bound to identify a set of timing critical paths.

STEP 1: To begin with, we still continue to use STA to identify a bigger set of paths

that may be speed-limiting. In STEP 1, STA reads the circuit netlist, timing libraries,

physical data like placement, floor plan, routing etc and user-define value T1 to identify a

list of paths whose delay exceeds a threshold value limit T1 at typical corner-case PV Ttyp.

A set of identified paths from this step qualifies to be analyzed by the radical proposed

algorithm, in STEP2, to estimate realistic worst-case path delays in comparison to STA

analysis. At the end of STEP 1, path-based timing information is generated for all

identified paths (lets say the number is k) whose delays are greater than or equal to T1.

STEP 2: As shown in Fig. 5.10, the proposed algorithm reads the path-oriented

typical timing delays of each segment (gate delay GDtyp and wire delay WDtyp), and

uses generated LUTs to estimate worst-case path delays using Eqn. 5.7. Thereafter, if

any path whose delay exceeds a user-defined value T2 then it must be included in the

final set of long paths whose count is m. The pseudo-code and implementation of the

proposed algorithm is shown as Algorithm 1 .

Algorithm 1: Path Selection Procedure
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01: Procedure: Enumerate all paths whose delay is greater than T1 (PDtyp ≥ T1)

02: Set PDworst = 0 ;

03: while all paths are not covered {

04: while all segments are not covered on selected path {

05: for selected segment {

07: getdelayfactor(gate type,drive strength,WDtyp,GDtyp);

08: SDworst = [WDtyp+GDtyp] × [Mf + Ma
f -1]

09: end for }

08: PDworst = PDworst+SDworst

10: end while

11: if PDworst ≥ T2 {

12: return (SUCCESS);

15: reset all delays; }

17: else {return(FAILURE);

18: reset all delays; }

19: end if }

20: end while

24: subroutine getdelayfactor (a,b,x,y)

25: input gate type, drive strength

26: input WDtyp,GDtyp

28: The 2-D LUT, as presented in Sub-section 5.4.2, returns the value of Mf and Ma
f

The above algorithm works on the principle governed by Eqn. 5.7 as discussed in

Sub-section 5.5.1. It enumerates the segment delays first and then estimates the actual

path delay. The delay multiplication factors for each segment of a path are determined

by using subroutine getdelayfactor. The typical wire and gate delays are available at

the end of STEP 1 and based on their absolute delays, LUT of a specified standard

cell returns the interpolated values of Mf and M g
f . From the top level overview of the

program, it seems like the algorithm can not process multiple paths at the same time.

However, multiple paths can be processed by the actual implementation of the algorithm,
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based on the available number of threads in the host system. Assume that the number

of identified paths in the first step is k and the average number of segments in a path

is n, then the time-complexity of the algorithm is O(kn), which is a big number for the

complex designs. As the computation of path delay is independent, it can be parallelized

to reduce the time-complexity to O(kn/T) where T is number of threads.

5.6 Experimental Results and Discussion

This section demonstrates the effectiveness of the proposed methodology by performing

a set of experiments on ITC’99, IWLS’2005 and ISCAS’89 benchmark circuits. These

circuits are chosen based on varying size and complexity. The column 1 of Table 5.4 shows

all benchmark circuits, associated total number of gates and flip-flops in column 2 and 3

respectively. We have used Cadence RTL compiler for generating physical netlist using

the 28nm planar CMOS library, Cadence encounter timing system and SoC encounter

are used for static timing analysis and physical place-n-route using 12 tracks. However,

such experiments are not dependent on some specific tools and user can choose any

approach for IC design. As discussed earlier in Sub-section 5.5.2, the STEP1 provides

the path-based structural data along with the absolute gate (GDtyp) and wire delays

(WDtyp) per segment. Such information would be used as input search data in LUTs to

obtain the realistic worst-case scaling factors (Mf and M g
f ). These scaling factors are

used to estimate the path delay under process and aging-induced variations.

5.6.1 Effectiveness of the Proposed Methodology

The path delay estimation is driven from Eqn. 5.7 that works on each segment of a

path and provides the overall path delay with reasonable accuracy. In order to validate

the accuracy of the proposed approach with SPICE simulated results, a 5% of the total

number of paths are chosen from each benchmark circuit to prove the concept. It must

be remember that the LUTs are generated at PV Ttyp and scaled further by using multi-

plication factors to match SPICE simulated results at PV Tworst corner. Fig. 5.11 shows
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Table 5.4: Number of Identified Long Paths Using Different Timing Models, T2 = 0.9Tsys

Ckt. #Gate #Flop Nsta Nspice Npro

b15 1 3581 449 185 190 209

b17 1 10942 1415 905 587 625

b18 1 29963 3326 1803 1734 1793

b19 1 56919 6654 3608 3556 3594

dma 9100 2200 1427 1335 1404

usb funct 6382 1766 91 91 93

ethernet 21379 10545 123 84 103

mem ctrl 3286 1144 243 225 235

vga lcd 33377 17102 8584 6073 6181

s35932 3268 1728 876 840 866

s38417 3886 1564 119 96 99

s38584 5504 1451 37 26 29

the absolute path delay as estimated by SPICE, an earlier work [3] and the proposed ap-

proach. SPICE estimated delays are labeled as SpiceDelay whereas the delay estimated

by the work presented in [3] and the current proposed work are shown as CalDelay and

ProDelay. X-axis of Fig. 5.11 is the path identity number (Path ID) starting from 1

to 48 which are consecutively identified top four speed-limiting paths from each bench-

mark circuit. For clarity, we chose to show only top 48 critical paths out of thousands

of paths. The circuits are synthesized for high performance to work at 1 GHz (time

period 1000 ps). Y-axis shows the absolute path delay in picoseconds. It is observed

that the inaccuracy in estimating path delays, compared to SPICE simulators at same

PVT corner, has reduced from approx 10% (reported inaccuracy in [3]) to 5.5%. This is

also evident from the Fig. 5.11 that CalDelay is relatively more pessimistic as compared

to the current technique. A Pearson correlation coefficients of 0.96 is reported between
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Figure 5.11: Comparison among the worst-case path delay estimated by SPICE, previous

work [3], and the proposed approach

the data obtained from the proposed path estimation technique and SPICE simulated

delays at PV Tworst. A radically identified worst-case PVT corner helps in improving the

correlation coefficient of 0.93 as reported earlier in [3].

Now we have to evaluate the quantitative correctness of the proposed approach by

analyzing the number of potential timing-critical paths identified by performing STA

analysis, SPICE analysis and the proposed approach. The absolute number of m iden-

tified paths in STEP 2 of Fig. 5.10, are shown in column 4, 5 and 6 of Table 5.4. The

number of critical paths as identified by performing STA, SPICE and the proposed ap-

proach are shown as Nsta, Nspice and Npro with a user-defined threshold value of T2 =

0.9Tsys. In Table 5.4, it must be seen that STA estimated number of critical paths are

approx 19% pessimistic in comparison to SPICE estimated number of paths. The only

exception is benchmark b15 1 where STA is optimistic as compared to its usual behavior.

After analyzing the paths of b15 1, it is found that most of the paths are interconnect

dominant as compared to other cases. Such optimistic cases of STA are encountered

earlier in [5] on real silicon. However, the proposed approach is only 6.2% pessimistic in

estimating a set of critical paths in comparison to SPICE estimated results. This clearly
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shows the advantage of using our proposed methodology in identifying speed-critical

paths under aging.

Figure 5.12: Path distribution obtained by using SPICE, STA based approach and the

proposed approach (PRO)

In order to capture the granular details at circuit level, we compared the path dis-

tributions of few benchmark circuits from 700 ps to 1000 ps of path arrival time. The

path distribution charts as shown in Fig. 5.12 are prepared for few benchmark circuits,

such as b15 1, b17 1, vga lcd and s35932, to compare the percentage of timing critical

paths as estimated by STA, SPICE and the proposed methodology. Consider one of the

benchmarks, b15 1, where we perform STA and SPICE analysis separately to estimate

delays of all possible structural paths. Now isolate all paths whose absolute delay exceed

950 ps with an assumption that circuit is timed to work functionally at 1000 ps. Lets call

the number of paths identified by STA and SPICE analysis as M and N (whose delays

fall between 950-1000 ps) and the percentage of paths that lie between 950-1000ps are

calculated as [M/(M+N)]x100 and [N/(M+N)]x100 respectively.
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Using experimental observations, we obtained M=376 and N=354 between 950-1000

ps arrival time range that finally translates to 18.5% and 9.7% for STA and SPICE

respectively which are shown in Fig. 5.12. The figure shows the path distribution ob-

tained over path arrival time using STA and SPICE assisted delay analysis. It can be

seen clearly that STA estimated path distribution results are pessimistic and unnecessary

over-burdens the functional or ad-hoc scan test to regularly observe the performance of

those paths which never turn-out to be speed-limiting. To further validate the effective-

ness of the proposed approach, path distribution curves are also prepared for the same

set of benchmark circuits to compare against SPICE simulated results. Fig. 5.12 also

depicts the path distribution curves obtained using the proposed approach as PRO and

it can be seen that the path distribution curves of the proposed technique closely follow

the curves estimated using SPICE analysis. In conclusion, user can reduce the number of

STA identified critical paths by approx 9% using the proposed approach with path delay

estimation accuracy of approx 94% in comparison to SPICE simulated delays.

5.6.2 CPU runtime comparison

This sub-section analyzes the time complexity of the proposed algorithm, it’s timing

performance and memory requirements against highly optimized SPICE simulators. As

discussed earlier in Sub-section 5.5.2, the algorithmic complexity of the proposed algo-

rithm is O(kn/T) where k is the number of qualified paths considered for worst-case delay

analysis, n is the average number of segments in a path and T is number of threads that

can be handled on a processor(s). In practice, the state-of-the-art processors have limi-

tations in handling multiple threads at the same time and create bottleneck for optimum

performance. Hence, we start using Tmax instead of T to show algorithmic complexity

as O(kn/Tmax), where Tmax is the maximum number of threads that can be handled

by the processor without showing performance degradation. Similarly, the algorithmic

complexity of SPICE simulators is usually given by O(k) where k is the number of paths.

Now assume that four paths are chosen for worst-case delay estimation (k=4) with an

optimal number of threads as 45 (Tmax=45). Now, the complexity reduced to O(4n/45)
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and O(4) for the proposed approach and SPICE simulator respectively. This can be seen

clearly that the expected speed-up in time from the proposed approach is 45/n, only if

n < 45, as compared to SPICE simulators.

Figure 5.13: CPU runtime comparison

A theoretical performance gain in time using the proposed approach instead of using

SPICE simulator, is Tmax/n. However, the performance gain would saturate when Tmax

≈ n. In order to validate the theoretical observations, an experiment is carried out

by creating a set of four paths from each benchmark circuits and labeled on X-axis

under Group ID as shown in Fig. 5.13. The runtime of SPICE simulator, the proposed

algorithm running on single processor and the same algorithm running on cluster of

two processors are shown as rSPICE, rALG[P1] and rALG[P2] respectively. The Y-

axis shows the absolute runtime in sec. The experiments are carried-out on 48 different

groups where each group consists of four paths, k = 4. In this work, we have used two

host systems where first uses a state-of-the-art processor available with a memory of 2GB

and running on Linux platform. Second uses a cluster of two processors each having a

memory of 2GB running on Linux. With any of the host systems, the average time taken

by SPICE simulator (rSPICE ) to process 48x4 paths is approx 55.6 sec. However, the

proposed algorithm takes 40.4sec (rALG[P1]) and 20.2sec (rALG[P2]) with first and
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second host systems respectively. Assume that a cluster of 4 processors is used then a

speedup of approx 5.5 times (55.6/10.1) is expected over SPICE simulator and so on.

The runtime of the proposed algorithm can be improved further by increasing the

number of processors per cluster and consecutively more number of paths for analysis,

at an expense of reduced space efficiency of the algorithm. It must be noted that the

run-time efficiency of the proposed algorithm in comparison to SPICE simulation, is

achieved by (1) avoiding real-time simulations (as we generated reasonably accurate

look-up tables to account for spatial and temporal unreliability of CMOS circuit), (2)

reducing the number of elements which constitute a path by defining segments, (3) an

optimal cluster of processors to increase the effective threads for parallelism, and (4)

avoid multi-corner PVT analysis to save significant simulation time.

5.7 Summary

In order to identify a set of speed limiting paths, that may become critical over time, in

stipulated design cycle time is a real challenge for system-on-chip (SoC) designers. One

of the most adopted approaches to identify such paths is through STA analysis. The

only limitation in using STA is the pessimism involved while estimating the path delay,

due to which, it is not easy to identify a realistic set of speed-limiting paths. Another

approach is to use SPICE simulations which are reasonably accurate in estimating path

delay with respect to delay measured on silicon. However, the huge simulation runtime

in path estimation makes it impractical. We proposed a methodology at an abstract level

which is substantially faster than SPICE and still maintaining a path delay estimation

accuracy of approx 94%. The primary objective is to develop a reliability-aware efficient

methodology by which, a set of timing-critical paths can be identified. These set of

paths should be tested explicitly through functional or structural scan after production

to improve small delay defect (SDD) coverage or it can be periodically monitored for

aging analysis under real workload. The proposed methodology requires STA and SPICE

models during the procedure and hence, cannot be used to replace industry standard
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multi-corner pessimistic STA analysis to sign-off circuit database for fabrication. The

future work involves the validation of the methodology on complex industrial designs.

− ∗ − ∗ −



Chapter 6

Conclusion and Future Scope

Localized small delay defects (SDDs), for example degraded transistor drive strength

caused by under-grown fin(s), are a growing concern in current FinFET and emerging

gate all around (GAA) technologies. These small timing defects usually appear either

during manufacturing process steps or due to aging effects in MOS transistors and inter-

connects under certain workload over the time. However, such defects can also originate

while manufacturing of silicon cylindrical ingots, wafer preparation, and die packaging

once wafers are fabricated with desired circuits. In literature, researchers have proposed

different approaches to target small delay defects such as: a) path delay fault based

ATPG testing can target distributed small delay defects assuming a set of timing critical

paths is well defined, b) N-detect transition fault based ATPG testing typically sensi-

tizes multiple paths to test the same TDF fault with no guarantee to hit the structurally

longest timing path, c) timing-aware ATPG testing uses circuit level timing informa-

tion to target timing critical transition faults by sensitizing longest timing paths or may

choose subsequent longer paths in case of unsuccessful pattern generation.

The conventional ATPG approaches have limitations either due to high pattern vol-

ume or low SDD coverage. The practical issues with PDF-based ATPG are low path

coverage and test application time which grows dramatically faster with increase in cir-

cuit size. The demerits in adopting N-detect ATPG are: a) effort in detecting same fault
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n times which makes in expensive in ATPG runtime and pattern volume, b) no guaran-

tee that fault is sensitized through longest testable path as it does not use circuit-level

timing information, and c) no small-delay defect (SDD) coverage metric to claim defect

free circuit. In today’s most complex SoC/ASIC designs, TDF based testing is mostly

adopted because of its efficiency in pattern generation, ATPG runtime with many timing

defects being covered. With the transition of technology node from planar to 3D FinFET

structure, gross-delay defects which are typically covered by transition delay fault based

ATPG is getting ineffective in targeting small timing defects. This is due to the fact that

it excites and propagates the fault effect through easy to control short or intermediate

structural path instead of choosing longest timing path of a circuit.

6.1 Thesis Summary

The most adopted ATPG techniques to uncover SDDs are certainly driven by timing

information that includes gate and interconnect delays. The TA-ATPG approach is

reasonably good to adopt with major drawbacks of increase in test set size and test

generation time. These limitations arise due to ATPG’s ability to use circuit-level timing

information. Apart from this, the requirement of sensitizing longest timing path for each

fault puts constraints on ATPG’s ability to cover multiple faults through a single pattern.

This prunes the ATPG’s efficiency in covering many faults through a single pattern by

using fault simulation and implication approach.

The Chapter 3 makes the following contributions to address the shortcomings of

conventional approaches of targeting SDDs: a) proposes a new test methodology [4] that

for the first time exploits path delay fault based test generation for the timing-critical

paths to generate timing tests for many of the targeted timing-aware transition delay

faults, b) discusses a new approach to cover SDDs more efficiently to reduce pattern

volume and ATPG runtime as compared to traditional techniques, and c) modifies the

definition of conventional SDD coverage metric to improve confidence in covering small
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timing defects of critical paths. To uncover small timing defects of a circuit, it is impor-

tant to identify a set of performance limiting path which closely matches silicon behavior

and discussed further in chapter 4 and 5 respectively. At the end, the adopted methodol-

ogy results in approximately 12.5% reduction in pattern volume, 35% reduction in ATPG

runtime and also a 5% improvement in delay test coverage when compared to existing

commercially available TA-ATPG approach. In the experiments, we have used a range

of benchmark circuits to compare the results from a commercially available TA-ATPG

[48, 49] with our new approach that efficiently exploit PDF tests wherever possible.

It must be understood that the extra small delays caused by distributed defects would

be absorbed on those paths which have higher slack margin and would never result in

erroneous circuit response. In order to target SDDs, it is utmost important to identify

long paths of a specified circuit. However, identifying a set of timing critical paths

under spatial or temporal variations is not straightforward and needs special attention

while adopting a certain technique. A set of procedures is available in the literature

that may help in identifying long paths. Static timing analysis (STA) [52] is mostly

adopted to identify a set of top timing-critical paths under specified user-defined setup

slack condition. STA is very powerful tool for design sign-off as it is very fast in meeting

timing specifications, exhaustive in covering circuit nodes, and works at extreme process

corners to guarantee device operation. However, it is pessimistic in estimating worst-case

path delays which typically results in adding more number of paths to be analyzed by

TA-ATPG while targeting timing-critical transition faults.

It must be remembered that even a small number of extra paths being added due

to pessimistic STA can result in increased pattern volume and ATPG runtime. Another

approach of estimating more accurate path delay is dynamic timing simulation (SPICE

level simulation) [50, 51]. It estimates timing delays of various paths and a user-defined

timing critical condition helps in isolating a set of speed-limiting paths. However, it is

traditionally non-exhaustive and very slow in estimating timing delays even for a subset

of the circuit. Apart from this, statistical static timing analysis (SSTA) [53] can also

be adopted which identifies the speed-limiting paths based on the target yield. SSTA
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represents the delay in terms of path distribution function and invariably uses SPICE

models to generate industry’s first open standard effective current source model (ECSM

[92]). Typically, it is also slow as it uses probability density functions to estimate the

timing delays as a function of yield.

In today’s complex designs, STA is typically used as it is faster than any of the

timing-analysis methods available in the literature. The only major limitation is the

pessimism in estimating the timing delay due to which, it is not easy to identify a

reduced set of speed-limiting paths. The pessimism in delay calculation is due to the

fact that it uses abstract level models which provide pessimistic delays of gates and

interconnects [83]. In order to time circuit at worst corners, STA uses the extreme values

of all physical parameters related to MOS transistors and interconnects along with worst

environmental conditions which are unlikely to happen at the same time. That is why,

when the parametric testing is performed, it is not rare to observe that most of the

devices perform better than expected in terms of operating frequency.

All of the previous timing estimation procedures either have limitations in terms of

path delay estimation accuracy or overall runtime. A more accurate procedure demands

extensive runtime and computational power. On the contrary, a fast timing estimation

procedure can be used by relaxing delay estimation accuracy. The Chapter 4 and 5 are

dedicated to defining a new path delay estimation approach which is substantially faster

than SPICE level simulation with reasonably good accuracy in comparison to STA. In

order to overcome the conventional shortcomings of timing analysis approaches, Chap-

ter 4 introduces a new approach in identifying a set of long paths that may limit the

circuit performance under spatial statistical variations. The chapter develops a theoret-

ical explanation for the unexpectedly higher process related timing variability shown by

long interconnects that are driven by high drive strength gates. This gets even worse due

to conventional gate delay variability and other random process effects. Our analysis is

supported by actual silicon data and further validated by detailed Monte-Carlo (MC)

simulations. Unfortunately, traditional scan based transition delay fault (TDF) timing

tests can miss these variabilities induced delay faults on long interconnects which lies
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on the critical paths. The Chapter 4 also proposes: a) a methodology to identify high

variability paths dominated by such long interconnects, with the aim of developing high

quality delay timing tests, and b) develops a heuristic based path selection algorithm to

identify potentially slow paths that can contribute to test escapes in production. We

further extend our approach to generate high quality delay timing tests for the target

paths using the proposed “three pass” method inherited from [4].

The Chapter 5 improves the accuracy of path delay estimation algorithm introduced

in Chapter 4 and also extends to accommodate the effects of aging on delay estimation.

Chapter 5 is dedicated to exploring the opportunity of using the proposed methodol-

ogy, instead of using pessimistic STA or time-consuming SPICE for delay calculations

at worst PVT corner, to identify a set of realistic long paths that may become criti-

cal during device life-time. This chapter revisits the segment model presented in [3, 5]

by replacing the worst-case distributed RC T-network with performance driven balance

RC π-network [52, 96], which can be optimized for standard fan-outs. This is a faster

high-level approach for estimating path delays in a circuit and has very good accuracy.

Then it adopts a unified aging model [25, 28] of NBTI and HCI degradation in terms of

threshold voltage (Vth) shift over device lifetime. The Vth shift and empirically chosen

realistic worst-case PVT corner avoids multi-corner delay estimation requirement. This

helps in predicting the maximum Vth degradation, due to NBTI and HCI, that can be ob-

served at specified process-voltage-temperature (PVT) corner. Theoretically estimated

Vth degradation based on reaction-diffusion (R-D) model, presented in [28], is empirically

compared with the results obtained from 1000 industrial production parts fabricated on

28nm planar CMOS technology node. The chapter also identifies the worst-case PVT

corner that shows maximum temporal variations due to predicted Vth degradation. This

enhances the algorithm introduced in Chapter 4 that is now substantially faster than

SPICE simulators [50, 51] with an approximate 94% accuracy in estimating path delays

at specified PVT corner. It helps in reducing the number of extra timing critical paths

added due to pessimistic behavior of STA, by 50%. This finally results in improving the

TA-ATPG runtime and pattern volume with an aim to improving SDD coverage.
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The Chapters 4 and 5 collectively develop a methodology of identifying a set of long

paths that may fail or degrade the circuit performance over time. The presented method-

ology uses the proposed algorithm in isolating such speed-limiting paths that can be

used to improve SDD coverage. Alternatively, it can be used to periodically monitor

the aging impact. It is worth to point-out that our aim is neither to replace industry

standard multi-corner pessimistic STA analysis to sign-off circuit database for fabrica-

tion nor to develop the standalone aging-aware timing library. Our objective to isolate

a real set of critical paths, whose timing behavior must be close to silicon, that must

be tested to improve the confidence of covering SDDs. As the outcome of the proposed

methodology and its sustainability are dependent on delay estimation by SPICE and

STA based approaches, it cannot be adopted as independent delay estimation technique.

6.2 Future Work

So far, we have discussed a new test methodology that can be adopted for effective fault

detection with improved efficiency in pattern generation and runtime respectively. As

discussed earlier in Chapter 3, path-based ATPG is being used in our proposed test

methodology where PDF test generation has been exploited to not only generate the

timing tests more efficiently, but the resulting TDF test sets are also more compact and

perform better on commonly used delay test coverage metrics. This is because all TDF

faults along a PDF targeted timing-critical path can be detected efficiently by generating

a single PDF test. This efficiency is not explicitly exploited by node oriented TDF test

generation even when the TDFs are targeted along the longest paths. In order to make

the proposed test methodology more effective and efficient, we may explore following

enhancements,

• explore the possibility of using segment-based or ALAPTF-based test generation

to improve partial path coverage. This certainly help in improving SDD detection

using partial robust-test generation criteria which is discussed earlier in Chapter 2
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under Sections 2.1.4 and 2.1.5 respectively. In short, if we can not robustly or non-

robustly sensitize a full path then we may choose partial sensitization of segments

by relaxing transition launching and fault effect propagation test criteria.

• explore the possibility of dynamically limiting the ATPG runtime if the desired

path coverage is achieved while PDF test generation. In other words, for complex

designs, sometimes path-based ATPG takes roughly more time than TA-ATPG

for targeting long paths in a circuit. Under such circumstances, it is important to

prioritize the objective either to improve path coverage or limit ATPG runtime once

a desired coverage is achieved. A new approach can be developed which terminates

the ATPG run if the desired test coverage is attained.

The proposed worst-case path delay estimation algorithm may be enhanced to include

following effects,

• On-chip crosstalk: can be defined as electric field coupling, magnetic field coupling,

and common impedance coupling between the circuits or circuit elements once they

are fabricated in close proximity to each other. This usually happens if a resistive,

capacitive or inductive path exist between the aggressor and victim circuit element.

In this thesis, we have not considered any such effects while estimating worst-case

path delay under spatial or temporal statistical variations.

• Simultaneous switching noise (SSN): can also be defined as a voltage droop ob-

served at the victim circuit when an another sub-circuit shares the same power

or ground rail on the same IC. This phenomenon is also known as power/ground

noise, ground bounce, substrate noise or dI/dt noise when the power/ground signal

is connected with a bondwire. This thesis does not honor SSN related temporary

timing defects in the circuit.

• Soft error or single bit/event upset: The soft error typically happens when ener-

getic particles such as alpha and gamma rays interact with semi-conducting ma-

terial. Due to the generation of electron-hole pairs in short interval of time, it
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may result in non-destructive state change in storage devices. This work can be

extended to include such effects under controlled environment.

• Eletromigration: it is one of the dominant aging effects as observed on interconnects

and vias in the ICs. The effect causes material transport by gradual movement of

the ions in a conductor due to the momentum transfer between conducting electrons

and the diffusing metal atoms. The proposed timing estimation algorithm can be

extended to include small timing defects caused due electro-migration, however, it

is fairly important to validate it on real silicon as well.

− ∗ − ∗ −



Appendix A

Experimental Setup and Tools

A.1 Benchmark Circuits

In this thesis, we have used standard benchmark circuits from ITC’99, OpenCore bench-

mark circuits like WISHBONE LCD/VGA controller, WISHBONE memory controller,

ethernet IP, USB functional core, DMA controller, and ISCAS’89 benchmark circuits of

varying complexity and size. Fig. A.1 shows the floor plan of a commercial SoC where

the benchmark circuits are synthesized as soft IPs and are located into the sea-of-gates

enclosed under red mark. The different voltage levels can be observed such as EVDD,

O3VDDD, CVDD, O2VDD etc., however, we can not disclose the absolute voltage levels

and used IPs or COREs into the device. It is worth to point-out that the benchmark

circuits are synthesized and placed with a complex design to observe the realistic effects

of circuit components while estimating worst-case path delays. The benchmark circuits

did not functionally interact with any of the SoC components/IPs and physically placed

for experimental purpose only.

A.2 Synthesis, ATPG and CAD tools

The design is being synthesized using Cadence RTL Compiler with 28nm planar CMOS

library and optimized for area under fixed static power budget. After logic synthesis,
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Figure A.1: Benchmark circuits in the sea-of-gates of commercial SoC

Cadence SoC Encounter is used for floor-planning, placement and routing. At the end,

static timing analyzer is used to sign-off the design for fabrication. We have used Cadence

Encounter Timing System (ETS) as STA tool which uses following data,

• Reading timing libraries: Timing library files contain timing information in ASCII

format for all of the standard cells, blocks and I/O pad cells. The ETS software

reads Synopsys Technology Library format files (.lib) models.

• Reading timing constraints: To ensure that design meets the timing requirements,

designer must specify the relevant constraints. It can use the timing constraints

to set, 1) timing context for constraint assertions, 2) boundary conditions such as

input and output delays, 3) slew rates, 4) path exceptions such as false paths, path

delays and cycle additions, 5) disable certain paths in the design.

• Performing sanity checks: At various stages of the design process, designer can

check for missing or inconsistent library and design data.
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• Reading delay data: An SDF file contains negative and positive delay changes

caused by crosstalk. The full SDF file contains details about the absolute delays

for all cells and interconnects, including IR drop and crosstalk impact.

• Reading parasitic data: Designer can specify the parasitic data for more accurate

timing analysis using a SPEF file.

• Reading physical data: Tool can read physical information such as placement,

floorplan and routing that you created using SOC Encounter in ETS.

In order to perform various structural test based experiments, scan cells are stitched

into multiple chains in such a fashion such that number of scan cells do not exceed 120

per chain. We have observed that by choosing the right number of scan cells per chain,

it helps in optimizing the pattern volume and test coverage in the presence of on-chip

compressor/decompressor logic. The compressor and de-compressor logic are also used,

however, while reporting the test coverage, ATPG runtime, and pattern volume, we

bypassed the compression-decompression logic as benchmark circuits are only limited to

experiments only. Mentor Fastscan is used to generate patterns under timing aware and

timing unaware mode with relevant settings as discussed in previous chapters.
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